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#### Abstract

In the following series of papers we give a detailed study of the theory of Regge poles for $1 / r^{2}$ potentials with the behavior $r^{2} V(r)=-V_{0}$ at $r=0$ and $r^{2} V(r)=-V_{2}$ at $r=\infty$. We give a complete description of the distribution of the Regge poles in the $\lambda$ plane, which is cut from $-V_{0}^{1 / 2}$ to $V_{0}^{1 / 2}$ and study the behavior of the pole trajectories. We find that the high energy limit of the Regge poles is controlled by the parameter $p=\left(\lambda^{2}-V_{0}\right)^{1 / 2}$ while at low energies the relevant parameter is $q=\left(\lambda^{2}-V_{2}\right)^{1 / 2}$. This means that the point $\lambda=0$ for the case of Yukawa potentials corresponds here to the point $q=0$. We also find that the Regge trajectories $\lambda(E)$ may have branch points of the square root type at finite, in general complex, values of $E$ at which points the pole passes the origin $\lambda=0$. We further find that the kinematic singularity of the $S$ matrix at $k$ $=0$ is more complicated than it is for Yukawa potentials and is here characterized by the Floquet parameter $v(\lambda, k)$ associated with the Schrödinger equation. We illustrate these and other results with some new exact solutions of the Schrödinger equation.


## 1. INTRODUCTION

Recently, Cheng and $W \mathbf{W r}^{1}$ have shown that in quantum electrodynamics with massive photons the scattering amplitude from one-tower diagrams is proportional to $\beta(t) s^{\alpha(t)}(\ln s)^{-2}$ at infinite energy $s$, with $\alpha(0)>1$, and that the leading singularity of the scattering amplitude in the $J$ plane is a fixed Regge branch point at $J>1$.

A comparatively simple and relevant model with the property that it introduces fixed branch points in the angular momentum plane is provided by the nonrelativistic scattering from $1 / r^{2}$ potentials. It therefore seems desirable to investigate in detail the theory of Regge poles for such potentials.

The theory of Regge poles in potential scattering is widely known and has been extensively studied by many authors. ${ }^{2}$ However, in most cases the investigations are based on the Schrödinger equation with a potential $V(r)$ that satisfies the regularity condition $r^{2} V(r)=0$ at the origin. In the following papers we give a detailed study of the scattering and bound state properties of potentials with the behavior: $r^{2} V(r)=-V_{0}$ at $r=0$ and $r^{2} V(r)=-V_{2}$ at $r=\infty$, with $V_{0}, V_{2}$ arbitrary constants. We also allow the possibility that $V(r)$ may have singularities at negative or complex values of $r$. In this paper we give the general theory of Regge poles for such potentials, while in the following papers we illustrate our results with some new exact solutions of the Schrödinger equation.

Some particular cases of $1 / r^{2}$ potentials have been considered in the literature. The pure $1 / r^{2}$ potential $V(r)=-V_{0} / r^{2}$ has been investigated by several authors. ${ }^{3}$ Cornille ${ }^{4}$ discussed the determination of the $S$ matrix when $V(r)$ is of the form $\exp (-\mu r) / r^{2}$. Barut and Calogero ${ }^{5}$ and Ferreira and Sesma ${ }^{6}$ gave a detailed study of potentials with $1 / r^{2}$ tails ( $V_{0}=0$ ) including a numerical analysis of the pole trajectories in the $\lambda$ plane. Do Amaral and Srivastava ${ }^{7}$ studied the Regge trajectories for $V(r)=-V_{0} / r^{2}-a / r$. Cheng ${ }^{8}$ considered a particular $1 / r^{2}$ potential with $V_{0}=V_{2}=0$, but such that $V(r)=\infty$ for some complex values of $r$ and studied its Regge pole structure at zero energy. Lastly, Challifour and Eden ${ }^{9}$ investigated some of the properties of the Regge trajectories for attractive $1 / r^{2}$ potentials with $V_{0}=V_{2}$.

In Sec. 2 we define the $S$ matrix and give its analytic properties. We find that $S$ is a meromorphic function of
$\lambda$ in the whole $\lambda$ plane cut from $-V_{0}^{1 / 2}$ to $V_{0}^{1 / 2}$ and an analytic function of $k$ with a kinematic branch point at $k=0$ and the usual Yukawa cuts along the imaginary axis. We point out that the character of the branch point at $k=0$ is different from that corresponding to Yukawa potentials and in Sec. 5 we show that it depends on the Floquet parameter $\nu(\lambda, k)$ associated with the Schrödinger equation, which is in general a very complicated function of $\lambda, k$, and the potential strength parameters. In Secs. 3, 4, and 6 we investigate the general proper ties, distribution, number and threshold behavior of the Regge poles. We find several interesting results, which are fully summarized in Sec. 7 .

In subsequent papers we study the particular potential

$$
\begin{equation*}
V(r)=-\frac{1}{r^{2}}\left(\frac{r_{0}^{2} V_{0}+r_{0} V_{1} r^{\alpha}+V_{2} r^{2 \alpha}}{\left(r_{0}+r^{\alpha}\right)^{2}}\right) \tag{1.1}
\end{equation*}
$$

where $\gamma_{0}$ and $\alpha$ are any positive numbers and $V_{0}, V_{1}$, and $V_{2}$ are arbitrary constants. We first give an exact solution of the Schrödinger equation at zero energy for this potential and study the properties of the corresponding zero energy Regge poles. Next we give exact solutions of the Schrödinger equation and derive the $S$ matrix for arbitrary angular momentum and energy for the potential (1.1) in the special case $\alpha=2$. We study the analytic structure of the $S$ matrix in this case and investigate the properties and distribution of the Regge poles, particularly at low energies.

## 2. DEFINITION OF THE $S$ MATRIX

We will be concerned with the radial Schrödinger equation

$$
\begin{equation*}
\frac{d^{2} y}{d r^{2}}+\left(k^{2}-\frac{\lambda^{2}-\frac{1}{4}}{r^{2}}-V(r)\right) y=0 \tag{2,1}
\end{equation*}
$$

where $\lambda=l+\frac{1}{2}$ with $l$ the angular momentum and $k^{2}=E$ is the energy. The potential $V(r)$ is assumed to be of the form

$$
\begin{equation*}
V(r)=-V_{0} / r^{2}-V^{a}(r) \tag{2.2}
\end{equation*}
$$

with $\lim r^{2} V^{a}(r)=0$ at $r=0$ and

$$
\begin{equation*}
V(r)=-V_{2} / r^{2}-V^{b}(r), \quad r \rightarrow \infty \tag{2.3}
\end{equation*}
$$

with $\lim r^{2} V^{b}(r)=0$ at $r=\infty$. In general, we take $V^{a}(r)$ and $V^{b}(r)$ to be Yukawa potentials of finite mass $m_{0} \geqslant 0$.

The $1 / r^{2}$ term in $V(r)$ may be absorbed into the angular momentum term in（2．1）by defining the＂effective＂an－ gular momentum

$$
\begin{equation*}
p=\left(\lambda^{2}-V_{0}\right)^{1 / 2}, \tag{2.4}
\end{equation*}
$$

which we define as an analytic function of $\lambda$ in the $\lambda$ plane cut from $-V_{0}^{1 / 2}$ to $V_{0}^{1 / 2}$ ．Similarly，$(2,3)$ suggests the definition of the additional parameter

$$
\begin{equation*}
q=\left(\lambda^{2}-V_{2}\right)^{1 / 2} \tag{2.5}
\end{equation*}
$$

which we take as an analytic function of $\lambda$ with a cut from $-V_{2}^{1 / 2}$ to $V_{2}^{1 / 2}$ ．

Solutions of $(2,1)$ satisfying the boundary conditions

$$
\begin{array}{ll}
\phi(p, k, r) \rightarrow r^{1 / 2+p}, & r \rightarrow 0 \\
F(q, \pm k, r) \rightarrow \exp (\mp i k r), & r \rightarrow \infty \tag{2.7}
\end{array}
$$

may be defined in terms of integral equations by the well－known method of variation of parameters．These will be identical to the integral equations found in the case of Yukawa potentials ${ }^{2}$ with the exception that $\lambda$ is everywhere replaced by $p$ in the case of（2．6）and $q$ in the case of（2．7）．The method of successive approxima－ tions may then be used to obtain the appropriate itera－ tion series．${ }^{2}$ We find the following results：
（1）When $V^{a}(r)$ in（2．2）is a Yukawa potential of mass $m_{0} \neq 0$ the iteration series for $\phi(p, k, r)$ converges abso－ lutely for finite $r, k$ when $\operatorname{Re} p>0$［or $\operatorname{Re} p>-\frac{1}{2} \alpha$ when $V(r)$ is given by（1．1）］．$\phi(p, k, r)$ is analytic for all finite $k$ and $p$ in $\operatorname{Re} p>0$（or $\operatorname{Re} p>-\frac{1}{2} \alpha$ ）；in the left－hand plane of $\lambda$ it has simple poles at $p=-\frac{1}{2}(1+n), n=0,1,2 \ldots$ ［or $p=-\frac{1}{2} \alpha(1+n)$ ］．The following identities hold：

$$
\begin{equation*}
\phi(p, k, r)=\phi(p,-k, r)=\phi^{*}\left(p^{*}, k^{*}, r\right) . \tag{2.8}
\end{equation*}
$$

Furthermore，we find the symmetry property

$$
\begin{equation*}
\phi\left(p\left(\lambda_{1}\right), k, r\right)=\phi\left(p\left(-\lambda_{2}\right), k, r\right) \tag{2.9}
\end{equation*}
$$

where $\lambda_{i}$ is in the $i$ th sheet of the $\lambda$ plane．Thus，we may say that $\phi(p, k, r)$ is symmetric＂across＂the cut in the $\lambda$ plane．
（2）The iteration series for $F(q,+k, r)[F(q,-k, r)]$ converges absolutely for all $k r>0$ provided that $k$ is not positive（negative）imaginary。 $F(q, \pm k, r)$ are analytic in $k$ in their domain of convergence except for a kinematic branch point at $k=0$ ．When $V^{b}(r)$ is a Yukawa potential of mass $m_{0}$ the domain of convergence extends up to $\operatorname{Im} k<m_{0} . F(q, \pm k, r)$ are analytic functions of $\lambda$ in the whole $\lambda$ plane．We note that the points $\lambda= \pm V_{2}^{1 / 2}$（where $q=0$ ）are not branch points of $F(q, \pm k, r)$ ．The following identity holds：

$$
\begin{equation*}
F^{*}\left(q^{*},-k^{*}, r\right)=F(q, k, r) \tag{2.10}
\end{equation*}
$$

In order to define the $S$ matrix we write

$$
\begin{equation*}
\phi(p, k, r)=f(p, q, k) F(q,-k, r)+f(p, q,-k) F(q, k, r) \tag{2.11}
\end{equation*}
$$

and define $S$ in terms of the Jost functions $f(p, q, \pm k)$ in the usual manner．

$$
\begin{equation*}
S=\exp \left[i \pi\left(\lambda+\frac{1}{2}\right)\right][f(p, q, k) / f(p, q,-k)] \tag{2,12}
\end{equation*}
$$

When $V_{0}=V_{2}$（and therefore $p=q$ ）and $V(r)$ has no fi－ nite singularities in $r$ it is not difficult to determine the

Jost functions explicitly．We simply calculate the Wronskians of $\phi(p, k, r)$ with $\exp ( \pm i k r)$ at $r=\infty$ ．When $V_{0} \neq V_{2}$ ，however，the determination of the Jost functions becomes an extremely difficult task．This is due to the fact that in this case the branch point at $k=0$ is much more complicated than the simple＂Bessel function＂ singularity of $\phi(p, k, r)$ and $F(q, \pm k, r)$ ．We discuss this question in more detail in Sec． 5 and give an explicit example in Paper III of this series．

The analytic properties of the Jost functions and the $S$ matrix follow immediately from the above results． Thus，$S$ is a meromorphic function of $\lambda$ in the $\lambda$ plane cut from $-V_{0}^{1 / 2}$ to $V_{0}^{1 / 2}$ and an analytic function of $k$ with the usual Yukawa cuts and a kinematic branch point at $k=0$ ．Note that $S$ is analytic at $q=0$ 。We easily obtain the identity

$$
\begin{equation*}
f^{*}\left(p^{*}, q^{*},-k^{*}\right)=f(p, q, k) \tag{2.13}
\end{equation*}
$$

and the extended unitarity relation

$$
\begin{equation*}
S^{*}\left(p^{*}, q^{*}, k^{*}\right) S(p, q, k)=1 \tag{2.14}
\end{equation*}
$$

Additionally，as a consequence of（ 2.9 ）we find the sym－ metry property

$$
\begin{equation*}
S\left(p\left(\lambda_{1}\right), q, k\right)=\exp (2 i \pi \lambda) S\left(p\left(-\lambda_{2}\right), q, k\right) \tag{2,15}
\end{equation*}
$$

Thus，the $S$ matrix is symmetric＂across＂the cut in the $\lambda$ plane．Equation（ 2,15 ）is the result analogous to the well－known Mandelstam reflection property $S(-\lambda)=S(\lambda)$ for $\lambda$ integer．${ }^{10}$ We also note that $S(-\lambda)=S(\lambda)$ identically for potentials more singular than $1 / r^{2}$ at the origin．

Lastly，we state here the following useful identity satisfied by the Jost functions：
$f(p, q, k) f(-p, q,-k)-f(-p, q, k) f(p, q,-k)=-4 i p k$ ．（2．16）

## 3．GENERAL PROPERTIES OF THE REGGE POLES

The Regge poles are defined as the zeroes of the Jost function $f(p, q,-k)$ ．A very general symmetry in the dis－ tribution of the Regge poles follows from the observation that the $S$ matrix and the Jost functions are symmetric ＂across＂the cut in the $\lambda$ plane［see $(2,15)$ ］．It follows that a pole at $\lambda(k)$ in the first sheet must also appear at $-\lambda(k)$ in the second sheet．Other results may be obtained by means of well－known methods directly from equation （2．1）．${ }^{2}$

When $\lambda(k)$ is a Regge pole with $\operatorname{Re} p>0$ and $\operatorname{Im} k>0$ it follows from（2．1）and（2．11）that

$$
\begin{equation*}
\operatorname{Re} k \operatorname{Im} k \int_{0}^{\infty}|\phi|^{2} d r-\operatorname{Re} \lambda \operatorname{Im} \lambda \int_{0}^{\infty}\left(|\phi|^{2} / r^{2}\right) d r=0 \tag{3,1}
\end{equation*}
$$

and a similar equation may be written down with $\lambda$ re－ placed by $p$ ．We conclude from（3．1）that the $S$ matrix has no poles in the domains： $\operatorname{Re} k \geqq 0, \operatorname{Re} \lambda \operatorname{Im} \lambda \lessgtr 0$ ， $\operatorname{Im} p \leqq 0$ 。

If $\operatorname{Re} k=0$ in（3．1）we see that $\lambda$ may be either real or pure imaginary．Since we must have $\operatorname{Re} p>0$ the latter possibility may only occur if $V_{0}<0$ and $p=\left(\left|V_{0}\right|\right.$ $\left.-(\operatorname{Im} \lambda)^{2}\right)^{1 / 2}$ is greater than zero．This corresponds to a potential $V(r)$ repulsive near the origin．The possibility of the existence of Regge poles with $\lambda$ pure imaginary
and on the cut is quite interesting and is a unique property of $1 / r^{2}$ potentials repulsive near $r=0$.

If $\operatorname{Im} k=0$ we find from (2.1) and (2.11) that
$\operatorname{Re} k|f(p, q, k)|^{2}-2 \operatorname{Re} \lambda \operatorname{Im} \lambda \int_{0}^{\infty}\left(|\phi|^{2} / r^{2}\right) d r=0$,
and a similar equation with $\lambda$ replaced by $p$. These equations imply the existence of positive energy poles in the domains: $\operatorname{Re} k \gtrless 0, \operatorname{Re} \lambda \operatorname{Im} \lambda \geqslant 0, \operatorname{Im} p \gtrless 0$. Consequently, as $E$ becomes positive a Regge pole $\lambda(E)$ must leave the real axis with a positive imaginary part, as expected. Similarly, if $\lambda(E)$ is pure imaginary with $\operatorname{Im} \lambda>0$, the pole must emerge from the cut and enter the first quadrant in the first sheet as $E$ becomes positive with $\operatorname{Re} k>0$.

Additional information may be obtained by differentiating (2.1) with respect to $E$. If $\operatorname{Re} p>0$ with $\lambda^{2}$ real and $\operatorname{Im} k>0$, we find

$$
\begin{equation*}
\frac{d \lambda}{d E}=\left(\frac{1}{2 \lambda}\right)\left(\frac{\int_{0}^{\infty}|\phi|^{2} d r}{\int_{0}^{\infty}\left(|\phi|^{2} / r^{2}\right) d r}\right) . \tag{3.3}
\end{equation*}
$$

and a similar equation with $\lambda$ replaced by $p$. Thus we see that both $\operatorname{Re} \lambda$ and $\operatorname{Re} p$ are increasing functions of $E$. Similarly, when $\lambda$ is pure imaginary with $\operatorname{Im} \lambda>0$, $\operatorname{Im} \lambda(E)$ is a decreasing function of $E$. That is, as $E \rightarrow 0^{-}$ the pole $\operatorname{Im} \lambda(E)$ moves along the cut toward the origin $\lambda=0$. Upon reaching the point $\lambda=0$ the pole turns to the right and moves along the positive real axis in the first sheet.

We now derive some results on the behavior of Regge poles when $\operatorname{Re} p=0$. The Jost functions may be analytically continued into the region $\operatorname{Re} p \leqslant 0$ using standard methods. ${ }^{2}$ Thus, from the observation that $\phi(p, k, r)$ has simple poles at $p=-\frac{1}{2}(1+n), n=0,1,2 \cdots$ we may obtain the analytically continued Jost functions

$$
\begin{equation*}
\bar{f}(p, q, \pm k)=f(p, q, \pm k) / \Gamma(2 p+1) . \tag{3.4}
\end{equation*}
$$

Using (3.4) in (2.16), we find
$\bar{f}(p, q, k) \bar{f}(-p, q,-k)-\bar{f}(-p, q, k) \bar{f}(p, q,-k)=-2 i k \frac{\sin (2 \pi p)}{\pi}$.

If $k$ is real and $p$ pure imaginary we find from (3.5) that $|\bar{f}(-p, q,-k)|^{2}-|\bar{f}(p, q,-k)|^{2}=2 k \frac{\sinh [2 \pi(\operatorname{Im} p)]}{\pi}$.
Since a Regge pole in this case satisfies $\bar{f}(p, q,-k)=0$, we conclude that there are no poles with $k$ real and $p$ pure imaginary in the domains: $\operatorname{Re} k \lessgtr 0, \operatorname{Im} p \gtrless 0$.

If $k$ and $p$ are both pure imaginary, it follows from (2.13) and (3.5) that
$\frac{1}{2}\left(\frac{\bar{f}(p, q, k)}{\bar{f}^{*}(p, q, k)}-\frac{\bar{f}(p, q,-k)}{\bar{f}^{*}(p, q,-k)}\right)=\frac{i \operatorname{Im} k \sinh [2 \pi(\operatorname{Im} p)]}{\pi \bar{f}^{*}(p, q, k) \bar{f}^{*}(p, q,-k)}$.
Taking the absolute value of ( 3.7 ), we find the result

$$
\begin{equation*}
\left|\bar{f}^{*}(p, q, k) \bar{f}^{*}(p, q,-k)\right| \geqslant\left|\operatorname{Im} k \frac{\sinh [2 \pi(\operatorname{Im} p)]}{\pi}\right| \tag{3.8}
\end{equation*}
$$

It follows from this that $\bar{f} *(p, q,-k)=\bar{f}(-p, q,-k)$ cannot vanish for $p$ pure imaginary unless $p=0$. Consequently, if $V_{0}>0$ there can be no Regge poles with $\lambda$ real and on the cut for $E<0$. Similarly, if $V_{0}<0$ there are no Regge
poles with $\lambda$ pure imaginary and away from the cut for $E<0$.

In order to find the locations of the Regge poles at infinite energy we observe that if we set $z=k r$ and let $|k| \rightarrow \infty$ while keeping $z$ fixed, Eq. (2.1) reduces in this limit to the Schrödinger equation with a Coulomb potential and angular momentum $p$. We conclude that as $|E| \rightarrow \infty$ the Regge poles approach the locations $p$ $=-\left(\frac{1}{2}+n\right), n=0,1,2 \ldots{ }^{11}$ The same result follows from known general results on the high energy scattering from Yukawa potentials, ${ }^{12}$ since we assumed at the outset $V^{a}(r)$ was a superposition of Yukawa potentials. Thus, as $|E| \rightarrow \infty$, the trajectory $\lambda(E)$ tends to the values $-\left(V_{0}+\left(\frac{1}{2}+n\right)^{2}\right)^{1 / 2}$ in the first sheet and $\left(V_{0}+\left(\frac{1}{2}+n\right)^{2}\right)^{1 / 2}$ in the second sheet, with one exception. If $V_{0}<0$ and we further have that $\left(n+\frac{1}{2}\right)^{2}-\left|V_{0}\right|$ is negative then it follows that for these values of $n$ the trajectory $\lambda(E)$ tends to the values $\pm i\left(\left|V_{0}\right|-\left(\frac{1}{2}+n\right)^{2}\right)^{1 / 2}$ as $|E| \rightarrow \infty$. The meaning of this is that some of the imaginary poles start from the cut at $E=-\infty$, while others terminate at the cut when $E=+\infty$.

Lastly, we note that the Regge trajectories $\lambda(E)$ may be multivalued functions of $E$ with branch points at various, generally complex, values of $E$. This observation follows simply by noting that the Jost function $f(p, q,-k)$ depends on $\lambda$ only through $p$ and $q$ and the Regge poles are in effect given by an equation of the form $q(\lambda(E))$ $=g(E)$ or $p(\lambda(E))=h(E)$, where $g$ and $h$ are some functions of $E$. Further, if $\lambda(E)$ does have a branch point, it will be of the square root type, $\lambda(E)=\left(E-E_{0}\right)^{1 / 2} f(E)$, with $f(E)$ analytic at $E=E_{0}$. Clearly, at any such branch point the Regge trajectory $\lambda(E)$ passes through the origin $\lambda=0$. We see that these branch points are characteristic of $1 / r^{2}$ potentials and are not related to the square root type branch points associated with the crossing of Regge trajectories found by Cheng. ${ }^{13}$

## 4. THE NUMBER OF TRAJECTORIES

We now determine the number of Regge poles in the right half-plane of the first sheet of $\lambda$ for $E \leqslant 0$. These include the physical bound states of the system.

In Sec. 3 we proved that when $V_{0}>0$ there are no negative energy Regge poles with $\lambda$ real and on the cut. In this case $p$ is pure imaginary and the solutions of (2.1) are of the form $r^{1 / 2 \pm i|p|}$ near the origin for $E \leqslant 0$. They both vanish at $r=0$ while oscillating infinitely rapidly. There are no bound states and a particle in this case would "fall to the center" while seeking its ground state at $E=-\infty$. We therefore need only consider $p$ real and positive. Thus, we have either $\lambda>\left(V_{0}\right)^{1 / 2}$ or $-i V_{0}^{1 / 2}<$ $\lambda<i V_{0}^{1 / 2}$ 。With no loss in generality in what follows we also set $E=0$ 。

Given any "regular" potential $V(r)$ the number of bound states at zero energy may be estimated by means of Bargmann's inequality ${ }^{14}$ :

$$
\begin{equation*}
N_{\lambda} \leqslant \frac{1}{2|\lambda|} \int_{0}^{\infty} r U(r) d r, \tag{4,1}
\end{equation*}
$$

where $N_{\lambda}$ is the number of bound states of angular mo-
mentum $\lambda=l+\frac{1}{2}$ and

$$
U(r)= \begin{cases}|V(r)|, & V(r)<0  \tag{4.2}\\ 0, & V(r) \geqslant 0\end{cases}
$$

When $V(r)$ is of the form of (2.2), (2.3) with $V_{0}=V_{2}$, (4.1) may still be used to estimate $N_{\lambda}$ provided that we replace $\lambda$ with $p$ and $V(r)$ with $V^{a}(r)$. Clearly, $N_{\lambda}$ is finite provided that $V^{a}(r)$ is nonsingular in $0<r<\infty$ and $\lambda>V_{0}^{1 / 2}$.

When $V_{0} \neq V_{2}(4.1)$ is no longer applicable. An expression similar to (4.1) may nevertheless be derived by using the methods of Ref. 14 with the result that $N_{\lambda}$ is likewise finite provided that $V(r)$ has no singularities in $0<r<\infty$ and that $\lambda>V_{2}^{1 / 2}>V_{0}^{1 / 2}$.

When $\lambda$ is in the range $V_{0}^{1 / 2}<\lambda<V_{2}^{1 / 2}$, however, $p$ is real but $q=i\left(V_{2}-\lambda^{2}\right)^{1 / 2}$ is pure imaginary. The zero energy wavefunction has the asymptotic form $r^{1 / 2 \pm i|q|}$ and oscillates infinitely rapidly near $r=\infty$. This suggests that there must be an infinite number of bound states in $V_{0}^{1 / 2}<\lambda<V_{2}^{1 / 2}$. In Sec. 6 we show that this is indeed the case and that an infinite number of Regge poles emerge from the branch point $V_{0}^{1 / 2}$ near threshold and move to the right along the real axis converging on the point $\lambda=V_{2}^{1 / 2}$ as $E \rightarrow 0^{-}$.

## 5. SINGULARITY OF THE $S$ MATRIX AT $k=0$

It is well known that the $S$ matrix has a fixed kinematic branch point at $k=0$ in the case of Yukawa potentials. ${ }^{2}$ This remains true in the case of $1 / r^{2}$ potentials. However, the nature of the singularity at $k=0$ is modified according to whether $V(r)$ has a $1 / r^{2}$ core, tail, or both.

When $V(r)$ is given by (2.2), (2.3) with $V_{0}=V_{2}$ and $V^{a}(r)$ is an arbitrary superposition of Yukawa potentials, the $S$ matrix may be written in the form

$$
\begin{equation*}
s=\exp i \pi(\lambda-p)\left(\frac{Y(p, k)+k^{2 p} \exp (i \pi p)}{Y(p, k)+k^{2 p} \exp (-i \pi p)}\right) \tag{5.1}
\end{equation*}
$$

When $V^{a}(r)$ is a Yukawa potential of mass $m_{0}$, we find that

$$
\begin{equation*}
Y(p, k)=Y(p, k \exp (-i \pi)) \tag{5.2}
\end{equation*}
$$

Indeed, $Y(p, k)$ is an analytic function of $k$ in the whole $k$ plane with the usual Yukawa cuts starting at $k= \pm i m_{0}$ and a meromorphic function of $\lambda$ in the $\lambda$ plane cut from $-V_{0}^{1 / 2}$ to $V_{0}^{1 / 2}$.

It follows from (5.1) and (5.2) that $S$ satisfies

$$
\begin{equation*}
S(p, k \exp (-i \pi))=\exp (2 i \pi l)[S(p, k)+2 i \cos \pi p \exp (i \pi l)]^{-1}, \tag{5.3}
\end{equation*}
$$

from which its circuital behavior about the singularity at $k=0$ may be easily determined.

When $V(r)$ is given by (2.2), (2.3) but $V_{0} \neq V_{2}$, the above expressions are no longer applicable. The presence of a $1 / r^{2}$ tail in $V(r)$ modifies considerably the character of the branch point at $k=0$ and an entirely new procedure must be used in the derivation of the $S$ matrix.

Let us consider the Schrödinger equation (2.1) with a potential $V(r)$ satisfying (2.2), (2.3). In the limit $k=0$ it follows from (2.3) and the theory of differential equations that for large $r$ this equation must have two solutions of the form

$$
\begin{equation*}
y_{1,2}^{(0)}(r)=r^{1 / 2 \pm q} g_{1,2}^{(0)}(r) \tag{5.4}
\end{equation*}
$$

where $g_{1,2}^{(0)}(r)$ are single-valued functions of $r$. This suggests that when $k \neq 0 \mathrm{Eq}$. (2.1) has solutions of the form

$$
\begin{equation*}
y_{1,2}(r)=(k r)^{1 / 2 \pm \nu(k)} g_{1,2}(k r) \tag{5.5}
\end{equation*}
$$

where $g_{1,2}(k r)$ are single-valued functions of $k r$ and $\nu(k)$ is some function of $k$ satisfying $\nu(0)=q=\left(\lambda^{2}-V_{2}\right)^{1 / 2}$.

The existence of solutions of the form of (5.5) for an equation of the type of the radial Schrödinger equation may be generally established by means of Floquet's theorem ${ }^{15}$ provided that $r^{2} V(r)$ is a single-valued function of $r$. The parameter $\nu$ is then the so-called Floquet parameter and is in general a very complicated function of $k, \lambda$ and the potential strenth and range parameters. More precisely, if $r^{2} V(r)=\sum_{n=-\infty}^{+\infty} u_{n} r^{\eta}$, then it follows from the work of Fubini and Stroffolini ${ }^{16}$ that (1) if $u_{n} \neq 0$ for some negative $n$ (singular potentials), then $\nu(\lambda, k)$ is an even analytic transcendental function of $k$ and a meromorphic function of $\lambda$; and (2) if $u_{n}=0$ for all negative $n$ (regular potentials), then $\nu(\lambda, k)=\lambda$. The case $u_{0} \neq 0$ which applies for the "transitionally" singular $1 / r^{2}$ potentials is a special case. Using either the methods of Ref. 16 or other available methods, ${ }^{17}$ it may be shown that (1) if $V(r)=-V_{0} / r^{2}+V_{Y}(r)$ and $V_{Y}(r)$ is a Yukawa potential of finite mass, then $\nu(\lambda, k)=p=\left(\lambda^{2}-V_{0}\right)^{1 / 2}$; (2) if $V(r)=V_{Y}(r)$ for $r<r_{0}$ and $V(r)=-V_{2} / r^{2}$ for $r>r_{0}$ for some finite $r_{0}$, then $\nu(\lambda, k)=q=\left(\lambda^{2}-V_{2}\right)^{1 / 2}$; and (3) lastly, when $V(r)$ has both a $1 / r^{2}$ core and tail then $\nu(\lambda, k)$ is an even analytic transcendental function of $k$ and a meromorphic function of $\lambda$ 。

An immediate implication of the above observations is that the branch point at $k=0$ is more complicated than the "Bessel function" singularity of Yukawa potentials and is now characterized by the Floquet parameter $\nu(\lambda, k)$. Indeed, as a direct consequence of (5.5) we find that the $S$ matrix is correctly given by the expression

$$
\begin{equation*}
S=\exp i \pi(\lambda-\nu)\left(\frac{Y(p, \nu, k)+k^{2 \nu} \exp (i \pi \nu)}{Y(p, \nu, k)+k^{2 \nu} \exp (-i \pi \nu)}\right) \tag{5.6}
\end{equation*}
$$

where $\nu=\nu(\lambda, k)$. Clearly, $\nu$ is of the nature of an "effective" angular momentum. Elsewhere we show explicitly that the representation (5.6) applies when $V(r)$ is given by (1.1) with $\alpha=2$ plus an arbitrary superposition of Yukawa potentials of finite mass $m_{0} .^{18}$ In addition to this, we have also verified (5.6) exactly when $V(r)$ is given by (1.1) with $\alpha=1 .{ }^{19}$

For the cases indicated above we find that the $S$ matrix satisfies the identities ${ }^{18}$

$$
\begin{equation*}
S(-\nu)=S(\nu) \tag{5,7}
\end{equation*}
$$

$S(\nu, k \exp (-i \pi))=\exp (2 i \pi l)] S(\nu, k)+2 i \cos \pi \nu \exp (i \pi l)]^{-1}$.

The circuital behavior of $S$ about the point $k=0$ follows immediately from (5.8), while (5.7) is a restatement of the fact that the $S$ matrix is analytic at $\lambda= \pm V_{2}^{1 / 2}$.

## 6. BEHAVIOR OF THE REGGE POLES NEAR THRESHOLD

Detailed investigations about the threshold motion of the Regge poles are available for the case of Yukawa potentials. ${ }^{20}$ In particular, it is known that an infinite number of trajectories converge on $\lambda=0$ as $E \rightarrow 0$. In our case we find that the points $\lambda= \pm V_{2}^{1 / 2}$ assume the role of the point $\lambda=0$, and an infinite number of trajectories converge on these points as $E \rightarrow 0$. Physically this is not surprising as it is well known that the low energy behavior of the $S$ matrix and the Regge trajectories is determined by the asymptotic tail of the potential。Here $V(r) \sim-V_{2} / r^{2}$ and, therefore, the relevant parameter for very low energy phenomena is just $q=\left(\lambda^{2}-V_{2}\right)^{1 / 2}$.

From Eq. (5.6) we see that the Regge poles are given by the solutions of the equation

$$
\begin{equation*}
Y(p, \nu, E)+E^{\nu} \exp (-i \pi \nu)=0 \tag{6.1}
\end{equation*}
$$

where $\nu=\nu(p, q, E)$ is the Floquet parameter. Near $E$ $=0, \nu(p, q, E)$ has the expansion ${ }^{17,18}$

$$
\begin{equation*}
\nu(p, q, E)=q+E^{m}\left[\nu_{1}(p, q)+O\left(E^{m}\right)\right] \tag{6.2}
\end{equation*}
$$

where $m$ is a positive integer and $\nu_{1}(p, q)$ is some function of $p, q$. Using (6.2), we find, similarly,
$Y(p, \nu, E)=Y(p, q, 0)+E\left[\left.\frac{\partial Y}{\partial E}\right|_{\substack{E \pm 0 \\ \nu \neq q}}+\left.A \frac{\partial Y}{\partial \nu}\right|_{E=0}\right]+O(E)^{2}$,
where $A=\nu_{1}(p, q)$ for $m=1$ and $A=0$ if $m \neq 1$. Using these results in (6.1), we readily obtain low energy expansions for the Regge poles $\bar{\lambda}(E)$. As expected, when $E<0$ and $V_{2}>0$ the Regge poles are real. As $E$ becomes positive, $\bar{\lambda}(E)$ acquires a positive imaginary part. When $V_{2}<0$, a trajectory $\bar{\lambda}(E)$ may reach threshold on the imaginary axis with $\bar{\lambda}(E)<i\left|V_{2}\right|^{1 / 2}$ if $\left|V_{0}\right|>\left|V_{2}\right|$ or $\bar{\lambda}(E)<i\left|V_{0}\right|^{1 / 2}$ if $\left|V_{2}\right|>\left|V_{0}\right|$. Additional information, such as the angle at which the trajectories meet the real axis as $E \rightarrow 0^{+}$, may be easily obtained from (6.1) -(6.3).

The above results are not valid at $q=0$. Indeed, using the result ${ }^{18}$

$$
\begin{equation*}
Y(p, 0, E)=-1 \tag{6.4}
\end{equation*}
$$

which holds for any energy $E$, we see that when $\nu(E)=0$ Eq. (6.1) is satisfied identically. At this point the $S$ matrix is of the form $0 / 0$ for all $E$ and must be defined using L'Hopital's rule. In order to determine the threshold behavior of the Regge poles when $\nu(E) \rightarrow 0^{+}$, that is, when $\lambda \rightarrow \pm V_{2}^{1 / 2}$ from the right, we proceed as follows: Near $|E| \sim 0$ and $\nu(E) \sim q \sim 0$ we expand $Y(p, \nu, E)$ to find

$$
\begin{equation*}
Y(p, \nu, E)=-1+\left.q \frac{\partial Y}{\partial \nu}\right|_{\substack{E=0 \\ \nu=0}}+O\left(q^{2}\right) \tag{6,5}
\end{equation*}
$$

A solution $\bar{q}(E)$ of (6.1) is then obtained with

$$
\begin{align*}
& \operatorname{Re} \bar{q}(E) \approx(\pi-\gamma) \frac{2 n \pi}{|\ln | E\left|\left.\right|^{2}\right.}-\frac{2 n^{2} \pi^{2} Y_{00}^{2}}{\left.|\ln | E\right|^{3}}, \\
& \operatorname{Im} \bar{q}(E) \approx \frac{2 n \pi}{|\ln | E|\mid}, \tag{6.6}
\end{align*}
$$

where $n= \pm 1, \pm 2 \cdots, Y_{00}=(\partial Y / \partial \nu)_{E \pm 0, \nu \times 0}$ and $E=|E|$ $\times \exp (i \gamma)$ with $|E| \sim 0$. Note that $Y_{00}$ is real.

It follows from (6.6) that an infinite number of trajectories approach the point $q=0$ as $E$ approaches the threshold from any direction in the complex energy plane.

When $V_{2}>0, V_{2}>V_{0}$ we find from (6.6) that an infinite number of complex conjugate trajectories converge on $\lambda=-V_{2}^{1 / 2}$ from the right as $E \rightarrow 0^{-}$. The angle of approach is proportional to $(\ln |E|)^{-2}$. Similarly, an infinite number of trajectories converge on $\lambda= \pm V_{2}^{1 / 2}$ as $E \rightarrow 0^{+}$. The angle at which they meet the real axis is proportional to $(\ln |E|)^{-1}$.

When $V_{2}>0$, but $V_{2}<V_{0}$, the points $\lambda= \pm V_{2}^{1 / 2}$ are located within the cut. We find from (6.6) that an infinite number of trajectories approach the point $\lambda=V_{2}^{1 / 2}$ on the second sheet of $\lambda$ as $E \rightarrow 0^{-}$. At $E=0$ these poles accumulate at $\lambda=V_{2}^{1 / 2}$ on the lower lip of the cut. Thus, these poles are never physical.

When $V_{2}$ and $V_{0}$ are both negative and the cut is on the imaginary axis the analysis and results are entirely analogous to the above. For example, an infinite number of trajectories is found to converge on the point $\lambda$ $=i\left|V_{2}\right|^{1 / 2}$ from above, and $\lambda=-i\left|V_{2}\right|^{1 / 2}$ from below both as $E \rightarrow 0^{+}$and $E \rightarrow 0^{-}$, when $\left|V_{2}\right|<\left|V_{0}\right|$.

Suppose now that $V_{0}, V_{2}$ are both positive and $\lambda$ is real with $V_{0}^{1 / 2}<\lambda<V_{2}^{1 / 2}$. We recall that in Sec. 4 we concluded that there must be an infinite number of Regge poles in this region for $E \lesssim 0$. In this case, $\nu(0)=q$ is pure imaginary and (6.1) is not well defined in the limit $E \rightarrow 0$. Using the result $Y(\nu)=1 / Y(-\nu)$ (Ref。18) and (2.14), we see that for any energy $E$ and imaginary $\nu(E)$ we may write

$$
\begin{equation*}
Y(p, i|\nu|, E)=\exp [i y(p,|\nu|, E)] \tag{6.7}
\end{equation*}
$$

where $y(p,|\nu|, E)$ is a real function. As $E \rightarrow 0^{\circ}$ and $q \sim 0$, we find, using (6.1)-(6.3), that the Regge poles $\bar{\lambda}(E)$ in $V_{0}^{1 / 2}<\lambda<V_{2}^{1 / 2}$ are given by
$\left(V_{2}-\bar{\lambda}_{n}^{2}(E)\right)^{1 / 2} \approx \frac{2 n \pi}{|\ln | E| |}+\left(\frac{2 n \pi}{|\ln | E| |^{2}}\right) Y_{00}+\cdots$,
where $n= \pm 1, \pm 2, \cdots$ and $Y_{00}=(\partial Y / \partial \nu)_{E x 0, \nu \times 0}$.
We conclude from ( 6,8 ) that an infinite number of Regge poles must pass through every point in $V_{0}^{1 / 2}<$ $\lambda<V_{2}^{1 / 2}$ for $E \leqq 0$. As $E \rightarrow 0^{-}$these poles approach the point $\lambda=V_{2}^{1 / 2}$ along the real axis. Evidently, the above discussion may be immediately extended to the case in which $V_{0}, V_{2}$ are both negative and $i\left|V_{2}\right|^{1 / 2}< \pm \lambda<$ $i\left|V_{0}\right|^{1 / 2}$. Again, we find an infinite number of Regge poles converging on the points $\lambda= \pm i\left|V_{2}\right|^{1 / 2}$ along the cut as $E \rightarrow 0^{-}$.

## 7. CONCLUSION AND SUMMARY OF RESULTS

When $V(r)$ is a $1 / r^{2}$ potential of the type defined in (2.2), (2.3), we have found that the $S$ matrix is a meromorphic function of $\lambda$ with a cut from $-V_{0}^{1 / 2}$ to $V_{0}^{1 / 2}$ and an analytic function of $k$ with a kinematic branch point at $k=0$ and the usual Yukawa cuts along the imaginary axis. We also found that the branch point at $k=0$ is now characterized by a Floquet parameter $\nu(\lambda, k)$ which is a transcendental function of $\lambda$ and $k$ and plays the role of an "effective angular momentum" of the system.

We also investigated in detail the properties and distribution of the Regge poles. The principal results for $E \leqslant 0$ with $\lambda$ in the first sheet and $\operatorname{Re} \lambda \geqslant 0$ are as follows:
(1) $V_{0}>0 . V(r)$ is attractive at the origin and the cut in the $\lambda$ plane is on the real axis. We find:
(i) There are no Regge poles on the cut.
(ii) If $V_{2}>0$ there is a finite number of Regge poles located to the right of $V_{0}^{1 / 2}$ or $V_{2}^{1 / 2}$, whichever is greater. If $V_{2}>V_{0}$ an infinite number of poles emerge from the branch point $V_{0}^{1 / 2}$ and approach the point $V_{2}^{1 / 2}$ as $E \rightarrow 0^{-}$. If $V_{2}<V_{0}$ there is an infinite number of poles which approach the point $V_{2}^{1 / 2}$ from the second sheet of $\lambda$. At threshold these poles are located at $V_{2}^{\prime 2}$ on the lower lip of the cut and are therefore never physical.
(iii) If $V_{2}<0$ we find a finite number of Regge poles to the right of $V_{0}^{1 / 2}$. There are no poles on the cut or the imaginary axis.
(2) $V_{0}<0 . V(r)$ is repulsive at the origin and the cut is on the imaginary axis. We find:
(i) If $V_{2}>0$ there is a finite number of Regge poles to the right of $V_{2}^{1 / 2}$. An infinite number of poles emerge from the branch points $\pm i\left|V_{0}\right|^{1 / 2}$, move along the cut and enter the positive real axis approaching the point $V_{2}^{1 / 2}$ as $E \rightarrow 0^{-}$.
(ii) If $V_{2}<0$ there is a finite number of Regge poles on the positive real axis $\lambda>0$. If $\left|V_{2}\right|<\left|V_{0}\right|$ a finite number of poles is located in $-i\left|V_{2}\right|^{1 / 2}<\lambda<i\left|V_{2}\right|^{1 / 2}$ (on the cut). Furthermore, an infinite number of poles emerge from the branch points $\pm i\left|V_{0}\right|^{1 / 2}$ and approach the points $\pm i\left|V_{2}\right|^{1 / 2}$ as $E \rightarrow 0^{-}$. If $\left|V_{2}\right|>$ $\left|V_{0}\right|$ there is a finite number of poles both on the positive real axis and on the cut. There are no poles on the imaginary axis outside of the cut.
(3) The Regge trajectories $\lambda(E)$ are multivalued functions of $E$. In addition to the usual branch points at $E$ $=0$, there may be additional branch points at finite, in general complex, values of $E$. When such branch points exist, they are of the square root type. That is, $\lambda(E)$
$=\left(E-E_{0}\right)^{1 / 2} g(E)$ near the branch point $E=E_{0}$, with $g(E)$ analytic at $E=E_{0}$. Evidently, at the branch point $E=E_{0}$ the Regge pole passes through the origin $\lambda=0$. These branch points do not appear in the scattering amplitude. These singularities are characteristic of $1 / r^{2}$ potentials and are not related to the square root branch points associated with the crossing of Regge trajectories. ${ }^{13}$
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# Theory of Regge poles for $1 / r^{2}$ potentials. II. An exactly solvable example at zero energy 

Robert O. Mastalir<br>Physics Department, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139<br>(Received 3 June 1974)

We give the exact solution of the Schrödinger equation at zero energy and derive an expression in closed form for the Regge poles for a particular $1 / r^{2}$ potential with the behavior $r^{2} V(r)=-V_{0}$ at $r=0$ and $r^{2} V(r)=-V_{2}$ at $r=\infty$. We give detailed results on the properties and distribution of the Regge poles in the $\lambda$ plane and find them to be in agreement with the predictions of a previous paper in this series.

## 1. INTRODUCTION

In a previous paper we discussed in detail the theory of Regge poles for $1 / r^{2}$ potentials satisfying $\lim r^{2} V(r)$ $=-V_{0}$ at $r=0$ and $\lim r^{2} V(r)=-V_{2}$ at $r=\infty .{ }^{1}$ In the present paper we give the exact solution of the Schrödinger equation at zero energy and study the properties of the Regge poles for arbitrary angular momentum and zero energy for the particular potential

$$
\begin{equation*}
V(r)=-\frac{1}{r^{2}}\left(\frac{r_{0}^{2} V_{0}+r_{0} V_{1} r^{\alpha}+V_{2} r^{2 \alpha}}{\left(r_{0}+r^{\alpha}\right)^{2}}\right) \tag{1.1}
\end{equation*}
$$

where $r_{0}, \alpha$ are any positive numbers and $V_{0}, V_{1}, V_{2}$ are arbitrary constants.

A potential of the form of (1.1) was first considered by Eckart. ${ }^{2}$ A particular case of (1.1) corresponding to $V_{0}=V_{2}=0$ was investigated in detail by Cheng, ${ }^{3}$ who obtained an expression in closed form for the zero energy Regge poles and gave a formula for the asymptotic behavior of the $S$ matrix for $|\lambda| \rightarrow \infty$.

In Sec. 2 we recall some relevant results on the theory of Regge poles at zero energy. In Sec. 3 we solve the Schrödinger equation while in Sec. 4 we discuss in detail the properties of the Regge poles. The results obtained are summarized in Sec. 5 and are found to be in agreement with the general results obtained in I in the limit $E=0$.

## 2. THEORY OF REGGE POLES AT ZERO ENERGY

The behavior of Regge poles at zero energy has been the subject of detailed investigation. ${ }^{1,3,4}$ In the present section we recall from I some of the principal results for the case of $1 / r^{2}$ potentials.

The $S$ matrix may be written in the form ${ }^{1,5}$

$$
\begin{equation*}
S=\exp [i \pi(\lambda-\nu)]\left(\frac{Y(p, \nu, k)+k^{2 \nu} \exp (i \pi \nu)}{Y(p, \nu, k)+k^{2 \nu} \exp (-i \pi \nu)}\right) \tag{2.1}
\end{equation*}
$$

where $p=\left(\lambda^{2}-V_{0}\right)^{1 / 2}, q=\left(\lambda^{2}-V_{2}\right)^{1 / 2}$, and $\nu=\nu(p, q, k)$ is the Floquet parameter of the Schrödinger equation. When $V(r)$ is given by (1,1) the zero energy Floquet parameter is given by $\nu(p, q, 0)=q / \alpha$. The following results follow from (2.1) and the discussion in Sec. 6 of $I$.
(1) If $\nu(p, q, k)$ is not zero or an integer the zero energy Regge poles in the first sheet of $\lambda$ are given by the solutions of the equation:
$Y(p, \nu, 0)=\left\{\begin{array}{lll}0, & \operatorname{Re} \nu(p, q, 0)>0, & \operatorname{Re} \lambda>0, \\ \infty, & \operatorname{Re} \nu(p, q, 0)<0, & \operatorname{Re} \lambda<0 .\end{array}\right.$
(2) If $\nu(p, q, k)$ is an integer, $\nu=n$, a Regge pole at $\lambda=\lambda_{0}, E=0$ may only occur if $S$ has a double pole at $\lambda_{0}, E=0$.
(3) If $\nu(p, a, k)$ is pure imaginary, we have $Y(p, i|\nu|, k)$ $=\exp [i y(p,|\nu|, k)]$ for all $k$, where $y(p,|\nu|, k)$ is a real function of $p, k$ which approaches a finite, nonzero limit as $k \rightarrow 0$. Therefore, the denominator in (2.1) does not have a well-defined limit as $k \rightarrow 0$. There are no Regge poles at $E=0$ in this case.
(4) There are no zero energy Regge poles on the cut.

## 3. SOLVABLE EXAMPLE OF REGGE POLES AT ZERO ENERGY

The radial Schrödinger equation at zero energy is

$$
\begin{equation*}
\frac{d^{2} \psi}{d r^{2}}+\left(\frac{\frac{1}{4}-\lambda^{2}}{r^{2}}-V(r)\right) \psi=0 \tag{3.1}
\end{equation*}
$$

We wish to solve (3.1) when $V(r)$ is given by (1.1). We readily find that (3.1) may be reduced to a hypergeometric equation by means of the transformations

$$
\begin{equation*}
x=-\left(r^{\alpha} / r_{0}\right), \quad \psi=x^{(1-\alpha) / 2 \alpha} \phi \tag{3.2}
\end{equation*}
$$

The general solution of (3.1) is found to be ${ }^{6}$

$$
\begin{align*}
\psi(r)= & r^{1 / 2}(1-x)^{(1-6) / 2}\left[C_{1} x^{-\sigma / 2}{ }_{2} F_{1}(a, b ; c ; x)\right.  \tag{3.3}\\
& \left.+C_{2} x^{\sigma / 2}{ }_{2} F_{1}(a+1-c, b+1-c ; 2-c ; x)\right]
\end{align*}
$$

where

$$
\begin{align*}
& a=\frac{1}{2}(1-\sigma-\delta-\mu), \quad b=\frac{1}{2}(1-\sigma-\delta+\mu), \quad c=1-\sigma  \tag{3.4}\\
& \sigma=(2 / \alpha)\left(\lambda^{2}-V_{0}\right)^{1 / 2}, \quad \mu=(2 / \alpha)\left(\lambda^{2}-V_{2}\right)^{1 / 2} \\
& \delta=\left[1+\left(4 / \alpha^{2}\right)\left(V_{1}-V_{0}-V_{2}\right)\right]^{1 / 2} \tag{3.5}
\end{align*}
$$

and $C_{1}, C_{2}$ are arbitrary constants. Here ${ }_{2} F_{1}(a, b ; c ; x)$ is the hypergeometric series and we define $\sigma$ and $\mu$ as analytic functions of $\lambda$ in the $\lambda$ plane cut from $-V_{0}^{1 / 2}$ to $V_{0}^{1 / 2}$ and $-V_{2}^{1 / 2}$ to $V_{2}^{1 / 2}$, respectively. With reference to the notation of I , we note that $\sigma=(2 / \alpha) p, \mu=(2 / \alpha) q$.

From (3.5) we see that when $\lambda$ is real and positive and away from the cut $\sigma$ is also real and positive. Thus, for sufficiently large $\lambda$ a unique physical solution of (3.1)
that vanishes at the origin may be obtained by setting
$C_{1}=0$ and $C_{2}=1$. For other values of $\lambda$, the function $\psi(r)$ is then defined by analytic continuation.

From (3.3) we find that, for large $r,{ }^{6}$
$\psi(r) \simeq a_{1}(\sigma, \mu) r^{1 / 2+\left(\Omega^{2-V_{2}}\right)^{1 / 2}}+a_{2}(\sigma, \mu) r^{1 / 2-\left(\lambda^{2}-V_{2}\right)^{1 / 2}}$,
where $\sigma$ and $\mu$ are given by (3.5) and
$a_{1}(\sigma, \mu)=r_{0}^{-\mu / 2}\left(\frac{\Gamma(\mu) \Gamma(1+\sigma) \exp \left(\frac{1}{2} i \pi \sigma\right)}{\Gamma\left(\frac{1}{2}(1+\sigma+\mu+\delta)\right) \Gamma\left(\frac{1}{2}(1+\sigma+\mu-\delta)\right)}\right)$.
$a_{2}(\sigma, \mu)=\gamma_{0}^{\mu / 2}\left(\frac{\Gamma(-\mu) \Gamma(1+\sigma) \exp \left(\frac{1}{2} i \pi \sigma\right)}{\Gamma\left(\frac{1}{2}(1+\sigma-\mu+\delta)\right) \Gamma\left(\frac{1}{2}(1+\sigma-\mu-\delta)\right)}\right)$.
From (3.6) we see that when $\lambda$ is real and sufficiently large $\psi(r)$ vanishes at infinity provided that

$$
\begin{equation*}
a_{1}(\sigma, \mu)=0 \tag{3.9}
\end{equation*}
$$

We conclude that a Regge pole occurs if (3.9) is satisfied. Furthermore, this must be true for all $\lambda$ in the right half-plane as a consequence of analytic continuation. More precisely, let us introduce the function $Y(\lambda, k)$, which at zero energy is given by ${ }^{5}$

$$
\begin{equation*}
Y(\lambda, 0)=2^{2 \mu} \frac{\Gamma(1+\mu)}{\Gamma(1-\mu)}\left(\frac{a_{1}(\sigma, \mu)}{a_{2}(\sigma, \mu)}\right) \tag{3.10}
\end{equation*}
$$

Thus, (3.7)-(3.10) give

$$
\begin{align*}
Y(\lambda, 0)= & -2^{2 \mu} r_{0}^{-\mu}\left(\frac{\Gamma(1+\mu)}{\Gamma(1-\mu)}\right)^{2} \\
& \times\left(\frac{\Gamma\left(\frac{1}{2}(1+\sigma+\delta-\mu)\right) \Gamma\left(\frac{1}{2}(1+\sigma-\delta-\mu)\right)}{\Gamma\left(\frac{1}{2}(1+\sigma+\delta+\mu)\right) \Gamma\left(\frac{1}{2}(1+\sigma-\delta+\mu)\right)}\right) . \tag{3.11}
\end{align*}
$$

The Regge poles in the right half-plane may be found by setting $Y(\lambda, 0)=0$ with $\operatorname{Re} \lambda>0$. Thus, they are given by the solutions of the equations

$$
\begin{equation*}
1+\sigma+\mu \pm \delta=-2 n, \quad n=0,1,2 \cdots, \quad \operatorname{Re} \lambda>0 \tag{3.12}
\end{equation*}
$$

Equation (3.11) also has double zeroes at $\mu=1,2 \cdots$. However, these are not locations of zero energy Regge poles. In this case the continuation of the hypergeometric series in (3.4) contains logarithmic terms and is no longer given by (3.6). Reference to the appropriate continuation formulas ${ }^{6}$ shows that the points $\mu=1,2 \ldots$ are locations of zero energy Regge poles only when (3.12) is also satisfied at these points. Thus, (3.12) gives all the Regge poles at zero energy.

## 4. DISTRIBUTION AND PROPERTIES OF THE REGGE POLES

We now study Eq. (3.12) in some detail. We limit our discussion to the solutions of (3.12) in $\operatorname{Re} \lambda \geqslant 0$ with $\lambda$ in the first sheet. In what follows we assume that $V_{0}, V_{1}$, $V_{2}$ are real numbers. Consequently, we may take $\delta, \sigma$, $\mu$ to be nonnegative real numbers.

Equation (3.12) may be rewritten in the form

$$
\begin{equation*}
\left(\lambda^{2}-V_{0}\right)^{1 / 2}+\left(\lambda^{2}-V_{2}\right)^{1 / 2}=N, \quad \operatorname{Re} \lambda \geqslant 0, \tag{4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
N=(\alpha / 2)(\delta-2 n-1), \quad n=0,1,2 \cdots . \tag{4.2}
\end{equation*}
$$

Clearly, (4.1) has at least one solution provided that

$$
\begin{equation*}
\operatorname{Re} N>0 . \tag{4.3}
\end{equation*}
$$

That is, using (3.5),

$$
\begin{equation*}
V_{1}-V_{0}-V_{2}>\alpha^{2} n(n+1), \quad n=0,1,2 \cdots . \tag{4.4}
\end{equation*}
$$

Since $\alpha>0$, it follows that there are no Regge poles with $\operatorname{Re} \lambda \geqslant 0$ in the first sheet of $\lambda$ unless $V_{1}>V_{0}+V_{2}$.

The solution of (4.1) is found to be
$\lambda_{n}=\frac{1}{2 N}\left[N^{2}+\left(V_{0}^{1 / 2}+V_{2}^{1 / 2}\right)^{2}\right]^{1 / 2}\left[N^{2}+\left(V_{0}^{1 / 2}-V_{2}^{1 / 2}\right)^{2}\right]^{1 / 2}$.

It follows from (4.2)-(4.3) that there can be at most a finite number of poles $\lambda_{n}$ for arbitrary $V_{0}, V_{1}, V_{2}$, and $\alpha$. Indeed, the number of poles is given by the closest integer less than $\frac{1}{2}(\delta-1)$.

From (4.5) we see that $\lambda_{n}$ may be either real or pure imaginary. If $V_{0}$ and $V_{2}$ are positive or have opposite signs, $\lambda_{n}$ is always real. The possibility that $\lambda_{n}$ be pure imaginary can only arise if both $V_{0}, V_{2}$ are negative and $N$ satisfies the inequality

$$
\begin{equation*}
\left|V_{0}\right|^{1 / 2}-\left|V_{2}\right|^{1 / 2}<N<\left|V_{0}\right|^{1 / 2}+\left|V_{2}\right|^{1 / 2} . \tag{4.6}
\end{equation*}
$$

When $V_{0}>0$ and $V_{2}>0$, we find from (4.5) that $\lambda_{n}$ is real and to the right of $V_{0}^{1 / 2}$ or $V_{2}^{1 / 2}$, whichever is greater. Indeed, $\lambda_{n}(N)$ has a local minimum at

$$
\begin{equation*}
N=N^{*}=\left(\left|V_{0}-V_{2}\right|\right)^{1 / 2}, \tag{4.7}
\end{equation*}
$$

at which

$$
\lambda_{n}\left(N^{*}\right)= \begin{cases}V_{0}^{1 / 2}, & V_{0}>V_{2},  \tag{4.8}\\ V_{2}^{1 / 2}, & V_{2}>V_{0} .\end{cases}
$$

That is, if for some nonnegative integer $n=n^{*}$ equation (4.7) happens to be satisfied, then $\lambda_{n^{*}}\left(N^{*}\right)$ corresponds to the leftmost Regge pole and is given by (4.8). For any other allowed value of $n$ (such that $N>0$ ) $\lambda_{n}$ will be to the right of $\lambda_{n^{*}}\left(N^{*}\right)$. In particular, we see from (4.8) that there are no zero energy Regge poles in the segment $V_{0}^{1 / 2}<\lambda<V_{2}^{1 / 2}$.

Similarly, when $V_{0}>0$ and $V_{2}<0$ we find from (4.5) that $\lambda_{n}$ is real and to the right of $V_{0}^{1 / 2}$, except when $N=\left(V_{0}+\left|V_{2}\right|\right)^{1 / 2}$ in which case $\lambda_{n}$ is precisely at the branch point $V_{0}^{1 / 2}$. When $V_{0}<0$ and $V_{2}>0, \lambda_{n}$ is likewise real and to the right of $V_{2}^{1 / 2}$ except when $N=\left(V_{2}\right.$ $\left.+\left|V_{0}\right|\right)^{1 / 2}$, in which case $\lambda_{n}=V_{2}^{1 / 2}$.

When $V_{0}<0$ and $V_{2}<0$, the Regge poles $\lambda_{n}$ may be either real or pure imaginary. If $N$ is not in the range specified by (4.6), the poles $\lambda_{n}$ are real and located on the positive real axis $\operatorname{Re} \lambda>0$. If $N$ satisfies (4.6), $\lambda_{n}$ becomes pure imaginary. If $\left|V_{0}\right|>\left|V_{2}\right|$, the poles are located in $-i\left|V_{2}\right|^{1 / 2}<\lambda_{n}<i\left|V_{2}\right|^{1 / 2}$, that is, on the cut. We note that there are no poles in the segments $i\left|V_{2}\right|^{1 / 2}< \pm \lambda_{n}<i\left|V_{0}\right|^{1 / 2}$ or elsewhere on the imaginary axis. If $\left|V_{2}\right|>\left|V_{0}\right|$ the Regge poles are located in $-i\left|V_{0}\right|^{1 / 2}<\lambda_{n}<i\left|V_{0}\right|^{1 / 2}$ which comprises the whole cut.

The above discussion exhausts all the possibilities for the existence of zero energy Regge poles with Re $\lambda>0$ and $\lambda$ on the first sheet. We have found only a finite
number of such poles. We note, however, that an infinite number of poles with Re $\lambda>0$ do exist in the second sheet, where $\operatorname{Re} \sigma<0$ and $\operatorname{Re} \mu<0$. Indeed, in this case equation (3.12) reads

$$
\begin{equation*}
1-\sigma-\mu \pm \delta=-2 n, \quad n=0,1,2 \cdots, \tag{4.9}
\end{equation*}
$$

which evidently has an infinite number of solutions with $\operatorname{Re} \lambda>0$.

## 5. SUMMARY

We have derived an expression in closed form for the Regge poles at zero energy for the potential defined in (1.1) and studied in detail their properties and distribution in the $\lambda$ plane, which is cut from $-V_{0}^{1 / 2}$ to $V_{0}^{1 / 2}$. Our results agree with those predicted in a previous paper. ${ }^{1}$ Briefly, we have found that:
(1) There is a finite number of zero energy Regge poles with $\operatorname{Re} \lambda \geqslant 0$ in the first sheet of $\lambda$. There are no poles on the cut. If $V_{0}$ and $V_{2}$ are both positive or have opposite signs, the poles are real and to the right
of $V_{0}^{1 / 2}$ or $V_{2}^{1 / 2}$, whichever is greater. If $V_{0}$ and $V_{2}$ are both negative the poles may be either real and located in Re $\lambda>0$ or pure imaginary and within the cut. The total number of poles is given by the nearest integer less than $\frac{1}{2}(\delta-1)$, where $\delta$ is defined in (3.5).
(2) There is an infinite number of zero energy Regge poles with $\operatorname{Re} \lambda>0$ in the second sheet of $\lambda$.
${ }^{1}$ R. O. Mastalir, J. Math. Phys. 16, 743 (1974), preceding paper. Hereafter referred to as I.
${ }^{2}$ C. Eckart, Phys. Rev. 35, 1303 (1930).
${ }^{3}$ H. Cheng, Nuovo Cimento 44, 487 (1966).
${ }^{4}$ B. P. Desai and R. G. Newton, Phys. Rev. 130, 2109 (1963). ${ }^{5}$ R. O. Mastalir, J. Math. Phys. 16, 752 (1974), following paper, III in this series.
${ }^{6}$ Higher Transcendental Functions, edited by A. Erdelyi (McGraw-Hill, New York, 1953), Vol. 1, Chap. 2.

# Theory of Regge poles for $1 / r^{2}$ potentials. III. An exact solution of Schrödinger's equation for arbitrary / and $E$ 
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We give the exact solution of the radial Schrödinger equation and derive the $S$ matrix for arbitrary energy and angular momentum for a particular $1 / r^{2}$ potential with the behavior $r^{2} V(r)=-V_{0}$ at $r=0$ and $r^{2} V(r)=-V_{2}$ at $r=\infty$. We obtain an expression for the Regge poles and study their properties and distribution at low energy. The present results are in agreement with those obtained in a previous paper in this series.

## 1. INTRODUCTION

In previous papers ${ }^{1}$ (referred to as Papers I and II) we studied in detail the general theory of Regge poles for $1 / r^{2}$ potentials with the behavior $r^{2} \quad V(r)=-V_{0}$ at $r=0$ and $r^{2} V(r)=-V_{2}$ at $r=\infty$ and we discussed the exact solution and the Regge pole structure at zero energy for a particular $1 / r^{2}$ potential with the above characteristics. In the present paper we give the exact solution of the radial Schrödinger equation for arbitrary energy and angular momentum for the potential

$$
\begin{equation*}
V(r)=-\frac{1}{r^{2}}\left(\frac{r_{0}^{2} V_{0}+r_{0} V_{1} r^{2}+V_{2} r^{4}}{\left(r^{2}+r_{0}\right)^{2}}\right), \tag{1.1}
\end{equation*}
$$

where $r_{0}$ is positive and $V_{0}, V_{1}, V_{2}$ are arbitrary constants.

We give the solution of the Schrödinger equation in terms of a set of new functions which are generalizations of the spheroidal wave functions. ${ }^{2}$ We give the theory of these functions elsewhere ${ }^{3}$ and only state results here.

In Sec. 2 we obtain the exact $S$ matrix and discuss its analytic properties. In Sec. 3 we study the properties and distribution of the Regge poles at low energy. In each case the results obtained agree with the general results predicted in I.

Lastly, in Appendix B we consider the problem of deriving the $S$ matrix for a potential which is a superposition of (1.1) and an arbitrary Yukawa potential of finite mass $m_{0}$ 。

## 2. DERIVATION OF THE S MATRIX

We wish to solve the radial Schrödinger equation
$\frac{d^{2} y}{d r^{2}}+\left[k^{2}-\frac{\lambda^{2}-\frac{1}{4}}{r^{2}}-V(r)\right] y=0$,
where $k^{2}=E$ is the energy and $\lambda=l+\frac{1}{2}$ with $l$ the angular momentum and $V(r)$ is given by (1.1).

Setting

$$
\begin{equation*}
p=\left(\lambda^{2}-V_{0}\right)^{1 / 2}, \quad q=\left(\lambda^{2}-V_{2}\right)^{1 / 2}, \quad \rho=\left(1+V_{1}-V_{0}-V_{2}\right)^{1 / 2}, \tag{2.2}
\end{equation*}
$$

we find that (2.1) may be rewritten in the form

$$
\begin{equation*}
\frac{d^{2} y}{d r^{2}}+\left(k^{2}-\frac{\left(1-p^{2}-\rho^{2}+q^{2}\right)}{\left(r^{2}+r_{0}\right)}+\frac{\left(1-\rho^{2}\right) r^{2}}{\left(r^{2}+r_{0}\right)^{2}}-\frac{p^{2}-\frac{1}{4}}{r^{2}}\right) y=0, \tag{2,3}
\end{equation*}
$$

which is identical to the equation of Generalized Spheroidal functions (of the second type). ${ }^{3}$

A solution of ( 2,3 ) satisfying the boundary condition

$$
\begin{equation*}
y(r) \approx r^{1 / 2+p}, \quad r \rightarrow 0, \tag{2.4}
\end{equation*}
$$

is given by the function ${ }^{3}$

$$
\begin{align*}
& P s_{\nu}^{(3)}(r)=r^{1 / 2+p}\left(r^{2}+r_{0}\right)^{(1+\rho) / 2} \\
& \times \sum_{m=-\infty}^{+\infty} D s_{m}{ }^{\nu} P s_{\nu, m}^{(3)}(r), \tag{2.5}
\end{align*}
$$

where

$$
\begin{align*}
& P s_{\nu, m}^{(3)}(\gamma)=(-1)^{-m-\nu-(p+\rho) / 2-1} \frac{\left(\nu+1+\frac{1}{2}(p-\rho)\right)_{m}}{\left(\nu+1-\frac{1}{2}(p-\rho)\right)_{m}} \\
& \quad \times{ }_{2} F_{1}\left(A+1-C, B+1-C ; 2-C ;-\left(r^{2} / \gamma_{0}\right)\right), \tag{2.6}
\end{align*}
$$

and
$A=m+\nu+1-\frac{1}{2}(p-\rho), \quad B=-m-\nu-\frac{1}{2}(p-\rho), \quad C=1-p$.

Here ${ }_{2} F_{1}(a, b ; c ; z)$ is the hypergeometric function and $(z)_{m}$ is the Pochhammer symbol:

$$
\begin{equation*}
(z)_{m}=\frac{\Gamma(z+m)}{\Gamma(z)}, \quad(z)_{0}=1 . \tag{2.8}
\end{equation*}
$$

The coefficients $D s_{m}^{\nu}$ in (2.5) satisfy the three term recurrence relation ${ }^{3}$

$$
\begin{equation*}
\eta K s_{m}^{\nu} D s_{m-1}^{\nu}+L s_{m}^{\nu} D s_{m}^{\nu}+\eta M s_{m}^{\nu} D s_{m+1}^{\nu}=0, \quad m=0, \pm 1, \pm 2 \cdots, \tag{2.9}
\end{equation*}
$$

where
$K s_{m}^{\nu}=-\frac{\left(m+\nu-\frac{1}{2}(p-\rho)\right)\left(m+\nu+\frac{1}{2}(p+\rho)\right)}{(2 m+2 \nu)(2 m+2 \nu-1)}$,
$L s_{m}^{\nu}=-\lambda s_{\nu}+\frac{1}{2} \eta-\frac{1}{8} \eta\left(\frac{\left(p^{2}-\rho^{2}\right)}{(m+\nu)(m+\nu+1)}\right)$
$+\left(m+\nu+1+\frac{1}{2}(p+\rho)\right)\left(m+\nu-\frac{1}{2}(p+\rho)\right)$,
$M s_{m}^{\nu}=-\frac{\left(m+\nu+1-\frac{1}{2}(p+\rho)\right)\left(m+\nu+1+\frac{1}{2}(p-\rho)\right)}{(2 m+2 \nu+2)(2 m+2 \nu+3)}$.
and we have introduced the parameters

$$
\begin{equation*}
\eta=\left(r_{0} k^{2}\right) / 4, \tag{2.11}
\end{equation*}
$$

and
$\lambda s_{\nu}=\left[\frac{1}{2}(q-1)-\frac{1}{2}(p+\rho)\right]\left[\frac{1}{2}(q-1)+\frac{1}{2}(p+\rho)+1\right]$.

In the above expressions the parameter $u$ is the Floquet parameter associated with Eq. (2.3). It is a complicated transcendental function of $\lambda, k, r_{0}, V_{0}, V_{1}$, and $V_{2}$. It is an even analytic function of $k$ and a meromorphic function of $\lambda$ in the $\lambda$ plane cut from $-V_{0}^{1 / 2}$ to $V_{0}^{1 / 2}$. In general, $\nu$ may be obtained as the result of a consistency condition in the process of solving the recurrence relation (2.9). In practice one can derive an expansion for $\lambda s_{\nu}$ in powers of $\eta$ which serves as an implicit definition of $\nu$, together with the initial condition at zero energy (see Appendix 1) ${ }^{4}$

$$
\begin{equation*}
\nu(k=0)=\frac{1}{2}(q-1) . \tag{2.13}
\end{equation*}
$$

It can be shown that $\lambda s_{\nu}$ and $D_{S_{m}^{\nu}}$ satisfy the following identities ${ }^{3}$ 。

$$
\begin{align*}
\lambda s_{\nu}(k)=\lambda s_{-\nu-1}(k) & =\lambda s_{\nu}(k \exp (-i \pi)),  \tag{2.14}\\
D s_{m}^{\nu}(k)=D s_{-m}{ }^{\nu-1}(k) & =D S_{S_{m}^{\nu}}(k \exp (-i \pi)), \quad m=0, \pm 1, \cdots . \tag{2.15}
\end{align*}
$$

Proofs of the convergence of (2.5) and (2.9) as well as (2.16) below and a more detailed description of the computational aspects relevant to the present problem can be found in Ref. 3. We note that the above treatment is not adequate when $\nu$ is integral or half-integral. These are exceptional cases which require a slightly modified treatment [briefly, the functions $P_{S^{\nu}}(r)$ and $\Psi s^{\nu}(r)$ include logarithmic terms in these cases]. A short list of relevant results is given in Appendix A.

A pair of solutions of ( 2.3 ) with the behavior $\exp ( \pm i k r)$ at infinity is given by ${ }^{3}$

$$
\begin{align*}
& \Psi s_{\nu}{ }^{(j)}(r)=r^{1 / 2+p}\left(r^{2}+r_{0}\right)^{(1+\rho) / 2} \\
& \times \sum_{m=-\infty}^{+\infty} D s_{m}^{\nu} \psi s_{\nu, m}^{(j)}(r), j=3,4, \tag{2.16}
\end{align*}
$$

where

$$
\begin{align*}
& \psi s_{\nu, m}^{(3)}(r)=-i \pi\left(\frac{1}{2} k\right)^{-2 \nu-1} \exp [-i \pi(m+2 \nu+1)] \\
& \quad \times r^{-1-p-\rho} H_{2 m+2 \nu+1}^{(2)}(k r),  \tag{2.17}\\
& \psi s_{\nu, m}^{(4)}(r)=i \pi\left(\frac{1}{2} k\right)^{-2 \nu-1} \exp [i \pi(m+2 \nu+1)] \\
& \quad \times r^{-1-p-p} H_{2 m+2 \nu+1}^{(1)}(k r) .
\end{align*}
$$

The coefficients $D_{S_{m}^{\nu}}^{\nu}$ and the Floquet parameter $\nu$ in (2.16) are identical to the ones appearing in (2.5). Here $H_{2 m+2 \nu+1}^{(1),(k r)}$ are the Hankel functions of the first and second kind.

At $r=\infty$ the following results hold ${ }^{3}$ :

$$
\begin{align*}
& \Psi s_{\nu}^{(3)}(r) \sim \pi^{1 / 2} \exp [\mp i \pi(\nu+3 / 4)]\left(\frac{1}{2} k\right)^{-2 \nu-3 / 2} \exp (\mp i k r) \\
& \quad \times\left(\sum_{m=-\infty}^{+\infty} D s_{m}^{\nu}\right)\left[1+O\left(\frac{1}{|k r|}\right)\right],|k r| \rightarrow \infty, \tag{2.19}
\end{align*}
$$

where

$$
\begin{array}{ll}
-3 \pi / 2<\arg (k r)<3 \pi / 2 & \text { for } \Psi s_{\nu}^{(3)}(r), \\
-3 \pi / 2<\arg (-k r)<3 \pi / 2 & \text { for } \Psi s_{\nu}^{(4)}(r) . \tag{2.20}
\end{array}
$$

In order to find the $S$ matrix we must obtain connection formulas between the function $P_{\nu}^{(3)}(r)$ and the functions $\Psi s_{\nu}^{(3)}(r)$ and $\Psi s_{\nu}^{(4)}(r)$. These are derived in Ref. 3.

As $r \rightarrow \infty$, we may write
$P_{s_{\nu}^{(3)}}(r) \approx f_{+} \exp (i k r)-f_{-} \exp (-i k r), r \rightarrow \infty$,
from which the $S$ matrix is obtained as $S=\left(f_{+} / f_{-}\right)$ $\exp (i \pi l)$. The final result is ${ }^{3}$
$S=\exp i \pi(\lambda-2 \nu)\left(\frac{Y_{\nu}(k)+k^{4 \nu+2} \exp [i \pi(2 \nu+1)]}{Y_{\nu}(k)+k^{4 \nu+2} \exp [-i \pi(2 \nu+1)]}\right)$,
where
$Y_{\nu}(k)=-\left(4 / r_{0}\right)^{2 \nu+1}\left(\frac{\Gamma(2 \nu+1)}{\Gamma(-2 \nu-1)}\right)^{2} R s_{\nu}(k)$

$$
\begin{equation*}
\times\left(\frac{\Gamma\left(-\nu+\frac{1}{2}(p-\rho)\right) \Gamma\left(-\nu+\frac{1}{2}(p+\rho)\right)}{\Gamma\left(\nu+1+\frac{1}{2}(p-\rho)\right) \Gamma\left(\nu+1+\frac{1}{2}(p+\rho)\right)}\right) \tag{2.23}
\end{equation*}
$$

and

$$
\begin{equation*}
R s_{\nu}(k)=\frac{R s_{\nu}^{(1)} R s_{\nu}^{(2)}}{R s_{-\nu-1}^{(1)} R s_{-\nu-1}^{(2)}} \tag{2,24}
\end{equation*}
$$

with

$$
\begin{gather*}
R s_{\nu}^{(1)}=\sum_{m=0}^{\infty} D s_{m}^{\nu}(-1)^{m} \frac{(2 \nu+1)_{m}}{m!},  \tag{2.25}\\
R s_{\nu}^{(2)}=\sum_{m=0}^{\infty} D s_{m}^{\nu}(-1)^{m} \frac{(2 \nu+1)_{m}}{m!} \\
\times\left(\frac{\left(\nu+1-\frac{1}{2}(p+\rho)\right)_{m}\left(\nu+1+\frac{1}{2}(p-\rho)\right)_{m}}{\left(\nu+1-\frac{1}{2}(p-\rho)\right)_{m}\left(\nu+1+\frac{1}{2}(p+\rho)\right)_{m}}\right) . \tag{2.26}
\end{gather*}
$$

Since $\nu$ is an even analytic function of $k$, we find, using (2.14), $(2.15)$, that

$$
\begin{equation*}
Y_{\nu}(k)=Y_{\nu}(k \exp (-i \pi))=\left[Y_{\nu-1}(k)\right]^{-1} . \tag{2.27}
\end{equation*}
$$

We see that $Y_{\nu}(k)$ is likewise an even analytic function of $k$ with no singularity at $k=0$ and a meromorphic function of $\lambda$ in the $\lambda$ plane cut from $-V_{0}^{1 / 2}$ to $V_{0}^{1 / 2}$. Evidently, $Y_{\nu}(k)$ is regular at $\lambda= \pm V_{2}^{1 / 2}$.

From (2.22) and (2.27) we find

$$
\begin{equation*}
S_{\nu}(k)=S_{\nu-1}(k), \tag{2.28}
\end{equation*}
$$

$S_{\nu}(k \exp (-i \pi))=\exp (2 i \pi l)\left[S_{\nu}(k)-2 \cos (2 \pi \nu) \exp (i \pi \lambda)\right]^{-1}$.

Thus, the $S$ matrix is regular at $\lambda= \pm V_{2}{ }^{1 / 2}$. The circuital relation for $S$ about the branch point at $k=0$ follows immediately from (2.29).

## 3. REGGE POLES AT LOW ENERGY

Due to the complicated nature of the results (2.22)(2.26), we restrict our discussion of the Regge poles of (1.1) to the low energy limit. In what follows we restrict $\lambda$ to the right-hand plane of the first sheet.

The Regge poles $\lambda_{n}(E)$ are given by the solutions of

$$
\begin{equation*}
Y_{\nu}(E)+E^{2 \nu+1} \exp [-i \pi(2 \nu+1)]=0 . \tag{3.1}
\end{equation*}
$$

Using (2.13) and (A6), we find that in the low energy limit (3.1) reduces to

$$
\begin{align*}
Y_{q}(0) & {\left[1+\frac{1}{2} r_{0} E\left(\frac{q\left(p^{2}-\rho^{2}\right)}{\left(q^{2}-1\right)^{2}}\right)+O\left(r_{0}^{2} E^{2}\right)\right]+E^{a} \exp (-i \pi q) } \\
& +O\left(E^{2} \ln E\right), \quad E \rightarrow 0, \tag{3,2}
\end{align*}
$$

where $Y_{q}(0)$ is just (2.23) with $E=0$. We see that the Regge poles at zero energy $\lambda_{n}(0)$ are given by
$\left.\boldsymbol{a}_{n}{ }^{2}(0)-V_{2}\right)^{1 / 2}+\left(\lambda_{n}{ }^{2}(0)-V_{0}\right)^{1 / 2}=N(0), \quad \operatorname{Re} \lambda_{n}(0)>0, \quad(3.3)$ where

$$
\begin{equation*}
N(0)=\rho-2 n-1, \quad n=0,1,2 \cdots, \tag{3.4}
\end{equation*}
$$

and $\rho$ is given by (2.2). The solutions of (3.3) were studied in detail in $I I$.

When $q<1$ we find from (3.2) that the Regge poles $\lambda_{n}(E)$ in the right-hand plane are given by, to the leading order in $E$
$\left(\lambda_{n}{ }^{2}(E)-V_{2}\right)^{1 / 2}+\left(\lambda_{n}^{2}(E)-V_{0}\right)^{1 / 2}=N(E), \quad \operatorname{Re} \lambda_{n}(E)>0$,
where
$N(E)=N(0)-M \sin [\pi q(0)]\left(r_{0} E / 4\right)^{a(0)} \exp [-i \pi q(0)]$,
with
$M=(2 / \pi) \frac{\Gamma(\rho-n)}{n!}\left(\frac{\Gamma(-q(0))}{\Gamma(q(0))}\right)^{2} \frac{\Gamma(1+n+q(0))}{\Gamma(1+n+p(0))}$,
and
$\left.q(0)=Q_{n}{ }^{2}(0)-V_{2}\right)^{1 / 2}=\left[N^{2}(0)+V_{0}-V_{2}\right] / 2 N(0)$,
$p(0)=\hat{a}_{n}{ }^{2}(0)-V_{0} y^{\prime / 2}=\left[N^{2}(0)+V_{2}-V_{0}\right] / 2 N(0)$ 。
The solution of $(3,5)$ is given by

$$
\begin{align*}
\lambda_{n}(E)= & \frac{1}{2 N(E)}\left[N^{2}(E)+\left(V_{0}^{1 / 2}+V_{2}^{1 / 2}\right)^{2}\right]^{1 / 2} \\
& \times\left[N^{2}(E)+\left(V_{0}^{1 / 2}-V_{2}^{1 / 2}\right)^{2}\right]^{1 / 2}, \tag{3,10}
\end{align*}
$$

which is the desired expression for the Regge poles of (1.1) valid for $E \sim 0$ and $q(0)<1$. An expression equivalent to (3.10) and more useful for some purposes is

$$
\begin{align*}
\lambda_{n}(E) \approx & \approx \lambda_{n}(0)-\left(\frac{q(0) p(0)}{N(0) \lambda_{n}(0)}\right) M \sin [\pi q(0)]\left(r_{0} E / 4\right)^{q(0)} \\
& \times \exp [-i \pi q(0)] \tag{3.11}
\end{align*}
$$

Since we are taking Re $\lambda>0$, it follows that $\operatorname{Re} q, \operatorname{Re} p$, and $N(0)$ are also positive. Consequently, we see from (3.7) that $M>0$. Since $q(0)<1$, (3.11) implies that
(1) If $E<0$, then $\lambda_{n}(E)$ is real and $\lambda_{n}(E)<\lambda_{n}(0)$.
(2) If $E>0$, then $\lambda_{n}(E)$ has a positive imaginary part. When $0<q(0)<\frac{1}{2}, \operatorname{Re} \lambda_{n}(E) \leqslant \lambda_{n}(0)$, while if $\frac{1}{2}<q(0)$ $<1, \operatorname{Re} \lambda_{n}(E)>\lambda_{n}(0)$. These results agree with those predicted in I.
A similar calculation may be performed in the case $q(0)>1$. For example, if $E<0$, we find
$\lambda_{n}(E) \approx \lambda_{n}(0)-\frac{1}{2 \lambda_{n}(0)}\left(r_{0}|E| / 4\right)\left(\frac{\left.q(0) \varphi^{2}-p^{2}(0)\right)}{\left(q^{2}(0)-1\right)}\right)$.
Again, $\lambda_{n}(E)<\lambda_{n}(0)$, as expected.
We note that Eq. (3.10) implies that $\lambda_{n}(E)$ may have branch points at values of $E$ such that $N(E)=\left|V_{0}\right|^{1 / 2}$ $\pm\left|V_{2}\right|^{1 / 2}$, at which $\lambda_{n}(E)=0$. The values of $E$ at which these branch points are located are given approximately, by,

$$
\begin{equation*}
\left(r_{0}|E| / 4\right)^{q(0)}=\frac{\left[N(0)-\left(\left|V_{0}\right|^{1 / 2} \pm\left|V_{2}\right|^{1 / 2}\right)\right]}{M \sin [\pi q(0)]}, \tag{3.13}
\end{equation*}
$$

with $\arg E=\exp (i \pi)$. That is, to this approximation $E$ is real and negative. If the right-hand side of (3.13) is sufficiently small these values of $E$ will correspond to the approximate locations of actual branch points of $\lambda_{n}$ (E).

## When $\nu \rightarrow-\frac{1}{2}$ we find that

$$
\begin{array}{ll}
\lim R s_{\nu}(k)=1, & \nu \rightarrow-\frac{1}{2}, \\
\lim Y_{\nu}(k)=-1, & \nu \rightarrow-\frac{1}{2}, \tag{3.14b}
\end{array}
$$

for all $k$. In particular, when $E \sim 0$, we see that (3.10) is not valid when $q(0) \sim 0$. This case was examined in detail in I. One finds directly from (3.1) that $\lambda_{n}(E)$ is given by
$\operatorname{Re}\left(\lambda_{n}{ }^{2}(E)-V_{2}\right)^{1 / 2} \approx \frac{2 n \pi(\pi-\gamma)}{|\ln | E| |^{2}}-\frac{2 n^{2} \pi^{2} Y_{00}^{2}}{|\ln | E| |^{3}}$,
$\operatorname{Im}\left(\lambda_{n}^{2}(E)-V_{2}\right)^{1 / 2} \approx \frac{2 n \pi}{|\ln | E| |}$,
where $n= \pm 1, \pm 2, \cdots, E=|E| \exp (i \gamma)$ with $|E| \sim 0$ and in the present example

$$
\begin{align*}
Y_{00}=\left.\frac{\partial Y_{\nu}(k)}{\partial \nu}\right|_{\substack{k=0 \\
\alpha=0}}=\ln \left(r_{0} / 4\right) & +4 \psi(1)+\psi\left(\frac{1}{2}(1+\bar{p}+\rho)\right) \\
& +\psi\left(\frac{1}{2}(1+\bar{p}-\rho)\right), \tag{3.16}
\end{align*}
$$

where $\psi(z)$ is the logarithmic derivative of the gamma function and $\bar{f}=\left(V_{2}-V_{0}\right)^{1 / 2}$ while $\rho$ is given by (2.2).

Evidently, an infinite number of Regge poles approach the points $\lambda= \pm V_{2}^{1 / 2}$ as $E \rightarrow 0$ along any direction in the complex energy plane.

Lastly, we consider briefly the case when $V_{2}>V_{0}>0$ and $V_{0}{ }^{1 / 2}<\lambda<V_{2}{ }^{1 / 2}$. Here $q$ becomes pure imaginary and (3.2) does not approach a definite limit as $E \rightarrow 0$. Following the discussion given in Sec. 6 of I, we note that in this case $Y_{i q}(0)=\exp [i y(|q|, 0)]$ and therefore the Regge poles in $V_{0}^{1 / 2}<\lambda<V_{2}^{1 / 2}$ are given by
$\left(V_{2}-\lambda_{n}{ }^{2}(E)^{1 / 2} \approx \frac{2 n \pi}{|\ln | E| |}+\frac{2 n \pi Y_{00}}{|\ln | E| |^{2}}+\cdots, \quad n= \pm 1, \pm 2 \cdots\right.$,
with $Y_{00}$ defined in (3.16). Thus, an infinite number of poles approach the point $V_{2}^{1 / 2}$ along the real axis as $E \rightarrow 0^{-}$.

## 4. CONCLUSION

We have obtained the exact solution of the radial Schrödinger equation and the exact $S$ matrix for arbitrary $\lambda$ and $k$ for the potential $V(r)$ defined in (1.1). We find that the $S$ matrix is analytic in the whole $k$ plane with a kinematic branch point at $k=0$ which is characterized by the Floquet parameter $\nu(\lambda, k)$ associated with the Schrödinger equation. Further, $S$ is a meromorphic function of $\lambda$ in the $\lambda$ plane cut from $-V_{0}^{1 / 2}$ to $V_{0}^{1 / 2}$.

We obtained an expression for the Regge poles $\lambda_{n}(E)$ in the right-hand plane and studied their behavior at low energy. We find that our results are in agreement with those predicted in I.

Lastly, we verified that $\lambda_{n}(E)$ has branch points in the $E$ plane and gave an approximate expression for their
possible location at low energy. The branch points are of the square root type and do not appear in the $S$ matrix.

## APPENDIX A

The recurrence relation (2.9) may be solved by using the method of continued fractions. ${ }^{2}$ If $\eta$ is sufficiently small, the coefficients $D_{S_{ \pm m}^{\nu}}^{\nu}(\eta)$ may be obtained in terms of a series of powers of $\eta$. We find the results ${ }^{3}$

$$
\begin{align*}
& D s_{1}^{\nu}(\eta)=-\left(\frac{K s_{1}^{\nu}}{L s_{1}^{\nu}}\right) \eta+O\left(\eta^{3}\right),  \tag{A1}\\
& D s_{-1}^{\nu}(\eta)=-\left(\frac{M s_{-1}^{\nu}}{L s_{-1}^{\nu}}\right) \eta+O\left(\eta^{3}\right), \tag{A2}
\end{align*}
$$

and, in general,

$$
\begin{equation*}
D S_{ \pm m}^{\nu}(\eta) \approx \eta^{m} \tag{A3}
\end{equation*}
$$

The initial condition (2.13) on $\nu$ is found as follows. Setting $\eta=0$ in (2.9), we conclude that we must have $D s_{0}^{\nu}(0)=1$ and $D s_{ \pm m}^{\nu}(0)=0$ for $m \neq 0$ and

$$
\begin{equation*}
\lambda s_{\nu}(\eta)=\left(\nu-\frac{1}{2}(p+\rho)\right)\left(\boldsymbol{u}+1+\frac{1}{2}(p+\rho)\right) . \tag{A4}
\end{equation*}
$$

Using this result and (2.12), we see that (2.13) follows.
In order to obtain the next term in the expansion of $\nu$ in powers of $\eta$ we substitute (A1), (A.2) in (2.9) (with $m=0$ ), thereby obtaining (A4) with the following additional terms on its right-hand side:
$\left(\frac{K s_{0}^{\nu} M s_{-1}^{\nu}}{L s_{-1}^{\nu}}+\frac{M s_{0}^{\nu} K s_{1}^{\nu}}{L s_{1}^{\nu}}\right) \eta^{2}+O\left(\eta^{4}\right)$.
This formula yields $\nu$ to order $\eta^{2}$. The above procedure may be repeated to any desired order in $\eta$.

Using the above results, we readily find the following expansion for the function $R s_{v}(k)$ defined in (2.24)(2.26):

$$
\begin{equation*}
R s_{v}(\eta)=1+(2 \eta)\left(\frac{q\left(p^{2}-\rho^{2}\right)}{\left(q^{2}-1\right)^{2}}\right)+O\left(\eta^{2}\right) \tag{A6}
\end{equation*}
$$

from which it is obvious that at $E=0$ we have $R s_{\nu}(0)$ $=1$.

## APPENDIXB

Here we outline a derivation of the $S$ matrix for a potential $V(r)$ which is a superposition of (1.1) and an arbitrary Yukawa potential $U(r)$ of finite mass $m_{0}$ 。We use the method of variation of parameters with the unperturbed linearly independent solutions $P s_{\nu}{ }^{(3)}(r)$, defined in (2.5) and $P s_{\nu}{ }^{(4)}(r)$, which is given by ${ }^{3}$

$$
\begin{gather*}
P s_{\nu}{ }^{(4)}(r)=r^{1 / 2+p}\left(r^{2}+r_{0}\right)^{(1+\rho) / 2} \\
\times \sum_{m=-\infty}^{+\infty} D s_{m}{ }^{2} P s_{\nu, m}{ }^{(4)}(r), \tag{B1}
\end{gather*}
$$

where

$$
\begin{align*}
P s_{\nu, m}^{(4)}(r)= & (-1)^{-m \nu-1+(p-\rho) / 2} \frac{\left(\nu+1-\frac{1}{2}(p+\rho)\right)_{m}}{\left(\nu+1+\frac{1}{2}(p+\rho)\right)_{m}} \\
& \times\left(-r^{2} / r_{0}\right)^{-\phi}{ }_{2} F_{1}\left(A, B ; C ;-r^{2} / r_{0}\right), \tag{B2}
\end{align*}
$$

with $A, B, C$ given by (2.7). Here ${ }_{2} F_{1}(A, B ; C ; z)$ is the hypergeometric function and the coefficients $D_{S_{m}}{ }^{\nu}$ and the Floquet parameter $\nu$ are the same as in (2.5) and (2.26).

Setting $V(r)=(1,1)+U(r)$, we solve the Schrödinger Eq. (2.1) by the method of variation of parameters and find that the $S$ matrix is given by an expression identical to (2.22) with the function $Y_{\nu}(k)$ replaced by $\vec{Y}_{\nu}(k)$, where

$$
\begin{equation*}
\bar{Y}_{\nu}(k)=Y_{\nu}(k)\left(\frac{T_{\nu}(k)}{T_{\nu-1}(k)}\right), \tag{B3}
\end{equation*}
$$

with $Y_{\nu}(k)$ as defined in (2.23) and $T_{\nu}(k)$ given by

$$
\begin{align*}
T_{\nu}(k)= & \frac{\Gamma(1+p)}{\Gamma(1-p)}\left(W(3,4)-\int_{0}^{\infty} P_{s_{\nu}}{ }^{(4)}\left(r^{\prime}\right) U\left(r^{\prime}\right) \psi\left(r^{\prime}\right) d r^{\prime}\right) \\
+ & \frac{\Gamma\left(\nu+1+\frac{1}{2}(p-\rho)\right) \Gamma\left(\nu+1+\frac{1}{2}(p+\rho)\right)}{\Gamma\left(\nu+1-\frac{1}{2}(p-\rho)\right) \Gamma\left(\nu+1-\frac{1}{2}(p+\rho)\right)} \\
& \times \int_{0}^{\infty} P_{s_{\nu}}{ }^{(3)}\left(r^{\prime}\right) U\left(r^{\prime}\right) \psi\left(r^{\prime}\right) d r^{\prime}, \tag{B4}
\end{align*}
$$

where $W(3,4)$ is the Wronskian of $P s_{\nu}{ }^{(3)}(r)$ and $P s_{\nu}{ }^{(4)}(r)$ which may be easily computed at $r=0$. The functions $\psi\left(r^{\prime}\right)$ in (B4) are given by appropriate iteration series, which are certainly convergent for small enough $k$. The cumbersome nature of the functions we are dealing with precludes a more extensive discussion of the above expressions. However, we are principally interested in a few properties of the $S$ matrix and $\bar{Y}_{\nu}(k)$ which have been used in I, II. Thus, we readily verify from (B4) that the results $(2.27),(2.28)$, and (2.29) hold for $\bar{Y}_{\nu}(k)$ and the $S$ matrix. Similarly, we also verify that the result (3.14b) holds for $\bar{Y}_{v}(k)$.
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#### Abstract

Representations of the unitary group $U(n)$ symmetry adapted to the subggroup sequences $\otimes U\left(n_{j}\right) \downarrow$ are considered using double coset decomposition. The matrix elements of the double coset $U(n)^{\dagger} \otimes U\left({ }_{i n} n\right)^{\star} \otimes U\left(n_{i} n_{j}\right)$ symmetric group [J. J. Sullivan, J. Math. Phys. 14, 387 (1973)].


## I. INTRODUCTION

The relationship between the unitary and symmetric groups implicit in the Shur-Weyl ${ }^{1}$ construction of tensor representations has provided a powerful tool for analyzing the Racah algebra of the unitary group. Aside from the direct relevance these groups have for elementary particle, nuclear, and atomic physics, a complete understanding of their algebras facilitates study of their (continuous or finite) subgroups.

In recent work ${ }^{2}$ (hereafter referred to as I) we have used double coset techniques to establish the orthogonality and completeness relations of the symmetric group as conditions also holding for the recoupling coefficients of the unitary group. The double coset representatives (hereafter DCR) of the decomposition of $S_{1^{N}} \otimes S_{2^{N}} \backslash S_{N} /$ $S_{N_{1}} \otimes S_{N_{2}}$ are in one to one correspondance with double coset symbols

$$
\left[\begin{array}{cc}
N & N_{j} \\
N_{i} N_{i} N_{j}
\end{array}\right] \equiv\left[\begin{array}{ccc}
N & N_{1} & N_{2} \\
{ }_{1} N_{1} N_{1}^{0}-K_{1} N_{2}^{0}+K \\
{ }_{2} N_{2} N_{1}^{0}+K_{2} N_{2}^{0}-K
\end{array}\right]
$$

which indicate the action of the DCR on the set $N_{j}$ is to fix ${ }_{i} N_{j}$ elements within the set ${ }_{i} N$ (which amounts to the transposition of $K$ ordered elements if $\left.{ }_{i} N_{j}^{0} \equiv\right|_{i} N \cap N_{j} \mid$ ). Because of Shur's lemma the double coset matrix elements (DCME) possess certain diagonal features and can be indicated by a symbol

$$
\left[\begin{array}{ll}
\lambda & \lambda_{j} \\
i^{\lambda} & i^{\lambda} \\
\lambda_{j}
\end{array}\right],
$$

where ${ }_{i} \lambda_{j}$ is a partition of ${ }_{i} N_{j}$ identifying an irreducible representation (irrep) of $S_{i N_{j}}$. The DCME is identified as a recoupling coefficient in $U(n)$ by means of the correspondence between outer product coupling in $S_{N}$ and Kronecker product coupling (Clebsch-Gordan reduction) in $U(n)$. The orthogonality, character, and competeness conditions in $S_{N}$ provide nontrivial relations satisfied by the recoupling coefficients of $U(n)$.
The use of projection operators belonging to $S_{N}$ to couple general Nth rank tensor products does not explicitly depend on the dimensionality of the tensors being coupled. Use of projection techniques in I led to further results that implied general structural relations between the coupling coefficients of unitary groups of different dimensions and tensors of different rank.

In this paper we exploit the duality between the rank of a tensor and the dimension of the underlying space to
show the same coefficients introduced in I are the DCME of DCR with double coset symbols

$$
\left[\begin{array}{cc}
n & n_{j} \\
{ }_{i} n_{i} n_{j}
\end{array}\right] \equiv\left[\begin{array}{ccc}
n & n_{1} & n_{2} \\
{ }_{1} n_{1} n_{1}^{0}-K_{1} & n_{2}^{0}+K \\
{ }_{2} n_{2} n_{1}^{0}+K_{2} & n_{2}^{0}-K
\end{array}\right]
$$

for the decomposition $U\left({ }_{1} n\right) \otimes U\left({ }_{2} n\right) \backslash U(n) / U\left(n_{1}\right) \otimes U\left(n_{2}\right)$. The subgroup dimensions specify the generalized branching scheme ${ }^{3}$ for symmetry adapting the $U(n)$ basis states. The double coset development of I considers finite groups. This is extended to the continuous unitary group in Sec. II. It is also shown that the DCME of the permutation subset of DCR are just those matrix elements needed for generating a general matrix element in $U(n)$ by coupling presumably known matrix elements of the subgroups. Section III establishes the identification of these DCME with the coefficients introduced in I. Section IV contrasts the results developed here with those developed in I.

## II. THE DOUBLE COSET REPRESENTATIVE $U(1 n) \otimes U\left({ }_{2} n\right) \backslash U n / U\left(n_{1}\right) \otimes U\left(n_{2}\right)$

For conciseness the initial results of this section are presented in a statement-proof form. Following two preliminary lemmas, it is proved that the DCR is an $n_{1}$ parameter (for purposes of argument it is assumed $n_{2} \geqslant_{2} n \geqslant{ }_{1} n \geqslant n_{1}$ ) unitary matrix that can be put in a form appropriate to $S O(2)^{n_{1}}$. It is then shown one needs to know only the matrix elements of a permutational subset of DCR.

Lemma II: Any square matrix $Y$ formed as the ordered $A A^{+}$that is positive because $A$ can be considered as a vector mapping of a space equipped with a scalar product such that

$$
(\underline{y}, \underline{y}) \equiv(\underline{A x}, \underline{A x}) \geqslant 0 \text { for all } x .
$$

Lemma II: Any square matrix $y$ formed as the ordered product of factor matrices $A_{i}$ (not necessarily square) is equivalent by a similarity transformation to all matrices formed by cyclic permulation of the order of the factor matrices. i.e., $Y \equiv P_{i} A_{i} \sim Y_{\pi} \equiv P_{i} A_{\pi i}, \pi$ a cyclic permutation. If $Y$ and $Y_{\nabla}$ have different dimensions, the equivalence hold for the lower dimension matrix extended to the higher dimension by the requisite array of zeroes. The equivalence holds because $\operatorname{tr}\left(Y^{n}\right)=\operatorname{tr}\left(Y_{n}^{n}\right)$ for $n=$ any integral power, as the trace is invariant under cyclic permutation of the order of factors. Thus the
characteristic equations of the set of matrices $Y_{r}$ are identical and their equivalence follows. ${ }^{4}$

Theorem: Any $n$ dimensional unitary matrix

$$
U \equiv\binom{{ }_{1} A_{1} A_{2}}{{ }_{2} A_{12} A_{2}}
$$

can be brought to the following form:

$$
\left(\begin{array}{ccc}
U_{1} A_{1} U_{1} & U_{1} A_{2} U_{2}  \tag{1}\\
{ }_{2} U_{2} A_{1} U_{1} & { }_{2} U_{2} A_{2} U_{2}
\end{array}\right)=\left(\begin{array}{ccc}
d & 0 & \tau \\
0 & E & 0 \\
-\tau^{*} & 0 & d^{*}
\end{array}\right),
$$

where ${ }_{1} U \in U\left({ }_{1} n\right),{ }_{2} U \in U\left({ }_{2} n\right), U_{1} \in U\left(n_{1}\right), U_{2} \in U\left(n_{2}\right), d$ and $\tau$ are $n_{1}$ dimensional square matrices such that $\left|d_{i}\right|^{2}$ $+\left|\tau_{i}\right|^{2}=1$, and $E$ is the unit matrix of dimension $n-2 n_{1}$. The diagonal elements of $d$ may be considered real and positive while the diagonal elements of $\tau$ may be taken as real or imaginary [i.e., the right-hand side of Eq. (1) has $n_{1}$ independent parameters].

Proof: The unitarity condition requires

$$
\begin{align*}
& { }_{1} A_{11} A_{1}^{+}+{ }_{1} A_{21} A_{2}^{+}=E_{1^{n}},  \tag{2a}\\
& { }_{2} A_{12} A_{1}^{+}+{ }_{2} A_{2} A_{2}^{+}=E_{2^{n}},  \tag{2b}\\
& { }_{1} A_{11}^{+} A_{1}+{ }_{2} A_{12}^{+} A_{1}=E_{n_{1}},  \tag{2c}\\
& { }_{1} A_{21}^{+} A_{2}+{ }_{2} A_{22}^{+} A_{2}=E_{n_{2}},  \tag{2d}\\
& { }_{1} A_{12} A_{1}^{+}+{ }_{1} A_{2} A_{2}^{+}=O_{1^{n} 2^{n}},  \tag{2e}\\
& { }_{1} A_{11}^{+} A_{2}+{ }_{2} A_{12}^{+} A_{2}=O_{n_{1} n_{2}} . \tag{2f}
\end{align*}
$$

By Lemma I there exist unitary transformations ${ }_{1} U,{ }_{2} U$, $U_{1}^{+}$, and $U_{2}^{+}$that diagonalize the left-hand side of ( 2 a ), (2b), (2c), and (2d) respectively. By Lemma II the diagonal form of these equations must be

$$
\begin{align*}
& \left(d^{2}+O_{1^{n-n_{1}}}\right)+\left(\tau^{2}+E_{1^{n-n_{1}}}\right)=E_{2^{n}} \\
& \left(\tau^{2}+O_{2^{n-n_{1}}}\right)+\left(d^{2}+E_{2^{n-n_{1}}}\right)=E_{2^{n}} \\
& d^{2}+\tau^{2}=E_{n_{1}} \\
& \left(\tau^{2}+O_{2^{n-n_{1}}}+E_{1^{n-n_{1}}}\right)+\left(d^{2} \dot{+} E_{2^{n-n_{1}}}+O_{n_{2_{2}-2^{n}}}\right)=E_{n_{2}}
\end{align*}
$$

where we note ${ }_{1} n-n_{1}=n_{2}-{ }_{2} n$.
To satisfy these equations and the trasformed equations of (2e) and (2f), one must take

$$
\left(\begin{array}{cc}
1_{1} U_{1} A_{1} U_{1} & { }_{1} U_{1} A_{2} U_{2} \\
{ }_{2} U_{2} A_{1} U_{1} & { }_{2} U_{2} A_{2} U_{2}^{\prime}
\end{array}\right)=\begin{gathered}
n_{1} n_{2}-{ }_{2} n_{2} n-n_{1} n_{1} \\
n_{1}\{ \\
{ }_{2} n-n_{1}\{ \\
n_{1}\{
\end{gathered}\left(\begin{array}{cccc}
d & 0 & 0 & \tau \\
0 & E & 0 & 0 \\
0 & 0 & E & 0 \\
-\tau^{*} & 0 & 0 & d^{*}
\end{array}\right),
$$

where the dimensions of the blocks are as indicated (all diagonal blocks are square matrices) and $d$ may be considered positive and real.

QED
The above form for the DCR can be displayed in the usual form of exponentiation of the infinitesimal Lie algebra. If $e_{j k}, 1 \leqslant j, k \leqslant n$, are the $n^{2}$ matrix basis elements (one in the $j k$ th position, zeroes elsewhere) we take the basis of the infinitesimal Lie algebra to be the anti-Hermitian matrices
$H_{j} \equiv i e_{j j}, \quad R_{j k} \equiv e_{j k}-e_{k j}, \quad$ and $I_{j k} \equiv i\left(e_{j k}+e_{k j}\right), \quad j<k$.

The basis matrices squared give $x_{j k}^{2}=-E_{(j)(k)}+O_{n-2}$ where $E_{(j)(k)}$ is the two-dimensional unit matrix with one in the $j$ th and $k$ th positions. The one-parameter subgroups are thus

$$
\exp \left(\beta X_{j k}\right)=\left(\cos \beta E_{(j)(k)}+\sin \beta X_{j k}\right) \dot{+} E_{n-2} .
$$

The DCR then can be taken as a product of $n_{1}$ mutually commuting one parameter factors

$$
\begin{equation*}
{ }_{j=1}^{n_{1}} \exp \left(\beta_{j} I_{j, n-n_{1}+j}\right)=\exp \left(\sum_{j=1}^{n_{1}} \beta_{j} I_{j, n-n_{1}+j}\right) . \tag{3}
\end{equation*}
$$

The choice of the $R$ or $I$ matrices and the particular ordering $j, n-n_{1}+j$ is unimportant as long as each element of the set $n_{1}$ is coupled to a distinct element of the set ${ }_{2} n$. For $n_{2} \geqslant 2$ each factor of the DCR is equivalent by a permutation transformation (a transposition) to a similar element contained in $U\left(n_{2}\right)$ whose matrix is presumed known. For $n_{2} \geqslant 2$ one can take $n_{1}$ mutually commuting transpositions as, e.g.,

$$
\begin{aligned}
& \left.\left(j, n-2 n_{j}+j\right) \exp \left(\beta_{j} I_{j, n-n_{1}+j}\right)\left(j, n-2 n_{1}+j\right)+j\right) \\
& \quad=\exp \left(\beta_{j} I_{n-2 n_{1}+j, n-n_{1}+j}\right) .
\end{aligned}
$$

Thus the fundamental coupling matrices that must be determined for a given irrep of $U(n)$ are those corresponding to the symmetric group DCR in the decomposition $S_{1^{n}} \otimes S_{2^{n}} \backslash S_{n} / S_{n_{1}} \otimes S_{n_{2}}$. Because elements belonging to the group $U\left({ }_{2} n-n_{1}\right) \otimes U\left({ }_{1} n-n_{1}\right) \otimes U(1)^{n_{1}}$ commute with all the DCR, the number of independent group parameters is

$$
{ }_{1} n^{2}+{ }_{2} n^{2}+n_{1}^{2}+n_{2}^{2}+n_{1}-\left({ }_{2} n-n_{1}\right)^{2}-\left({ }_{1} n-n_{1}\right)^{2}-n_{1}=n^{2}
$$

as it should be.
The development indicated here is essentailly a generalized Euler angle parametrization of the group. Just as the D.C. decomposition of $S_{N}$ reduces to Yamanouchi's result ${ }^{5}$ for ${ }_{1} N=1=N_{1}$, the procedure given here reduces to Wigner's development of $S U(2)^{6}$ and Holland' $s^{7}$ development of $S U(3)$ where in both cases $n_{1}=1$ $={ }_{1} n$. For convenience the $S U(2)$ development is given in the Appendix, and the reader is referred to Holland's paper for the $U(1) \otimes S U(2) \backslash S U(3) / U(1) \otimes S U(2)$ decomposition. To aid in identifying the permutation elements, we note for $U(n) \supset S_{n}$ under the imbedding $\{1\} \downarrow=(n)$ $+(n-1,1)$ a transpose can be expressed as (jk) $=\exp \left[-\pi / 2\left(H_{j}+H_{k}\right)\right] \exp (\pi / 2) I_{j k}$.

## III. TENSOR COUPLING IN THE UNITARY GROUP

In this section we show the matrix elements of the DCR for $S_{1^{n}} \otimes S_{2^{n}} \backslash S_{n} / S_{n_{1}} \otimes S_{n_{2}}$ in an Nth rank tensor irrep of $U(n)$ are identical to the matrix elements of the corresponding DCR for $S_{1^{N}} \otimes S_{2^{N}} \backslash S_{N} / S_{N_{1}} \otimes S_{N_{2}}$. The argument utilizes projection operators in $S_{N}$ and the generalized branching relations for $U(n) / U\left(n_{1}\right) \otimes U\left(n_{2}\right)$ and is a particular application of Eqs. (4.8), (4.9), (4.10) of I for the case $n_{j} \cap n_{k}=\delta_{j k} n_{j}$ 。 As those relations are rather involved, we will give a complete development here. An $N$ th rank tensor of $U(n)$ can be projected from the pro-
duct of an $N_{1}$ th rank tensor of $U\left(n_{1}\right)$ and an $N_{2}$ th rank tensor of $U\left(n_{2}\right)$ where

$$
\begin{aligned}
& N_{1}+N_{2}=N, \\
& n_{1}+n_{2}=n \text { by } \\
&\left\langle\begin{array}{ccc}
\begin{array}{ll}
m & \tau
\end{array} \\
\tau_{1} & \tau_{2} \\
M_{1} & M_{2}
\end{array}\right\rangle= \frac{\left(\tau \mid m_{;} \tau_{1} m_{1}, \tau_{2} m_{2}\right)}{\eta} \\
& \times\left\langle\begin{array}{c}
m_{1} \\
N_{1} \tau_{1} \\
M_{1}
\end{array}\right\rangle\left\langle\begin{array}{c}
m_{2} \\
N_{2} \\
\tau_{2} \\
n_{2} \\
M_{2}
\end{array}\right\rangle .
\end{aligned}
$$

The upper labels specify the transformation properties under action by the group $S_{N}$ and the lower labels specify the transformation properties under action by the group $U(n) \supset U\left(n_{1}\right) \otimes U\left(n_{2}\right)$. By using the D. C. development of the projection operator the normalization constant is easily evaluated as

$$
\eta=\left(\frac{N_{1}!N_{2}!|\tau|}{N!\left|\tau_{1}\right|\left|\tau_{2}\right|}\right)^{1 / 2}
$$

where $|\tau|$ means the dimensions of the irrep of the symmetric group. Let $U(k) \in S_{n} \subset U(n)$ be that particular operation that takes $k$ ordered elements from the sets $n_{1}$ and $n_{2}$ and fixes them in the sets ${ }_{1} n$ and ${ }_{2} n$ so that it has D.C. symbol

$$
\left[\begin{array}{ccc}
n & n_{1} & n_{2} \\
1_{1} n_{1} n_{1}^{0}-k & n_{2}^{0}+k \\
{ }_{2} n_{2} n_{1}^{0}+k & n_{2}^{0}-k
\end{array}\right] .
$$

Assuming $n_{2} \geqslant_{2} n \geqslant{ }_{1} n \geqslant n_{1}$, we would have ${ }_{1} n_{1}^{0}=n_{1},{ }_{2} n_{1}^{0}=0$, $n_{2}^{0}={ }_{1} n=n_{1}, 2^{n_{2}^{0}}={ }_{2} n$, and $0 \leqslant k \leqslant n_{1}$.

Consider the matrix element

$$
\begin{aligned}
& {\left[\begin{array}{cccccc} 
& & & & & U(k) \\
{ }_{1} \tau & & & \\
{ }_{2} \tau & & \tau_{1} & \tau_{2} \\
{ }_{1} \tau_{1} & 1_{1} \tau_{2} & { }_{2} \tau_{1} & { }_{2} \tau_{2} & { }_{1} \tau_{1}^{\prime} & { }_{2} \tau_{1}^{\prime} \\
& 1_{1} \tau_{2}^{\prime} & { }_{2} \tau_{2}^{\prime} \\
{ }_{2} M_{1} & { }_{1} M_{2} & { }_{2} M_{1} & { }_{2} M_{2} & { }_{1} M_{1}^{\prime}{ }_{2} M_{1}^{\prime} & { }_{1} M_{2}^{\prime}{ }_{2} M_{2}^{\prime}
\end{array}\right]}
\end{aligned}
$$

where the additional specification of the basis with respect to $U(n)$ corresponds to the action of $U(k)$ on the tensor and therefore is indexed as in the D.C. symbol. By considering both tensors as projected from product tensors the right-hand side becomes

$$
\begin{align*}
& \times \underline{q U(k)}\left|\begin{array}{ccc}
{ }_{1} m_{1} & { }_{2} m_{1} \\
{ }_{1} \lambda_{1} & { }_{2} \lambda_{1} \\
N_{1} & \tau_{1} & n_{1} \\
{ }_{1} \tau_{1}^{\prime} & { }_{2} \tau_{1}^{\prime} \\
1_{1} M_{1}^{\prime} & { }_{2} & M_{1}^{\prime}
\end{array}\right|\left|\begin{array}{ccc}
\end{array}\right|\left[\left.\begin{array}{ccc}
m_{2} & m_{2} m_{2} \\
{ }_{1} \lambda_{2} & { }_{2} \lambda_{2} \\
N_{2} & \tau_{2} & n_{2} \\
{ }_{1} \tau_{2}^{\prime} & { }_{2} \tau_{2}^{\prime} \\
1 & M_{2}^{\prime} & { }_{2} \\
M_{2}^{\prime}
\end{array} \right\rvert\,\right. \\
& \times\left[\begin{array}{ccc}
\tau & \tau_{1} & \tau_{2} \\
{ }_{1} \tau_{1}{ }_{1} \lambda_{1} & { }_{1} \lambda_{2} \\
{ }_{2} \tau_{2} & { }_{2} \lambda_{1}{ }_{2} \lambda_{2}
\end{array}\right] \frac{\left.\right|_{1} \lambda_{1}| |_{1} \lambda_{2}| |_{2} \lambda_{1}| |_{2} \lambda_{2} \mid}{{ }_{1} N_{1}!{ }_{1} N_{2}!_{2} N_{1}!_{2} N_{2}!} . \tag{5}
\end{align*}
$$

Each subtensor is further expanded in a Clebsch-Gordan series appropriate to the action of $q$ on the tensors and their respective dimensions. E.g.,

$$
\begin{align*}
& \left(\begin{array}{ccc}
{ }_{1} m_{1} & { }_{2} m_{1} \\
{ }_{1} \lambda_{1} & { }_{2}{ }^{\lambda_{1}} \\
N_{1} & & \\
\tau_{1} & & n_{1} \\
{ }_{1} \tau_{1}^{\prime} & { }_{2} \tau_{1}^{\prime} \\
{ }_{1} M_{1}^{\prime}{ }_{2} M_{1}^{\prime}
\end{array}\right)=\left(\begin{array}{cc}
{ }_{1} m_{1} \\
{ }_{1} N_{1} & { }_{1} \lambda_{1} \\
n_{1} \\
{ }_{1} \mu_{1}^{\prime} & { }_{2} \mu_{1}^{\prime} \\
{ }_{1} P_{1}^{\prime} & { }_{2} P_{1}^{\prime}
\end{array}\right)\left(\begin{array}{cc}
{ }_{2} m_{1} \\
{ }_{2} N_{1} & { }_{2} \lambda_{1} \\
n_{1} \\
{ }_{1} \nu_{1}^{\prime} & { }_{2} \nu_{1}^{\prime} \\
{ }_{1} Q_{1}^{\prime} & { }_{2} Q_{1}^{\prime}
\end{array}\right) \\
& \times\left(\begin{array}{cc|c}
1_{1} \lambda_{1} & & { }_{2} \lambda_{1} \\
\mu_{1} & & \tau_{1} \\
\mu_{1}^{\prime} \mu_{1}^{\prime} & \mu_{1}^{\prime} & \mu_{2}^{\prime} \mu_{1}^{\prime} \\
{ }_{1} \tau_{1}^{\prime} & { }_{2} \tau_{1}^{\prime} \\
{ }_{1} P_{1}^{\prime} & { }_{2} P_{1}^{\prime} & Q_{1}^{\prime} Q_{2}^{\prime} Q_{1}^{\prime} \\
Q_{1} M_{1}^{\prime} & { }_{2} M_{1}^{\prime}
\end{array}\right) n_{1} . \tag{6}
\end{align*}
$$

The final tensor contraction can be carried out in the form

$$
\begin{aligned}
& \left.\times\left(\begin{array}{c}
{ }_{2} m_{1} \\
{ }_{2} N_{1}{ }_{2} \lambda_{1}{ }_{2} n_{1}+k_{2},{ }_{2} n_{2}-k \\
{ }_{2} \mu_{1}{ }_{2} \mu_{2} \\
{ }_{2} P_{1}{ }_{2} P_{2}
\end{array}\right)^{+} \right\rvert\, \begin{array}{c}
{ }_{2} m_{2} \\
{ }_{2} N_{2}{ }_{2} \lambda_{2}{ }_{2} n_{1}+k_{2},{ }_{2} n_{2}-k \\
{ }_{2} \nu_{1} \\
{ }_{2}{ }_{2} \nu_{2} \\
Q_{1}{ }_{2} Q_{2}
\end{array}{ }^{+} \\
& \times q U(k)\left|\begin{array}{cc}
{ }_{1} m_{1} \\
{ }_{1} N_{1} & \lambda_{1} \lambda_{1} \\
1 & n_{1} \\
n_{1} & -k,{ }_{2} n_{1}+k_{1} \\
{ }_{1} \mu_{1}^{\prime} & { }_{2} \mu_{1}^{\prime} \\
& { }_{1} P_{1}^{\prime} \\
{ }_{2} & { }_{2} P_{1}^{\prime}
\end{array}\right|
\end{aligned}
$$

$$
\begin{align*}
& \times\left(\left.\begin{array}{c}
{ }_{2} m_{1} \\
{ }_{2} N_{1}{ }_{2} \lambda_{1}{ }_{1} n_{1}-k,{ }_{2} n_{1}+k_{1} \\
{ }_{1} \nu_{1}^{\prime}{ }_{2}{ }_{2} \nu_{1}^{\prime} \\
{ }_{1} Q_{1}^{\prime}{ }_{2} Q_{1}^{\prime}
\end{array} \right\rvert\,\left(\left.\begin{array}{c}
{ }_{1} m_{2} \\
{ }_{1} N_{2}{ }_{1} \lambda_{2}{ }_{1} n_{2}+k_{2},{ }_{2} n_{2}-k \\
{ }_{1} \mu_{2}^{\prime}{ }_{2} \mu_{2}^{\prime} \\
{ }_{1} P_{2}^{\prime}{ }_{2} P_{2}^{\prime}
\end{array} \right\rvert\,\right.\right. \\
& \times\left(\left.\begin{array}{c}
{ }_{2} m_{2} \\
{ }_{1} \nu_{2} \nu_{2}^{\prime}{ }_{2} \nu_{2}^{\prime} \\
{ }_{1} Q_{2}^{\prime}{ }_{2} Q_{2}^{\prime}
\end{array} \right\rvert\,\right. \tag{7}
\end{align*}
$$

where the $k_{1}$ and $k_{2}$ subscripts indicate the initial sets to which they belong. The action of $U(k)$ is to interchange $k_{1} \rightarrow k_{2}$ on the left while $q$ interchanges ${ }_{2} N_{1} \rightarrow{ }_{1} N_{2}$ also on the left. The dimensional overlap requires
${ }_{1} \mu_{2}=0={ }_{2} \mu_{1}^{\prime}={ }_{1} \nu_{1}={ }_{2} \mu_{2}^{\prime}={ }_{1} \nu_{1}^{\prime}={ }_{2} \mu_{2}={ }_{2} \nu_{1}={ }_{1} \nu_{2}^{\prime}$,
${ }_{1} \mu_{1}={ }_{1} \lambda_{1}={ }_{1} \mu_{1}^{\prime}, \quad{ }_{2} \nu_{1}^{\prime}={ }_{2} \lambda_{1}={ }_{2} \mu_{1},{ }_{1} \nu_{2}={ }_{1} \lambda_{2}={ }_{1} \mu_{2}^{\prime}$,
${ }_{2} \nu_{2}={ }_{2} \lambda_{2}={ }_{2} \nu_{2}^{\prime}, \quad{ }_{1} P_{1}={ }_{1} P_{1}^{\prime}, \quad{ }_{2} Q_{1}^{\prime}={ }_{2} P_{1}, \quad{ }_{1} Q_{2}={ }_{1} P_{2}^{\prime}, \quad$ and
${ }_{2} Q_{2}={ }_{2} Q_{2}^{\prime}$.
The Clebsch-Gordan coefficients in turn require

$$
{ }_{i} \lambda_{j}={ }_{i} \tau_{j}={ }_{i} \tau_{j}^{\prime} \text { and }{ }_{i} P_{j}={ }_{i} Q_{j}={ }_{i} M_{j}={ }_{i} M_{j}^{\prime}
$$

Upon contraction of tensors the left-hand side becomes

$$
\begin{aligned}
& { }_{\delta^{i}} \tau_{j i} \tau_{j_{5} i}^{\prime} M_{j i} M_{j}^{\prime}\left(\frac{{ }_{1} N!_{2} N!N_{1}!N_{2}!}{\left|I_{1} T\right|_{2} \tau\left|!\tau_{1}\right|\left|\tau_{2}\right|}\right)^{1 / 2} \\
& \times \frac{\left.!_{1} \tau_{1}!1_{1} \tau_{2}| |_{2} \tau_{1}!\right|_{2} \tau_{2}!}{{ }_{1} N_{1}!{ }_{1} N_{2}!{ }_{2} N_{1}!{ }_{2} N_{2}!}\left[\begin{array}{ccc}
\tau & \tau_{1} & \tau_{2} \\
{ }_{1} \tau_{1}{ }_{1} \tau_{1} & \tau_{2} \\
{ }_{2} \tau_{2}{ }_{2} \tau_{1} & { }_{2} \tau_{2}
\end{array}\right]
\end{aligned}
$$

The Clebsch-Gordan coefficients can be evaluated, again by projection techniques, as

$\times\left\langle\begin{array}{c}{ }_{2} m_{1} \\ N_{1}{ }_{2} \tau_{1} n_{1} \\ 0{ }_{2} M_{1}\end{array}\right\rangle \frac{\left(\left.\tau_{1}\right|_{1} \tau_{1} m_{12} \tau_{12} m_{1 ; 1} \tau_{11} m_{12} \tau_{12} m_{1}\right)}{n}$

$$
\times\left(\begin{array}{cc}
{ }_{1} m_{1}  \tag{9}\\
{ }_{1} n_{1} \tau_{1} & n_{1} \\
M_{1} & 0
\end{array}\right)\left(\begin{array}{cc}
{ }_{2} m_{1} \\
N_{1} & \tau_{2} \tau_{1} n_{1} \\
0 & { }_{2} M_{1}
\end{array}\right)=\eta=\frac{{ }_{1} N_{1}!{ }_{2} N_{1}!\left|\tau_{1}\right|}{N_{1}!!_{1} \tau_{1}| |_{2} \tau_{1} \mid}
$$

So the result follows:

$$
\begin{align*}
& ={ }_{0} i \tau_{j i}^{\prime} \tau_{j_{5} i} M_{j i} M_{j}^{\prime}\left[\begin{array}{ccc}
\tau & \tau_{1} & \tau_{2} \\
{ }_{1} \tau_{1} \tau_{1} & \tau_{2} \\
\boldsymbol{\tau}_{2} \tau_{2} & \tau_{2} \tau_{2}
\end{array}\right] . \tag{10}
\end{align*}
$$

## IV. DISCUSSION

Because of the various groups involved we recapitulate the results of this paper and of $I$ as to the identifications established for the recoupling coefficients. I.e.,

$$
\begin{align*}
& =\left[\begin{array}{lll}
\lambda & \lambda_{1} & \lambda_{2} \\
1 & 1 & \lambda_{1} \\
1 & \lambda_{2} \\
\lambda^{2} & { }_{2} \lambda_{1} & 2
\end{array}\right]\left[\begin{array}{lll}
\tau & \tau_{1} & \tau_{2} \\
& \tau_{1} & \tau_{1}
\end{array}\right], \tag{11}
\end{align*}
$$

where the recoupling coefficients are compatible with the D.C. symbols

$$
\left[\begin{array}{ccc}
N & N_{1} & N_{2} \\
N_{1} N_{1}^{0}-L_{1} N_{2}^{0}+L \\
N_{2} N_{1}^{0}+L & { }_{2} N_{2}^{0}-L
\end{array}\right] \text { and }\left[\begin{array}{ccc}
n & n_{1} & n_{2} \\
n_{1} n_{1}^{0}-k_{1} n_{2}^{0}+k \\
{ }_{2} n_{2} n_{1}^{0}+k & { }_{2} n_{2}^{0}-k
\end{array}\right]
$$

respectively. Note the D.C. symbol of $S_{N}$ does not restrict the lower pattern nor does the D.C. symbol of $U(n)$ restrict the upper pattern. In I it is noted the recoupling coefficient can be regarded as the matrix element of $q_{L}$ in the mixed basis or as the unitary (recoupling) transformation between $q$ acting on the bases expressed according to the right sequence and the bases expressed according to the left sequence of the upper patterns. Completely analogous considerations hold for $U(k)$ and the lower patterns.

## The coefficients

$$
\left[\begin{array}{ll}
\lambda & \lambda_{j} \\
i_{i} & { }_{i} \lambda_{j}
\end{array}\right]
$$

are tensor recoupling coefficients of $S_{N} \otimes U(n)$ with respect to either the $S_{N}$ group properties (upper pattern) or the $U(n)$ group properties (lower pattern). Alternately they are matrix elements in an irrep of $S_{N}$ expressed in
a particular (mixed) bases or they are matrix elements in an irrep of $U(n)$ expressed in particular (mixed) bases, whereas in I the orthogonality and completeness relations of group representation theory are directly applied, one must be cautious about their interpretation here. The coefficients are matrix elements of only those permutation elements $\pi \in S_{n} \subset U(n)$, while the representation is irreducible with respect to $U(n)$. Application of the orthogonality and completeness conditions in $U(n)$ requires the appropriate invariant density and a procedure as in Holland's paper must be followed. In the special case of $N=n$ with restriction to the weight space $W=\left(1^{n}\right)$ an irrep of $U(n)$ is an irrep of $S_{n}{ }^{8}$ and the orthogonality and completeness conditions give results identical to those of I . By using both the structure of the upper and lower tensor labels we hope to present in a future communication an efficient procedure for actually constructing the DCME by coupling totally symmetric tensors in the individual weights.

## APPENDIX: DOUBLE COSET DEVELOPMENT OF $U(1) \backslash S U(2) / U(1)$

$S U(2)$ is obtained by exponentiation of the three-parameter infinitesimal Lie algebra with defining basis matrices

$$
X_{1} \equiv\left(\begin{array}{cc}
i & 0 \\
0 & -i
\end{array}\right), \quad X_{2} \equiv\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right), \quad X_{3} \equiv\left(\begin{array}{ll}
0 & i \\
i & 0
\end{array}\right)
$$

and structure constants

$$
\left[X_{i}, X_{j}\right]=2 \epsilon_{i j k} X_{k^{\circ}}
$$

The defining representation is given by

$$
\left(\begin{array}{cc}
x_{0}+i x_{1} & x_{2}+i x_{3} \\
-x_{2}+i x_{3} & x_{0}-i x_{1}
\end{array}\right) \text { with } x_{0}^{2}+x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=1
$$

The group parameter space is in one-to-one correspondence with the points of the unit sphere in four dimensions. The usual coordinates are
$x_{0}=\cos A=\cos \theta_{1}=\cos \phi_{1} \cos \phi_{2}$,
$x_{1}=\left(\alpha_{1} / A\right) \sin A=\sin \theta_{1} \cos \theta_{2}=\cos \phi_{1} \sin \phi_{2}$,
$x_{2}=\left(\alpha_{2} / A\right) \sin A=\sin \theta_{1} \sin \theta_{2} \cos \theta_{3}=\sin \phi_{1} \cos \phi_{3}$,
$x_{3}=\left(\alpha_{3} / A\right) \sin A=\sin \theta_{1} \sin \theta_{2} \sin \theta_{3}=\sin \phi_{1} \sin \phi_{3}$,
$A^{2} \equiv \alpha_{1}^{2}+\alpha_{2}^{2}+\alpha_{3}^{2}$.
The first set corresponds to $\exp \left(\alpha_{1} x_{1}+\alpha_{2} x_{2}+\alpha_{3} x_{3}\right)$, the second set to spherical coordinates in 4-space, and the last to the D.C. decomposition

$$
\exp \left(\alpha_{1} x_{1}\right) \exp \left(\beta x_{2}\right) \exp \left(\alpha_{1}^{\prime} x_{1}\right)
$$

with $\alpha_{1}+\alpha_{1}^{\prime} \equiv \phi_{2}$ and $\alpha_{1}-\alpha_{1}^{\prime} \equiv \phi_{3}$,
which is seen to be identical with the Euler angle description. The invariant group density is given respectively as

$$
\begin{aligned}
\frac{d x_{1} d x_{2} d x_{3}}{x_{0}} & =\frac{\sin ^{2} A}{A^{2}} d \alpha_{1} d \alpha_{2} d \alpha_{3} \\
& =\sin ^{2} \theta_{1} \sin ^{2} \theta_{2} d \theta_{1} d \theta_{2} d \theta_{3}=\cos \phi_{1} \sin \phi_{1} d \phi_{1} d \phi_{2} d \phi_{3}
\end{aligned}
$$

The matrices of $S U(2)$ are easily displayed using the totally symmetric projection operator of $S_{N}$ as
$\left[\begin{array}{cc}j=N / 2 & U\left(\alpha_{j}\right) \\ M^{\prime} & M\end{array}\right] \equiv\left\langle\begin{array}{cc}1 \\ N & N \\ 2 \\ N / 2+M^{\prime} & N / 2-M^{\prime}\end{array}\right\rangle^{+}$

$$
\begin{aligned}
& \times U\left(\alpha_{j}\right)\left(\begin{array}{cc}
1 \\
N & N \\
2 \\
N / 2+M N / 2-M
\end{array}\right) \\
& =\sum_{q_{i}}\left\langle N / 2+M^{\prime},+1\right\rangle^{+}\left\langle N / 2-M^{\prime},-1\right\rangle^{+} \\
& \times q_{L} U\left(\alpha_{j}\right)\langle N / 2+M,+1\rangle\langle N / 2-M,-1\rangle \\
& \times\left[\binom{N}{N / 2+M}\binom{N}{N / 2+M^{\prime}}\right]^{-1 / 2} N!,
\end{aligned}
$$

where $q_{L}$ has D.C. symbol

$$
\left[\begin{array}{ccc}
N & N / 2+M & N / 2-M \\
N / 2+M^{\prime} & N / 2+M-L & M^{\prime}-M+L \\
N / 2-M^{\prime} & L & N / 2-M^{\prime}-L
\end{array}\right]
$$

assuming $M^{\prime} \geqslant M$.
Expansion of the tensors by the trivial ClebschGordan series of $U(1)$ in accordance with the action of $q_{L}$ and contraction of the resulting tensors gives
$\left[\begin{array}{cc}j=N / 2 & U\left(\alpha_{j}\right) \\ M^{\prime} & M\end{array}\right]$
$=\sum_{L} \frac{\left[(N / 2+M)!(N / 2-M)!\left(N / 2+M^{\prime}\right)!\left(N / 2-M^{\prime}\right)!\right]^{1 / 2}}{(N / 2+M-L)!\left(M^{\prime}-M+L\right)!L!\left(N / 2-M^{\prime}-L\right)!}$
$\times\left(x_{0}+i x_{1}\right)^{N / 2+M-L}\left(x_{2}+i x_{3}\right)^{M^{\prime}-M+L}$
$\times\left(-x_{2}+i x_{3}\right)^{L}\left(x_{0}-i x_{1}\right)^{N / 2-M^{\prime}-L}$,
which is a standard form for the matrix element (viz. Eq. 9-76, p.355, Hamermesh ${ }^{9}$ ).

Orthogonality and completeness give the relations

$$
2(2 j+1) \int_{0}^{\pi / 2}\left[\begin{array}{ll}
j & \phi_{1} \\
M^{\prime} & M
\end{array}\right]\left[\begin{array}{ll}
j^{\prime} & \phi_{1} \\
M^{\prime} & M
\end{array}\right] \cos \phi_{1} \sin \phi_{1} d \phi_{1}=\delta^{j j^{\prime}}
$$

and

$$
\frac{2}{\pi} \sum_{j} \sin (2 j+1) \theta_{1} \sin (2 j+1) \theta_{1}^{\prime}=\delta\left(\theta_{1}-\theta_{1}^{\prime}\right)
$$

(using spherical coordinates $\theta_{1}, \theta_{2}, \theta_{3}$ ).
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#### Abstract

The second order error $\delta F^{(2)}$, made by employing the Schwartz-Dalgarno-Delves variational principle for the diagonal matrix element $\phi^{\dagger} W \phi$ of an arbitrary Hermitian operator $W$, is examined in the case that $\phi$ is the bound ground state eigenfunction of some given Hamiltonian $H$. This variational principle characteristically involves not only a trial estimate $\phi_{t}$ of $\phi$, but also a trial estimate $L_{t}\left(\phi_{t}\right)$ of a well-defined but generally not exactly known auxiliary function $L(\phi)$. It has previously been shown that, for certain special choices of a trial Hamiltonian $H_{t}$, the trial $L_{t}\left(\phi_{t}\right)$ can be found from a minimum principle. The present work finds that for these same special $H_{t}$ it is possible to express $\delta F^{(2)}$ in comparatively simple closed form, depending only on known quantities, so that $\delta F^{(2)}$ should be calculable when the system described by $H$ is not too complicated. However, these results for $\delta F^{(2)}$ are obtained on the assumption that $L_{f}\left(\phi_{t}\right)$ is known essentially exactly for any given $\phi_{i}$; the practical utility of the formulas derived still must be tested, therefore. If $L_{t}\left(\phi_{i}\right)$ can be determined to this necessary accuracy, one expects that combining the computed $\delta F^{(2)}$ with the usual variational estimate of $\phi^{\dagger} W \boldsymbol{\phi}$ will be a significant improvement over the usual variational estimate alone. Under the same circumstances, when $W$ is a positive definite operator, the expression for $\delta F^{(2)}$ can provide nonrigorous but nonetheless potentially useful second order (variational) upper and lower bounds on the exact $\phi^{\dagger} W \phi$.


## 1. INTRODUCTION

We shall be concerned with the diagonal matrix element

$$
\begin{equation*}
W_{11}=\phi_{1}{ }^{\dagger} W \phi_{1} \equiv\left(\phi_{1}, W \phi_{1}\right) \tag{1.1}
\end{equation*}
$$

of an arbitrary known linear Hermitian operator $W$, where $\phi_{1}$, satisfying

$$
\begin{equation*}
\left(H-E_{1}\right) \phi_{1}=0 \tag{1.2}
\end{equation*}
$$

is the normalized bound ground state eigenfunction of a given Hamiltonian $H$. To avoid unduly complicating our discussion, we assume here and henceforth that $E_{1}$ is nondegenerate; to simplify our notation we shall drop the subscripts on $\phi_{1}$ and $E_{1}$ (i. e., $\phi_{1} \equiv \phi, E_{1} \equiv E$ ), and shall use

$$
\begin{equation*}
\lambda=-W_{11} \equiv-\phi^{\dagger} W \phi . \tag{1.3}
\end{equation*}
$$

In general, neither $\phi$ nor $E$ is exactly known. In this circumstance, a well-known variational principle ${ }^{1-5}$ useable for arbitrary off-diagonal or diagonal matrix elements of $W$-may provide the most practical means of estimating $W_{11}$. A very straightforward derivation of this so-called Schwartz-Dalgarno-Delves variational principle has been given by Gerjuoy, Rau and Spruch, ${ }^{6}$ and applications to various $W$ have been performed recently by Krieger and Sahni. ${ }^{7}$

The variational principle for $W_{11}$ is

$$
\begin{equation*}
F \equiv\left\langle W_{1 \nu}\right\rangle_{\mathrm{var}}=\phi_{t}^{\dagger} W \phi_{t}+L_{t}^{\dagger}\left[\left(H-E_{t}\right) \phi_{t}\right]+\left[\left(H-E_{t}\right) \phi_{t}\right]^{\dagger} L_{t} \tag{1.4}
\end{equation*}
$$

where $\phi_{t}$ (assumedly normalized) and $E_{t}$ are trial estimates of the exact $\phi, E$, respectively, and where $L_{t}$ is a trial estimate of an exact "auxiliary" function $L$ satisfying the inhomogeneous equation

$$
\begin{equation*}
(H-E) L=-W \phi-\lambda \phi \tag{1.5}
\end{equation*}
$$

together with the specification [undetermined by (1.3)]

$$
\begin{equation*}
\phi^{\dagger} L=0 . \tag{1.6}
\end{equation*}
$$

Equation (1.5) suggests that $L_{t}$ be determined from equations of the form

$$
\begin{equation*}
\left(H_{t}-E_{t}\right) L_{t}=q_{t}\left(\phi_{t}\right) \equiv q_{t} \tag{1.7}
\end{equation*}
$$

where $H_{t}$ and $q_{t}$ are appropriately chosen functionals of $\phi_{t}$; the desired property of (1.7) is that as $\phi_{t} \rightarrow \phi$, the solution $L_{t}$ should $\rightarrow L$. Generally, the "trial" Hamiltonian $H_{t}$ cannot ${ }^{8}$ be the original $H$, but there is a wide class of $H_{t}$ consistent with the desired property; the choice of $q_{t}$ is determined once $H_{t}$ is chosen. If $H_{t}$ $\rightarrow H$ as $\phi_{t} \rightarrow \phi$, then it surely is the case that

$$
\begin{equation*}
q_{t}=-W \phi_{t}-\lambda_{t} \phi_{t} \tag{1.8a}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{t}=-\phi_{t}^{\dagger} W \phi_{t} \tag{1.8b}
\end{equation*}
$$

however, it is not necessary ${ }^{8}$ that $H_{t} \rightarrow H$ as $\phi_{t} \rightarrow \phi$. In fact, Gerjuoy et al. ${ }^{8}$ have found a particular choice of $H_{t}$ which does not approach $H$ as $\phi_{t} \rightarrow \phi$, but which permits $L_{t}$ to be estimated from a minimum principle, i. e., which implies that the functional

$$
\begin{equation*}
M\left(L_{t t}\right)=L_{t t}^{\dagger}\left(H_{t}-E_{t}\right) L_{t t}-L_{t t}^{\dagger} q_{t}-q_{t}^{\dagger} L_{t t} \tag{1.9}
\end{equation*}
$$

attains its minimum value $M\left(L_{t}\right)$ when (for given $\phi_{t}$ ) the quantity $L_{t t}$ equals the $L_{t}$ satisfying (1.7). An alternative choice for $H_{t}$, which does approach $H$ as $\phi_{t} \rightarrow \phi$, but which retains the desired minimum property of the functional (1.9), also has been reported. ${ }^{9}$

The importance of the minimum principle (1.9) is that it provides a vehicle for accurate computation of a reasonable $L_{t}$ for any given $\phi_{t}$. In the present paper we obtain the interesting result that in the two known cases ${ }^{8,9}$ for which $H_{t}$ yields the minimum principle (1.9), use in (1.4) of the associated exact $L_{t}$ minimizing (1.9) leads to a rather simple closed form calculable expression for the second order error (to be defined precisely below) made by the Schwartz-Dalgarno-Delves variational estimate of the matrix element $W_{11}$. The present result is noteworthy because simple calculable expressions for second order errors made by variational estimates are uncommon. Moreover, as will be further amplified below, such expressions for the second order variational error can be the basis for nonrigorous but nonetheless potentially useful second order bounds
bracketing the exact value of $W_{11}$. These nonrigorous second order bounds should be compared with the rigorous second order bounds (involving, as might be expected, more complicated expressions than ours) derived and discussed by Blau, Rau, and Spruch. ${ }^{10}$ We stress that although both types ${ }^{8,9}$ of $H_{t}$ yielding the minimum principle (1.9) can be constructed in the case that the desired matrix element is

$$
\begin{equation*}
W_{n n}=\phi_{n}^{\dagger} W \phi_{n} \tag{1.10}
\end{equation*}
$$

(with $\phi_{n}$ the bound $n$th excited state eigenfunction), the results of this paper apply only to the ground state case $n=1$. We have not attempted to extend our results to excited state $n>1$ matrix elements (1.10), in part because it is obvious from our derivation that in the case $n>1$ a closed form expression for the second order error, if obtainable at all, will not be nearly as simple in form as when $n=1$. In the event the actual ground state is degenerate under some symmetry operator $R$, it can be seen that our results apply provided $\phi_{t}, L$, and $L_{t}$ have the same symmetry as $\phi$ under the operation $R$, a proviso which imposes some restrictions on $W$. For instance, if the ground state has total angular momentum $J=1$, and if $\phi_{1}$ in (1.1) now denotes the $M=0$ sublevel, then $\phi_{t}, L$, and $L_{t}$ should belong to $J_{z}=0$; in general, to ensure (1.5) and (1.7) permit solutions $L$ and $L_{t}$ having this desired symmetry, $W$ must commute with the operator $J_{2}$.

## 2. THE SECOND ORDER ERROR

The errors $\delta \phi$ and $\delta E$ are defined by

$$
\begin{align*}
& \delta \phi=\phi_{t}-\phi  \tag{2.1a}\\
& \delta E=E_{t}-E . \tag{2.1b}
\end{align*}
$$

Correspondingly, we define

$$
\begin{align*}
& \delta L=L_{t}-L  \tag{2.2a}\\
& \delta F=\left\langle W_{11}\right\rangle_{\operatorname{var}}-W_{11} \tag{2.2b}
\end{align*}
$$

The quantity $\delta F$ is the error made in estimating $W_{11}$ from the variational principle (1.4). Evidently $\delta F=0$ when $\phi_{t}=\phi$ and $E_{t}=E$, i. e., the zeroth order error in $\delta F$ vanishes. Similarly, because (1.4) has been constructed ${ }^{6}$ to be a variational principle, the first order error (the collection of terms proportional to $\delta \phi$, to $\delta \phi^{\dagger}$, to $\delta L$, etc.) in $\delta F$ also vanishes, as is verified below. Thus the leading terms in $\delta F$ are of second order (terms proportional to $\delta \phi^{\dagger} \delta \phi$, to $\delta \phi^{\dagger} \delta L$, to $\delta L^{\dagger} \delta \phi$, etc.). The collection of these second order terms, excluding terms of third order and higher, is the second order error $\delta F^{(2)}$ made by using (1.4) with given $\delta \phi, \delta E$ and $\delta L$ from (2.1) and (2.2).

In the form (1.4) for $\left\langle W_{11}\right\rangle_{\mathrm{var}}$, it is implicit ${ }^{6}$ that

$$
\begin{align*}
& \phi_{t}^{\dagger} \phi_{t}=1  \tag{2.3a}\\
& E_{t}=\phi_{t}^{\dagger} H \phi_{t} \tag{2.3b}
\end{align*}
$$

Since the exact $\phi$ is normalized, Eq. (2. 3a) yields

$$
\begin{equation*}
\phi^{\dagger} \delta \phi+(\delta \phi)^{\dagger} \phi+\delta \phi^{\dagger} \delta \phi=0 \tag{2.4a}
\end{equation*}
$$

Similarly, from Eqs. (2.3b) and (2.4)

$$
\begin{aligned}
\delta E & =\phi^{\dagger} H \delta \phi+\delta \phi^{\dagger} H \phi+\delta \phi^{\dagger} H \delta \phi \\
& =E\left[\phi^{\dagger} \delta \phi+\left(\delta \phi^{\dagger}\right) \phi\right]+\delta \phi^{\dagger} H \delta \phi
\end{aligned}
$$

$$
\begin{equation*}
=\delta \phi^{\dagger}(H-E) \delta \phi \tag{2.4b}
\end{equation*}
$$

implying that $\delta E$ is of second order.
From (1.4) and (2. 2b) we now see that the first and second order terms in $\delta F$ are

$$
\begin{align*}
\delta F^{(1)}+\delta F^{(2)}= & \phi^{\dagger} W \delta \phi+\delta \phi^{\dagger} W \phi+\delta \phi^{\dagger} W \delta \phi \\
& +L^{\dagger}[(H-E) \delta \phi]+\delta L^{\dagger}[(H-E) \phi] \\
& +\delta L^{\dagger}[(H-E) \delta \phi]-(\delta E) L^{\dagger} \phi \\
& +[(H-E) \delta \phi]^{\dagger} L+[(H-E) \phi]^{\dagger} \delta L \\
& +[(H-E) \delta \phi]^{\dagger} \delta L-(\delta E) \phi^{\dagger} L \tag{2.5}
\end{align*}
$$

In (2.5), terms containing $(H-E) \phi$ vanish by (1.2); terms proportional to $\delta E$ vanish by (1.6). Also, because $E$ does not lie in the continuum, the solution $L$ to (1.5) can be supposed quadratically integrable for reasonably well behaved $W$; the same supposition already was implicit in (1.6). Therefore, in (2.5) we also have

$$
\begin{align*}
L^{\dagger}[(H-E) \delta \phi] & =[(H-E) L]^{\dagger} \delta \phi  \tag{2,6}\\
{[(H-E) \delta \phi]^{\dagger} L } & =\delta \phi^{\dagger}[(H-E) L]
\end{align*}
$$

As a matter of fact, the relations (2.6) are fundamental to the derivation ${ }^{6}$ of the variational principle. Henceforth, manipulations such as (2.6), based on the hermiticity of $H$ in the space of quadratically integrable functions, will be performed without comment. Employing (1.5) on the right sides of (2.6) and recalling (2.4a), we find that all first order terms in (2.5) cancel [as they must, if (1.4) indeed is a variational principle], leaving us [after introducing $\lambda$ from (1.3)] with

$$
\begin{align*}
\delta F^{(2)}= & \delta \phi^{\dagger} W \delta \phi+\delta L^{\dagger}[(H-E) \delta \phi]+[(H-E) \delta \phi]^{\dagger} \delta L \\
& +\lambda \delta \phi^{\dagger} \delta \phi . \tag{2.7}
\end{align*}
$$

Equation (2.7)-which also has been obtained by Aranoff and Percus ${ }^{5}$ - is the general expression for the second order error made by using (1.4); to make further progress, it is necessary to further delineate $\delta L$, i. e., to delineate $L_{t}$. Actually, it is easily verified that if the condition

$$
\begin{equation*}
\phi_{t}^{\dagger} L_{t}=0 \tag{2.8}
\end{equation*}
$$

is obeyed by $L_{t}$, then Eq. (2.7) is an exact expression for the total error $\delta F$, i. e., with (2.8) the error $\delta F$ of (2.2b) is precisely the purely second order expression on the right side of (2.7). However, we soon shall be performing manipulations which involve dropping third order and higher order contributions to (2.7), so that whether or not (2.7) as it stands exactly equals $\delta F$ is of little practical consequence.

## 3. CHOICES FOR TRIAL HAMILTONIAN

One $H_{t}$ yielding the minimum principle (1.9) is ${ }^{8}$

$$
\begin{equation*}
H_{t}=H_{\bmod _{9} t}=H-H P_{t} H / E_{t} \tag{3.1}
\end{equation*}
$$

where the projection operator

$$
\begin{equation*}
P_{t}=\phi_{t} \phi_{t}^{\dagger} \tag{3.2a}
\end{equation*}
$$

can be regarded as an estimate of the unknown projection operator

$$
\begin{equation*}
P=\phi \phi^{\dagger} \tag{3.2b}
\end{equation*}
$$

Although as $\phi_{t} \rightarrow \phi$ this $H_{t} \rightarrow H-E P$, which is $\neq H$, nevertheless the associated $L_{t}$ obeys ${ }^{8}$

$$
\begin{equation*}
\left(H_{\bmod , t}-E_{t}\right) L_{t}=-W \phi_{t}-\lambda_{t} \phi_{t} \tag{3.3}
\end{equation*}
$$

i. e., obeys Eq. (1.7) with $q_{t}$ given by (1.8). From (2.3b), (3.1), and (3.2a)

$$
\begin{equation*}
\phi_{t}^{\dagger} H_{\mathrm{mod}, t}=H_{\mathrm{mod}, t} \phi_{t}=0 \tag{3.4}
\end{equation*}
$$

Therefore, multiplying (3.3) by ${\phi_{t}}^{\dagger}$ on the left, and recalling (1.8b), we see that (3.3) implies (2.8).

Define

$$
\begin{align*}
& \delta H=H_{\mathrm{mod}, t}-H  \tag{3.5a}\\
& \delta \lambda=\lambda_{t}-\lambda=-\left(\phi^{\dagger} W \delta \phi+\delta \phi^{\dagger} W \phi+\delta \phi^{\dagger} W \delta \phi\right) \tag{3.5b}
\end{align*}
$$

Then Equation (3.3) becomes

$$
(H+\delta H-E-\delta E)(L+\delta L)=-W(\phi+\delta \phi)-(\lambda+\delta \lambda)(\phi+\delta \phi)
$$

which, making use of (1.5), takes the form

$$
\begin{align*}
(H-E) \delta L= & -(\delta H-\delta E) L-(\delta H-\delta E) \delta L-W \delta \phi \\
& -\lambda \delta \phi-(\delta \lambda) \phi-\delta \lambda \delta \phi . \tag{3.6}
\end{align*}
$$

Equation (3.6), which is exact, can be used to replace $(H-E) \delta L$ in the terms

$$
\begin{align*}
\delta L^{\dagger}[(H-E) \delta \phi] & =[(H-E) \delta L]^{\dagger} \delta \phi  \tag{3.7}\\
{[(H-E) \delta \phi]^{\dagger} \delta L } & =\delta \phi^{\dagger}[(H-E) \delta L]
\end{align*}
$$

appearing in ( 2,7 ). When this replacement is made, the resultant expression for $\delta F^{(2)}$ obviously will be the correct second order error even if all terms of second and higher order are dropped on the right side of (3.6). Actually, the right side of (3.6) contains terms nominally of zero order, because we know $H_{\text {mod, } t}$ does not approach $H$ as $\phi_{t} \rightarrow \phi$. Specifically,

$$
\begin{align*}
\delta H & =-\frac{H P_{t} H}{E_{t}}=-\frac{H(\phi+\delta \phi)(\phi+\delta \phi)^{\dagger} H}{E+\delta E} \\
& =-\frac{H\left(\phi \phi^{\dagger}+(\delta \phi) \phi^{\dagger}+\phi \delta \phi^{\dagger}\right) H}{E} \\
& =-E \phi \phi^{\dagger}-(H \delta \phi) \phi^{\dagger}-\phi \delta \phi^{\dagger} H \tag{3.8}
\end{align*}
$$

to terms of second order. The nominally zero order contribution $E \phi \phi^{\dagger} L$ to ( $\delta H$ ) $L$ vanishes, however, in view of (1.6), so that the right side of (3.6) indeed is of first order. For our present purposes, therefore, namely reformulating the second order expression (2.7), we can simplify (3.6) to

$$
\begin{equation*}
(H-E) \delta L=\phi \delta \phi^{\dagger} H L+E \phi \phi^{\dagger} \delta L-W \delta \phi-\lambda \delta \phi-(\delta \lambda) \phi \tag{3.9}
\end{equation*}
$$

where we have included the first order contribution $E \phi \phi^{\dagger} \delta L$ from the nominally second order term $\delta H \delta L$ in (3.6).

Using (3.9) and (3.7) in (2.7), and remembering that $\lambda$ and $\delta \lambda$ are purely real, we obtain after some algebra

$$
\begin{align*}
\delta F^{(2)}= & -\delta \phi^{\dagger} W \delta \phi-\lambda \delta \phi^{\dagger} \delta \phi-(\delta \lambda)\left[\phi^{\dagger} \delta \phi+(\delta \phi)^{\dagger} \phi\right] \\
& +\left(\delta \phi^{\dagger} H L\right)\left(\delta \phi^{\dagger} \phi\right)+\left(L^{\dagger} H \delta \phi\right)\left(\phi^{\dagger} \delta \phi\right) \\
& +E\left(\phi^{\dagger} \delta L\right)\left(\delta \phi^{\dagger} \phi\right)+E\left(\delta L^{\dagger} \phi\right)\left(\phi^{\dagger} \delta \phi\right) \tag{3:10}
\end{align*}
$$

to terms of third order, a phrase we should not have to repeat. From (1,6) and (2, 8)

$$
\begin{equation*}
\phi^{\dagger} \delta L+(\delta \phi)^{\dagger} L+\delta \phi^{\dagger} \delta L=0 \tag{3.11a}
\end{equation*}
$$

whose adjoint is

$$
\begin{equation*}
\delta L^{\dagger} \phi+L^{\dagger} \delta \phi+\delta L^{\dagger} \delta \phi=0 \tag{3.11b}
\end{equation*}
$$

Equations (3.11) permit us to replace $\phi^{\dagger} \delta L$ and $\delta L^{\dagger} \phi$ in (3.10) by $-\delta \phi^{\dagger} L$ and $-L^{\dagger} \delta \phi$, respectively. Because of ( 2.4 a ), the $\delta \lambda$ terms in (3.10) can be dropped. Hence (3.10) simplifies to

$$
\begin{align*}
\delta F^{(2)}= & -\delta \phi^{\dagger} W \delta \phi-\lambda \delta \phi^{\dagger} \delta \phi+\left[\delta \phi^{\dagger}(H-E) L\right]\left(\delta \phi^{\dagger} \phi\right) \\
& +\left[L^{\dagger}(H-E) \delta \phi\right]\left(\phi^{\dagger} \delta \phi\right) \tag{3,12}
\end{align*}
$$

We will return to (3.12) after considering the alternative choice of $H_{t}$ yielding the minimum principle (1.9), namely ${ }^{9}$

$$
\begin{align*}
H_{t} & =\hat{H}_{\bmod , t}=P_{t} H P_{t}+\left(1-P_{t}\right) H\left(1-P_{t}\right)  \tag{3.13}\\
& =H-\phi_{t} \phi_{t}^{\dagger} H-H \phi_{t} \phi_{t}^{\dagger}+2 E_{t} \phi_{t} \phi_{t}^{\dagger}
\end{align*}
$$

Thus we now have, two terms of second order,

$$
\begin{align*}
\delta H= & \hat{H}_{\bmod , t}-H=-(\delta \phi) \phi^{\dagger} H-\phi \delta \phi^{\dagger} H-(H \delta \phi) \phi^{\dagger} \\
& -(H \phi) \delta \phi^{\dagger}+2 E\left(\phi \delta \phi^{\dagger}+\delta \phi \phi^{\dagger}\right) \\
= & -\phi \delta \phi^{\dagger} H-H \delta \phi \phi^{\dagger}+E\left(\phi \delta \phi^{\dagger}+\delta \phi \phi^{\dagger}\right) \\
= & -(H-E) \delta \phi \phi^{\dagger}-\phi \delta \phi^{\dagger}(H-E) \tag{3.14}
\end{align*}
$$

which is of first order, reflecting the fact that $H_{\text {mod }, t}$
$\rightarrow H$ as $\phi_{t} \rightarrow \phi$. Consequently, the equation for the
present $L_{t}$-which is not identical with the $L_{t}$ satisfying Eq. (3.3)-surely is

$$
\begin{equation*}
\left(\hat{H}_{\bmod , t}-E_{t}\right) L_{t}=-W \phi_{t}-\lambda_{t} \phi_{t} \tag{3.15}
\end{equation*}
$$

From (3.13),

$$
\begin{equation*}
\phi_{t}^{\dagger} \hat{H}_{\mathrm{mod}, t}=E_{t} \phi_{t}^{\dagger} \tag{3.16}
\end{equation*}
$$

Therefore, recalling ( 1.8 b ), we see that both sides of (3.15) vanish identically after multiplying by $\phi_{t}{ }^{\dagger}$ on the left. It follows that $L_{t}$ is incompletely determined by Eq. (3.15), just as $L$ is incompletely determined by (1.5); it is necessary to specify $\phi_{t}{ }^{\dagger} L_{t}$, and we shall adopt the specification (2.8). The facts that with Eq. (3.15) the condition (2.8) must be imposed whereas ( 2.8 ) is a consequence of $(3,3)$ reflect the facts that (3.3) is constructed ${ }^{8}$ to have no bound state eigenvalues, whereas $\hat{H}_{\text {mod }, t}$ has the eigenvalue $E_{t}$ and eigenfunction $\phi_{t}$.

We now return to Eq. (3.6), which-because the right sides of (3.15) and (3.3) are identical-remains valid for the present $\hat{H}_{\text {mod }, t}$ trial Hamiltonian. Now (3.14) and (1.6) imply

$$
\begin{equation*}
(\delta H) L=-\phi \delta \phi^{\dagger}(H-E) L \tag{3.17}
\end{equation*}
$$

Thus we now have

$$
\begin{equation*}
(H-E) \delta L=\phi \delta \phi^{\dagger}(H-E) L-W \delta \phi-\lambda \delta \phi-(\delta \lambda) \phi \tag{3.18}
\end{equation*}
$$

instead of (3.9). Using(3.18) in (3.7), and substituting in (2.7), we find that the resultant expression for $\delta F^{(2)}$ is precisely our former (3.12). In other words, whether $L_{t}$ from (3.3) or $L_{t}$ from (3.15) is used in the variational principle (1.4), the second order error made is the same and is given by (3.12) in terms of $\delta \phi$ and the exact L. Moreover, Eq. (1.5) permits us to eliminate ( $H-E$ ) $L$ from (3.12), thereby yielding

$$
\begin{align*}
\delta F^{(2)}= & -\delta \phi^{\dagger} W \delta \phi-\lambda \delta \phi^{\dagger} \delta \phi-\left(\delta \phi^{\dagger} W \phi\right)\left(\delta \phi^{\dagger} \phi\right) \\
& -\left(\phi^{\dagger} W \delta \phi\right)\left(\phi^{\dagger} \delta \phi\right)-\lambda\left[\left(\delta \phi^{\dagger} \phi\right)^{2}+\left(\phi^{\dagger} \delta \phi\right)^{2}\right] \tag{3.19}
\end{align*}
$$

which depends explicitly only on $\phi$ and $\delta \phi$; explicit dependences on $L$ and $\delta L$ have disappeared.

## 4. ERROR AS A FUNCTION OF TRIAL EIGENFUNCTION

As it stands, Eq. (3.19) is not a useable formula for $\delta F^{(2)}$, because it involves the unknown quantities $\phi$ and $\delta \phi$; in order to actually compute $\delta F^{(2)}$, we must reexpress (3.19) so that it depends only on the known trial function $\phi_{t}$. This we can do as follows.

Suppose $\delta F^{(2)}$ can be rewritten in the form

$$
\begin{equation*}
\delta F^{(2)}=\delta \phi^{\dagger} S \delta \phi \tag{4.1}
\end{equation*}
$$

where $S$ is an operator to be determined. Suppose further that there exists an operator $N$ such that

$$
\begin{equation*}
(H-E) N(H-E)=S \tag{4.2}
\end{equation*}
$$

In these events, we would have

$$
\begin{align*}
\delta F^{(2)} & =\delta \phi^{\dagger}(H-E) N(H-E) \delta \phi \\
& =[(H-E) \delta \phi]^{\dagger} N[(H-E) \delta \phi] \\
& =\left[(H-E) \phi_{t}\right\rceil^{\dagger} N\left[(H-E) \phi_{t}\right] \tag{4.3}
\end{align*}
$$

by virtue of (1.2) and the definition (2.1a) of $\delta \phi$. Since the right side of (4.3) is already of second order, in (4.3) it is permissible to replace $E$ by $E_{t}$ and $N$ by some first order estimate $N_{t}$. Thus we would obtain the formula

$$
\begin{equation*}
\delta F^{(2)}=\left[\left(H-E_{t}\right) \phi_{t}\right]^{\dagger} N_{t}\left[\left(H-E_{t}\right) \phi_{t}\right] \tag{4.4}
\end{equation*}
$$

from which the second order error should be calculable.
We now address the problems of finding first $S$ and then $N$. To obtain (3.19) in the form (4.1), each term in (3.19) must contain one $\delta \phi^{\dagger}$ (on the left) and one $\delta \phi$ (on the right). We can recast (3.19) in this desired form by judiciously taking advantage of (2.4a), which permits replacement of $\phi^{\dagger} \delta \phi$ by $-\delta \phi^{\dagger} \phi$ and vice versa. In this fashion we obtain

$$
\begin{align*}
\delta F^{(2)}= & -\delta \phi^{\dagger} W \delta \phi-\lambda \delta \phi^{\dagger} \delta \phi+\left(\delta \phi^{\dagger} W \phi\right)\left(\phi^{\dagger} \delta \phi\right) \\
& +\left(\delta \phi^{\dagger} \phi\right)\left(\phi^{\dagger} W \delta \phi\right)+2 \lambda\left(\delta \phi^{\dagger} \phi\right)\left(\phi^{\dagger} \delta \phi\right) . \tag{4.5}
\end{align*}
$$

Equation (4.5) is in the form (4.1) with

$$
\begin{equation*}
S=-W-\lambda 1+(W \phi) \phi^{\dagger}+\phi(W \phi)^{\dagger}+2 \lambda \phi \phi^{\dagger} . \tag{4.6}
\end{equation*}
$$

We now observe, recalling the definition (1.5) for $\lambda$, that

$$
\begin{equation*}
\phi^{\dagger} S=S \phi=0 \tag{4.7}
\end{equation*}
$$

Indeed, in terms of the projection operator $P$ defined by ( 3.2 b ),

$$
\begin{equation*}
S=-(P-1)(W+\lambda 1)(P-1) \tag{4.8}
\end{equation*}
$$

Consequently, Eq. (4.2) is solvable for $N$ even though in the full space of quadratically integrable functions the operator $H-\lambda$ does not have an inverse when $\lambda$ equals the eigenvalue $E$ of $H$. It is convenient to introduce the function $\hat{G}$-which has been termed ${ }^{8}$ a Green's function in the generalized sense-satisfying

$$
\begin{equation*}
(H-E) \hat{G}=P-1 \tag{4.9}
\end{equation*}
$$

Then Eqs. (4.8) and (4.9) imply Eq. (4.2) is satisfied by the operator

$$
\begin{equation*}
N=-\hat{G}[W+\lambda 1] \hat{G} \tag{4.10}
\end{equation*}
$$

However, Eq. (4.9) does not determine the projection of $\hat{G}$ on $\phi$, just as (1.5) did not determine the projection of $L$ on $\phi$. Correspondingly, Eq. (4.2) does not determine $\phi^{\dagger} N$ or $N \phi$. For completeness, therefore, we will specify

$$
\begin{equation*}
\phi^{\dagger} \hat{G}=0 \tag{4,11}
\end{equation*}
$$

Therefore, since

$$
\begin{equation*}
P-1=-\sum_{i \neq 1} \phi_{i} \phi_{i}{ }^{+} \tag{4.12}
\end{equation*}
$$

summed over all excited states of $H$,

$$
\begin{equation*}
\hat{G}=-\sum_{i \neq 1} \frac{\phi_{i} \phi_{i}^{\dagger}}{E_{i}-E} \tag{4.13}
\end{equation*}
$$

and the counterpart to (4.11) is

$$
\begin{equation*}
\hat{G} \phi=0 . \tag{4.14}
\end{equation*}
$$

With Eqs. (4.11) and (4.14) the operator $N$ defined by Eq. (4.10) is completely specified. In fact,

$$
\begin{equation*}
\phi^{\dagger} N=N \phi=0 . \tag{4.15}
\end{equation*}
$$

Evidently, a reasonable trial $N_{t}$ in (4.4) is

$$
\begin{equation*}
N_{t}=-\hat{G}_{t}\left[W+\lambda_{t} 1\right] \hat{G}_{t} \tag{4.16}
\end{equation*}
$$

where $\hat{G}_{t}$ is any reasonable trial estimate of $\hat{G}$. One possibility is to let $\hat{G}_{t}$ be the solution to

$$
\begin{equation*}
\left(\hat{H}_{\bmod , t}-E_{t}\right) \hat{G}_{t}=P_{t}-1 \tag{4,17a}
\end{equation*}
$$

subject to

$$
\begin{equation*}
\phi_{t}^{\dagger} \hat{G}_{t}=\hat{G}_{t} \phi_{t}=0 \tag{4.17b}
\end{equation*}
$$

Defining $\hat{G}_{t}$ via Eqs. (4.17) has the advantage that $\hat{G}_{t}-$ like $L_{t}$ satisfying (3.15)-then can be estimated from a minimum principle of the form (1.9); moreover, to obtain a reasonable $N_{t}(4.16)$ for use in estimating the second order error $\delta F^{(2)}$, it is not necessary to have a highly accurate $\hat{G}_{t}$, as the derivation of (4.4) has made plain. An alternative possibility for $\hat{G}_{t}$, based on (4.13), is

$$
\begin{equation*}
\hat{G}_{t}=-\sum_{i \neq 1} \frac{\phi_{i t} \phi_{i t}{ }^{\dagger}}{E_{i t}-E_{t}} \tag{4.18}
\end{equation*}
$$

where the set $\phi_{i t}$ and associated $E_{i t}$ are a set of trial eigenfunctions and eigenvalues estimating the exact eigenfunctions $\phi_{i}$ and eigenvalues $E_{i}$ of $H$, with of course $\phi_{1 t}$ and $E_{1 t}$ equal to our previous $\phi_{t}$ and $E_{t}$, respectively.

This completes our assigned task of expressing the second order error $\delta F^{(2)}$ in terms of known quantities. We stress that although the possibility of finding the simple closed formula (4.4) for $\delta F^{(2)}$ is of undoubted theoretical interest, the practical utility of these results remains to be established. Whether $\hat{G}_{t}$ is defined via (4.17) or (4.18), calculating $\delta F^{(2)}$ from (4.4) and (4.16) will not be a trivial matter, especially in manyparticle problems where matrix elements quadratic in $H$ always are very awkward to compute. Nevertheless the expression (4.4) should be calculable in few-particle systems (e.g., in the case that $H$ is the Hamiltonian
of the He atom), and certainly is calculable in the case of a single particle bound by a potential.

An even more serious impediment to practical application of (4.4) is the fact that the foregoing results have assumed Eq. (1.7) for $L_{t}$ has been solved essentially exactly for the given $\phi_{t}$; in practice, the required accuracy in $L_{t}$ may be difficult to achieve. It is worth remarking, however, that if the $L_{t}$ used in (1.4) is the effectively exact solution of (1.7), the quantity

$$
\begin{equation*}
\left\langle W_{11}\right\rangle_{\text {supv }}=\left\langle W_{11}\right\rangle_{\mathrm{rar}}-\delta F^{(2)} \tag{4,19}
\end{equation*}
$$

obtained from (1.4), (2.2b), and (4.4) should differ from the exact $W_{11}$ by at most third order, i. e., should be a supervariational estimate of $W_{11}$. In actual calculations, $\phi_{t}$ probably will be determined from the Rayleigh-Ritz calculation yielding $E_{t}$ via ( 2.3 b ), and one then expects that as the number of arbitrary parameters in $\phi_{t}$ is increased the estimate of $W_{11}$ from (4.19) will converge distinctly more rapidly than does the original variational estimate (1.4).

When $W$ is a positive definite operator, Eq. (4.4) yields simple upper and lower bounds on $\delta F^{(2)}$. Introducing the notation

$$
\begin{equation*}
\Psi_{t}=\hat{G}_{t}\left(H-E_{t}\right) \phi_{t}, \tag{4.20}
\end{equation*}
$$

and recognizing that $\hat{G}_{t}$ from (4.17) or (4.18) obeys

$$
\hat{G}_{t}{ }^{\dagger}=\hat{G}_{t}
$$

[a relation implicit in (4.17b)], Eqs. (4.16 and (4.4) yield

$$
\begin{equation*}
\delta F^{(2)}=-\Psi_{t}^{\dagger}\left[W+\lambda_{t} 1\right] \Psi_{t} \tag{4.21}
\end{equation*}
$$

Since $\lambda_{t}$ from (1.8b) is a negative number when $W$ is positive definite, Eq. (4.21) immediately implies

$$
\begin{equation*}
-\Psi_{t}^{\dagger} W \Psi_{t}<\delta F^{(2)}<\left(\phi_{t}{ }^{\dagger} W \phi_{t}\right)\left(\Psi_{t}{ }^{\dagger} \Psi_{t}\right) \tag{4.22}
\end{equation*}
$$

Or, using (4.19),

$$
\begin{equation*}
\left\{\left\langle W_{11}\right\rangle_{\mathrm{var}}-\left(\phi_{t}^{\dagger} W \phi_{t}\right)\left(\Psi_{t}^{\dagger} \Psi_{t}\right)\right\}<\left\langle W_{11}\right\rangle_{\mathrm{supp}}<\left\{\left\langle W_{11}\right\rangle_{\mathrm{var}}+\Psi_{t}^{\dagger} W \Psi_{t}\right\} \tag{4.23}
\end{equation*}
$$

We emphasize that although (4.23) (like all formulas in this paper) assumes $L_{t}\left(\phi_{t}\right)$ has solved (1.7) exactly, the above inequality does not yield rigorous bounds on the exact $W_{11}$, because $\left\langle W_{11}\right\rangle_{\text {supr }}$ differs from the exact $W_{11}$ by third and higher order terms. Nevertheless, if the $L_{t}$ used in (1.4) really is the effectively exact solution of (1.7), then Eq. (4.23) should provide quite reliable variational (i.e., second order) bounds on the exact $W_{11}$ whenever $\left\langle W_{11}\right\rangle_{\text {supv }}$ has converged close to its final (presumably the exact $\phi^{\dagger} W \phi$ ) limit; the reason for this assertion is that in these circumstances the second order terms involving $\Psi_{t}$ in (4.23) should be much larger in absolute value than the residual third order error in $\left\langle W_{11}\right\rangle_{\text {supv }}$.

Before closing, a brief discussion of the errors introduced by using trial $L_{t}$ which do not solve (1.7) exactly may be worthwhile. Suppose that for given $\phi_{t}$ the quantity $L_{t t}$ is our approximation to the exact $L_{t}$ solving (1.7), and define

$$
\begin{equation*}
\Delta L=L_{t t}-L_{t} \tag{4.24}
\end{equation*}
$$

Then if $L_{t t}$ rather than $L_{t}$ is used to compute $\left\langle W_{11}\right\rangle_{\mathrm{var}}$ from (1.4), our computed estimate of $\delta F^{(2)}$ will be in error by an amount

$$
\begin{equation*}
\Delta F^{(2)}=\Delta L^{\dagger}[(H-E) \delta \phi]+[(H-E) \delta \phi]^{\dagger} \Delta L \tag{4.25a}
\end{equation*}
$$

recognizing that in (1.4)

$$
\begin{equation*}
L_{t t}=L+\delta L+\Delta L . \tag{4.25b}
\end{equation*}
$$

But our result (4.4) for $\delta F^{(2)}$ is of order $\delta \phi^{\dagger} \delta \phi$, recalling (3.19) and (4.1). It follows that the actually obtained second order error-in the value of $\left\langle W_{11}\right\rangle_{\text {var }}$ computed using the actual $L_{t t}$ in (1.4)-will continue to be represented by (4.4), provided only that the right side of (4.25a) is of higher order than $\delta \phi^{\dagger} \delta \phi$, i. e., provided only that $\Delta L$ is of higher order than $\delta \phi$ for the particular $\phi_{t}$ chosen. The error in $\left\langle W_{11}\right\rangle_{\text {supv }}$ from (4.19), computed using $L_{t t}$ rather than $L_{t}$ in (1.4), will not be of third order unless $\Delta L$ can be regarded as being of order $(\delta \phi)^{2}$. Because the right side of (4.3) already is of second order, any reasonable $N_{t}$-namely, one differing from $N$ by first order-keeps the error in the computed $\left\langle W_{11}\right\rangle_{\text {supv }}$ at third order. The mere fact that-for any given $\phi_{t}-\Psi_{t}$ in (4.23) depends via (4.20) on a quantity $\hat{G}_{t}$ we have some freedom to choose [recall Eq. (4.16(4.18)] implies (4.23) cannot yield rigorous bounds.
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# A note on the unified Dirac-von Neumann formulation of quantum mechanics 

D. Tjostheim<br>NTNF/NORSAR, P.O. Box 51, N-2007 Kjeller, Norway<br>(Received 29 October 1974)

It is demonstrated that the mathematical model of a rigged Hilbert space is ideally suited for obtaining a unified Dirac-von Neumann formulation of quantum mechanics. It is shown that the eigenbras of an observable $A$ can be interpreted as weak derivatives of certain functionals associated with the resolution of identity $E_{u}, u \in(-\infty, \infty)$, associated with $A$.

## 1. FORMULATION OF THE PROBLEM

In a paper by Marlow ${ }^{1}$ an attempt was made to unify the Dirac ${ }^{2}$ and von Neumann ${ }^{3}$ formulations of quantum mechanics using the mathematical model of a direct integral of Hilbert spaces. Unfortunately, this work suffered from some inconveniences as was pointed out by Antoine. ${ }^{4}$ Recently it has become increasingly popular $r^{4,5,6}$ to use a rigged Hilbert space as mathematical model for obtaining a rigorous interpretation of the Dirac formalism. The purpose of this note is to demonstrate that a rigged Hilbert space also appears to be ideally suited for formulating a unified Dirac-von Neumann formalism in the spirit of Marlow.

We consider (as does Marlow) a single observable (self-adjoint operator) $A$ in the Hilbert space $H$ of physical states. The spectral decomposition ${ }^{3} A=\int u d E_{u}$, where $E_{u}, u \in(-\infty, \infty)$, is the resolution of identity as sociated with $A$, was obtained by von Neumann and forms the basis for his formulation of quantum mechanics.

The concept of a rigged Hilbert space was introduced by Gel'fand. It consists of a triplet $\Phi \subset H \subset \Phi^{\prime}$ (where $H$ is identified with $H^{\prime}$ ) where $\Phi$ is a dense subspace of the Hilbert space $H$ and where $\Phi$ is equipped with a topology that makes it a nuclear countable Hilbert space. Furthermore, the topology of $\Phi$ is finer than the one induced on $\Phi$ by the inner product in $H$. The space $\Phi^{\prime}$ is the space of continuous linear functionals on $\Phi$. The problem of constructing a "canonical" space $\Phi$ for a given physical system is not yet solved in complete generality. In this note we will content ourselves by assuming that there exists a dense subspace $\Phi$ of $H$ such that $\Phi \subset D(A)$ is stable under $A$, such that $\Phi \subset H \subset \Phi^{\prime}$ is a rigged Hilbert space and $A$ is continuous in the topology of $\Phi$. $[D(A)$ is used to denote the domain of definition of $A$.

It is known ${ }^{4}$ that a rigorous formulation of the Dirac formalism results if the eigenbras of the observable $A$ are identified with those generalized eigenvectors of A which correspond to the points of the Hilbert space spectrum of $A$. The problem is to find a connection between these generalized eigenvectors and the von Neumann spectral decomposition $A=\int u d E_{u}$.

## 2. WEAK DERIVATIVES OF FUNCTIONALS

$\operatorname{Let}^{7} H-\int_{\Lambda} H(u) d \mu(u)$ be a realization of $H$ as a direct integral of Hilbert spaces induced by the operator $A$. The set $\Lambda \subset R^{1}$ is the spectrum of $A$, and $\operatorname{dim} H(u)$
$=d(u), u \in \Lambda$, is the spectral multiplicity of $A$ at the point $u$. We denote by $e_{i}(u), i=1,2, \ldots, d(u)$, an orthonormal basis in $H(u)$. Since the measure $\mu$ is finite, ${ }^{7}$ the vector fields $e_{i}^{\prime}: u \rightarrow e_{i}(u), i=1,2, \ldots, e_{i}(u)=0$ for $i>d(u)$, are contained in $\int_{\Lambda} H(u) d \mu(u)$. Denote by $e_{i}$ the corresponding elements of $H$. Then

$$
\left(e_{i}, e_{i}\right)_{H}=\int_{\Lambda}\left(e_{i}(u), e_{i}(u)\right)_{u} d \mu(u) \leqslant \mu(\Lambda)
$$

where $(\cdot,)_{H}$ and $(\cdot, \circ)_{u}$ are the inner products in $H$ and $H(u)$, respectively. Using the elements $e_{i}$, a smooth transition between the Dirac and von Neumann spectral decompositions of $A$ can be obtained.

Consider an arbitrary element $\phi$ in $\Phi$ and let $\phi-\phi(u)$ be the realization of $\phi$ induced by the realization $H \longrightarrow \int_{\Lambda} H(u) d \mu(u)$. Then

$$
\left(E(\Delta) e_{i}, \phi\right)=\int_{\Delta}\left(e_{i}(u), \phi(u)\right)_{u} d \mu(u)
$$

where we have used the fact that $E_{u}, u \in \Lambda$, constitutes a resolution of identity. ( $\Delta \subset R^{1}$ is a Borel set.) Denote by $\mu_{i}$ the complex measure defined by $\mu_{i}(\Delta)=\left(E(\Delta) e_{i}, \phi\right)$. Using the Schwarz inequality it is not difficult to show that $\mu_{i}$ is absolutely continuous with respect to the finite positive measure $\mu_{e_{i}}$ defined by $\mu_{e_{i}}(\Delta)=\left(E(\Delta) e_{i}, e_{i}\right)$. Since the measure $\mu$ can be defined ${ }^{7}$ as

$$
\mu(\Delta)=\sum_{i=1}^{N} a_{i} \mu_{e_{i}}(\Delta)
$$

where $\sum_{i=1}^{N} a_{i}<\infty, a_{i}>0$, and where $N=\sup _{u \in \Lambda} d(u)$ may possibly be ${ }^{\infty}$, it follows that $\mu_{i}$ is absolutely continuous with respect to $\mu$. From the Radon-Nikodym theorem for complex measures ${ }^{8}$ it follows that the function $h_{i}^{\infty}(u)$ $=\left(e_{i}(u), \phi(u)\right)_{u}$ can be identified with the RadonNikodym derivative $d \mu_{i} / d \mu$.

Considered as functions of $\phi, h_{i}^{u}(\phi)=h_{i}^{\phi}(u)$, $i=1,2, \ldots, d(u)$, are elements of $\Phi^{\prime}$ and, in fact, they constitute ${ }^{7}$ a complete set of generalized eigenvectors of $A$. What remains, therefore, is to establish a relation between $h_{i}^{\mu}(\phi)$ and $E_{u}$.

Consider the linear functional $f_{i}^{u}(\phi)=\left(E_{u} e_{i}, \phi\right)$. Then $f_{i}^{u} \in \Phi^{\prime}$ and it can be shown that the weak derivative ${ }^{7}$ $g_{i}^{u}(\phi)=d f_{i}^{u}(\phi) / d \mu(u)$ of $f_{i}^{u}$ with respect to $\mu$ exists and is well defined as a continuous linear functional on $\Phi$. From the definition of $\mu_{i}$ and the fact that

$$
\frac{d \mu_{i}}{d \mu}(u)=\left(e_{i}(u), \phi(u)\right)_{u}=h_{i}^{u}(\phi)
$$

it follows that $g_{i}^{\mu}$ and $h_{i}^{u}$ can be identified. If we use the Dirac bra notation $\langle u i|$ for the generalized eigenvector
$h_{i}^{u}$, we have that

$$
\langle u i \mid \phi\rangle=g_{i}^{u}(\phi)=\frac{d\left(E_{u} e_{i}, \phi\right)}{d \mu(u)}
$$

or (with a slight abuse of notation)

$$
\langle u i|=\frac{d E_{u} e_{i}}{d \mu}
$$

and this relation represents the connection between the Dirac and von Neumann spectral decompositions of $A$.
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# Temporally inhomogeneous scattering theory for modified wave operators 

Joseph H. Hendrickson<br>Department of Mathematical Sciences, State University of New York, Binghamton, New York 13901 (Received 4 October 1974)


#### Abstract

A theorem of Alsholm and Kato, which gives existence of modified wave operators for a large class of long range potentials, is extended to include time dependent potentials. It is then shown that these temporally inhomogeneous modified wave operators $W_{D \pm}(S)$ vary continuously, in some sense, on the potentials. This result is new for both time dependent and time independent potentials. In addition, part of the nonuniqueness problem of modified wave operators is resolved by noting that the modified wave operators are asymptotically unique.


## 1. INTRODUCTION

In nonrelativistic scattering theory a particle at time $t \in \mathbb{R}$ is represented by $u(t, \cdot) \in L^{2}\left(\mathbb{R}^{n}\right)$. The Hamiltonian $H(t)$ of the particle is, for each $t \in \mathbb{R}$, a self-adjoint operator on $L^{2}\left(\mathbb{R}^{n}\right)$ and determines the motion of the particle according to the Schrödinger equation:

$$
\frac{\partial}{\partial t} u(t, x)=-i H(t) u(t, x) .
$$

Kato ${ }^{1}$ has given conditions on $H(t)$ under which the Schrödinger equation can be solved in the sense of finding a family of unitary evolution operators $\{U(t, s): t$, $s \in \mathbb{R}\}$ satisfying $u(t, x)=U(t, s) u(s, x)$. The Hamiltonian for a free particle is $H_{0}=-\Delta / 2$. Potential scattering concerns itself with Hamiltonians of the form $H(t)$ $=H_{0}+V(t, x)$, where $V(t, \cdot) \in L_{10 \mathrm{cc}}^{2}\left(\mathbb{R}^{n}\right)$. Goldstein and Monlezun ${ }^{2}$ have reformulated Kato's conditions in the case of potential scattering:
(AI) Assume $V(t, x)=\sum_{j=0}^{m} V^{j}(t, x)$, where $V^{j}(t, x)$ is real valued and in $L^{p_{j}}\left(\mathbb{R}^{n}\right)$ with $2 \leqslant p_{j}<\infty$ and $p_{j}>n / 2$ for $j$ $=1, \ldots, m$ and with $p_{0}=\infty$. Assume that as a function of $t, V^{j}: \mathbb{R} \rightarrow L^{\phi_{j}}\left(\mathbb{R}^{n}\right)$ is piecewise strongly continuously differentiable.

Condition AI also implies that $D \equiv D\left(H_{0}\right)=D(H(t))$ $=W^{2,2}\left(\mathbb{R}^{n}\right)$, the Sobolev space of order 2 , for all $t \in \mathbb{R}$.

The standard wave operators are defined as

$$
W_{ \pm}(s)=\underset{t \rightarrow \pm \infty}{s-\lim _{t}} U(s, t) U_{0}(t, s),
$$

where $U_{0}(t, s)=\exp \left[-i(t-s) H_{0}\right]$ is the evolution operator for $H_{0}$. This definition was originally proposed by Jauch ${ }^{3}$ and extended to time dependent Hamiltonians by Monlezun. ${ }^{4}$ The existence of these strong limits is an expression of the fact that the motion described by $U(t, s)$ is asymptotically free. If $f_{t}(0, \cdot)$ are the free particles that asymptotically approximate $u(0, x)$, then $u(s, x)=W_{ \pm}(s) f_{ \pm}(s, x)$. For time independent, short range potentials, i.e., $V(x)=O\left(|x|^{-1-\epsilon}\right)$ for $\epsilon>0$, this convergence is well known. (See Jauch. ${ }^{3}$ ) However, Dollard ${ }^{5,6}$ showed that for the Coulomb potential $1 /|x|$ convergence fails, indicating that such "long range" potentials have a residual effect at large distances. Dollard was able to force convergence by the addition of an ad hoc "anomolous term" to the free evolution operator. This was not totally intuitively satisfactory and others
(Amrein, Martin, and Misra ${ }^{7}$; Lavine ${ }^{8}$; Thomas ${ }^{9}$ ) re-
defined the wave operators in terms of momentum observables and were able to show convergence. These results are made reasonable by the following examples of classical scattering in one dimension.

First, consider the short range potential $V(x)=-1 /$ $x^{2}$. Solving $\ddot{x}( \pm)=-V^{\prime}(x)$, Newton's second law, one easily sees that the motion is asymptotically free (straight line) motion:

$$
x(t) \doteq \pm \sqrt{2 c_{1}} t \pm \sqrt{2 c_{1}} c_{2} \text { for large } t
$$

where $c_{1}, c_{2}$ are arbitrary constants. In the long range case $V(x)=-1 /|x|$, motion remains asymptotically unfree:

$$
x(t) \stackrel{\circ}{=} \pm \sqrt{2 c_{1}} t \pm \sqrt{2 c_{1}} c_{2}+\left(1 / c_{1}\right) \log (2 \sqrt{x}) .
$$

However, in agreement with the results mentioned above, the momentum even in the long range case is asymptotically free (constant):

$$
\dot{x}(t)= \pm\left(2 x^{-1}+2 c_{1}\right)^{1 / 2} \doteq \sqrt{2} c_{1} .
$$

For details see the author's dissertation. ${ }^{10}$
This indicates that the asymptotic dynamics, while not free, do conserve momentum; i.e., their Hamilton does not depend explicitly on $x$ and is, therefore, of the form $H_{0}+P(t, p)$, where $p=-i \Delta_{x}$. If $P(t, p)$ were set equal to $V(t, p t)$, this would agree with Dollard's anomolous term. For a more intuitive motivation, see Alsholm, ${ }^{11}$ Hendrickson, ${ }^{10}$ Herbst. ${ }^{12}$ To show convergence with this definition, it is necessary to place growth conditions on $V(t, x)$ in each variable. The following conditions are modeled after those of Alsholm and Kato ${ }^{13}$ :
(AII) Assume $V(t, x)=V_{1}(t, x)+V_{2}(t, x)+V_{L}(t, x)$ and
(a) there exist positive constants $c, \epsilon, \beta, \gamma$, and $M$ such that

$$
1 \geqslant \beta>\frac{1}{2} \text { and } \gamma>(1-\beta)^{2} \beta^{-1}
$$

and such that the following hold:
(b) $\left|V_{2}(t, x)\right| \leqslant c(1+|x|)^{-1-\epsilon}$.
(c) $D_{t}^{\alpha_{1}} D_{x}^{\alpha_{2}} V_{L}(t, x) \in L_{1 \mathrm{oc}}^{1}\left(\mathbb{R}^{n+1}\right)$ for $\left|\alpha_{1}\right|=0,1$ and $\alpha_{2}=0,1,2,3$. The derivatives are taken as distributions.
(d) $\left|D_{x}^{\alpha} V_{L}(t, x)\right| \leqslant \begin{cases}c(1+|x|)^{-1-\beta}, & |\alpha|=1, \\ c(1+|x|)^{-2-\gamma}, & |\alpha|=2,3 .\end{cases}$
(e) $\left|D_{t} D_{x}^{\alpha} V_{L}(t, x)\right|$

$$
\leqslant \begin{cases}c(1+|t|)^{-1}(l+|x|)^{-1-\beta}, & |\alpha|=1 \\ c(1+|t|)^{-1}(l+|x|)^{-2-\gamma}, & |\alpha|=2,3\end{cases}
$$

( $f$ ) $V_{1}(t, \cdot) \in L^{2}\left(\mathbb{R}^{n}\right)$ for all $|t|>t_{0}>0$ for some constant $t_{0}$ and $\left\|V_{1}(t, \cdot)\right\|_{2} \leqslant M$ for all $|t|>t_{0}$.
Unnecessary growth conditions on the essentially short range potentials $V_{1}$ and $V_{2}$ are avoided by using only $V_{L}$ in the definition below of the anomolous term.

If $F \in L^{2}\left(\mathbb{R}^{n}\right)$, its Fourier transform and inverse transform are denoted $\hat{F}$ and $\check{F}$ respectively, where

$$
\hat{F}(\rho)=\text { 1.i.m. }(1 / 2 \pi)^{n / 2} \int_{\mathbb{R}^{n}} \exp (-i x \cdot p) F(x) d x
$$

$F(p)$ can be considered as an operator in $L^{2}\left(\mathbb{R}^{n}\right)$ defined by

$$
F(p) u(x)=[F(p) \hat{u}(p)]^{2} .
$$

In particular, $F(p)=p$ is the operator $-i \nabla_{x}$. In this context, we define the Dollard anomolous term generalized to time dependent potentials and the associated asymptotic or "semifree" evolution operators.

Definition: Let $X_{s}^{t}(p)=\int_{s}^{t} V_{L}(\tau, p \tau) d \tau$. To conform with the notation of Alsholm and Kato, we abbreviate $X_{0}^{t}(p)$ $=X_{t}(p)$.

Definition: Let

$$
\begin{aligned}
U_{0}^{\prime}(t, s) & =\exp \left(-i \int_{s}^{t} H_{0}+V_{L}(\tau, p \tau) d \tau\right) \\
& =\exp \left[-i(t-s) H_{0_{e}}-i X_{s}^{t}(p)\right]
\end{aligned}
$$

be the evolution operator for $H_{0}+V_{L}(t, p t)$.
The following theorem generalizes that of Alsholm and Kato ${ }^{13}$ to the case of time dependent potentials.

Theorem 1: Let $n \geqslant 3$. Assume AI and AII. Then the temporally inhomogeneous modified wave operators

$$
W_{D_{ \pm}}(s)=\underset{t \rightarrow \pm \infty}{s-\lim _{t \rightarrow \infty} U(s, t) U_{0}^{\prime}(t, s), ~(t)}
$$

exist for all $s \in \mathbb{R}$. In particular, if $u \in C_{0}^{\infty}\left(\mathbb{R}^{n} \backslash\{0\}\right)^{\text {n }}$, i.e., $\hat{u}$ is infinitely differentiable with compact support missing the origin, then there are positive constants $c_{u}$ and $\nu$, which depend only on $u, M, C, \epsilon, \beta$, and $\gamma$ such that, for $|t|>t_{0}$,

$$
\left\|W_{D_{ \pm}}(s) u-U(s, t) U_{0}^{\prime}(t, s) u\right\| \leqslant c_{u} t^{-\nu}
$$

## 2. PROOF OF THEOREM 1

Throughout this paper, $u$ shall always refer to an element of the dense set $C_{0}^{\infty}\left(\mathbb{R}_{n} \backslash\{0\}\right)^{2}$ with $K=\operatorname{supp} \hat{u}$. We shall often use without comment the fact that convergence of a sequence of uniformly bounded operators on this dense set implies strong convergence. Let $W(t)$ $=U(0, t) U_{0}^{\prime}(t, 0) u$ and $\phi(t)=\|(d / d t) W(t)\|$. We first reduce Theorem 1 to the problem of bounding $\phi(t)$ by $c_{u} t^{-1-\nu}$. By assuming this bound, the case of $W_{D \pm}(0)$ follows from the

Cook-Kuroda method:

$$
\begin{aligned}
& \left\|W\left(t_{2}\right)-W\left(t_{1}\right)\right\| \leqslant\left\|\int_{t_{1}}^{t_{2}} \frac{d}{d t} W(t) d t\right\| \\
& \left.=\frac{c_{u}}{\nu} t^{-\nu} \left\lvert\, \begin{array}{l}
t_{2} \\
t_{1}
\end{array}\right.\right\} \text { as } t \rightarrow \pm \infty
\end{aligned}
$$

For the general case we use the following lemma, which follows directly from the definition of $W_{D \pm}(s)$.

Lemma 1: If $W_{D_{ \pm}}(t)$ exists for some $t \in \mathbb{R}$, then $W_{D_{ \pm}}(s)$ exists for every $s \in \mathbb{R}$ and

$$
W_{D_{ \pm}}(s)=U(s, t) W_{D_{ \pm}}(t) U_{0}^{\prime}(t, s)
$$

Thus

$$
\begin{aligned}
& \left\|W_{D_{ \pm}}(s) u-U(s, t) U_{0}^{\prime}(t, s) u\right\| \\
& \quad=\left\|\left[W_{D_{ \pm}}(0)-U(0, t) U_{0}^{\prime}(t, 0)\right] U_{0}^{\prime}(0, s) u\right\| \leqslant C_{W} t^{-1-v}
\end{aligned}
$$

where $C_{W}=U_{0}^{\prime}(0, s) u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\{0\}\right)^{-}$.
So, turning our attention to $\phi(t)$, we see

$$
\begin{aligned}
\phi(t)= & \left\|\frac{d}{d t} U(0, t) U_{0}^{\prime}(t, 0) u\right\| \\
= & \left\|\left[V(t, x)-V_{L}(t, p t)\right] U_{0}^{\prime}(t, 0) u\right\| \\
\leqslant & \left\|V_{1}(t, x) U_{0}^{\prime}(t, 0) u\right\| \\
& +\left\|V_{2}(t, x) U_{0}^{\prime}(t, 0) u\right\| \\
& +\left\|\left[V_{L}(t, x)-V_{L}(t, p t)\right] U_{0}^{\prime}(t, 0) u\right\| \\
\equiv & \phi_{1}(t)+\phi_{2}(t)+\phi_{3}(t)
\end{aligned}
$$

The terms $\phi_{2}(t)$ and $\phi_{3}(t)$ correspond to what Alsholm and Kato call $\phi_{S}(t)$ and $\phi_{L}(t)$. Although the terms are somewhat different, the bounds are arrived at by arguments similar enough to make repetition unnecessary. One must merely note upon what the constants $c_{u}$ and $\nu$ depend. In bounding $\phi_{1}(t)$ we use the following identity from Alsholm ${ }^{11}$ :

$$
\begin{aligned}
& \exp \left(i t|p|^{2} / 2\right) F(x) \exp \left(-i t|p|^{2} / 2\right)=\exp \left(-i|x|^{2} / 2 t\right) F(t p) \\
& \quad \times \exp \left(i|x|^{2} / 2 t\right) \\
& \begin{aligned}
\phi_{1}(t) & =\left\|V_{1}(t, x) \exp \left(-i t H_{0}\right) \exp \left(-i X_{t}\right) u\right\|_{2} \\
& =\left\|V_{1}(t, p t) \exp \left(i|x|^{2} / 2 t\right) \exp \left(-i X_{t}\right) u\right\|_{2} \\
\quad & \leqslant V_{1}(t, p t)\left\|_{2}\right\| \exp \left(-i X_{t}\right) u \|_{\infty} \\
& \leqslant t^{-n / 2}\left\|V_{1}\left(t_{i}\right)\right\|_{2}\left\|\exp \left(-i X_{t}\right) \hat{u}\right\|_{1} \\
& \leqslant t^{-n / 2} M\|\hat{u}\|_{1}
\end{aligned}
\end{aligned}
$$

We note that the only need for restricting $n \geqslant 3$ was to insure $n / 2>1$ at this point and thus allow singular, Coulomb-like potentials. For detailed proofs of the bounds for $\phi_{2}(t)$ and $\phi_{3}(t)$ and for examples of time dependent potentials to which Theorem 1 applies, see the author's dissertation. ${ }^{10}$

## 3. ASYMTOTIC UNIQUENESS OF WAVE OPERATORS

The decomposition of $V$ is not unique since $V_{L}$ is allowed to contain as little or as much of the short range part of $V$ as satisfies AII. However, the nonuniqueness this introduces into the definition of the wave operator vanishes in the limit.

Proposition: Assume $V=V_{1}+V_{2}+V_{L}=V_{1}^{\prime}+V_{2}^{\prime}+V_{L}^{\prime}$ satisfies AI and AII with respect to each decomposition. If $W_{D_{ \pm}}(s)$ and $W_{D_{ \pm}}^{\prime}(s)$ are the respective wave operators of Theorem 1, then

## Proof:

$$
\begin{aligned}
& \lim _{s \rightarrow \pm \infty}\left\|W_{D_{ \pm}}(s) u-W_{D_{ \pm}}^{\prime}(s) u\right\|_{2} \\
&= \lim _{s \rightarrow \pm \infty} \lim _{t \rightarrow \pm} \| U(s, t) U_{0}(t, s) \exp \left(-i \int_{s}^{t} V_{L}(\tau, p \tau) d \tau\right) u \\
&-U(s, t) U_{0}(t, s) \exp \left(-i \int_{s}^{t} V_{L}^{\prime}(\tau, p \tau) d \tau\right) u \|_{2} \\
&= \lim _{s \rightarrow \infty} \lim _{t \rightarrow \pm \infty}\left\|u-\exp \left(-i \int_{s}^{t} V_{L}^{\prime}-V_{L}(\tau, p \tau) d \tau\right) u\right\|_{2} \\
&= \lim \lim \left\|\left[1-\exp \left(-i \int_{s}^{t} V_{L}^{\prime}-V_{L}(\tau, p \tau) d \tau\right)\right] \hat{u}\right\|_{2} \\
&= \lim _{s \rightarrow \pm \infty} \lim _{t \rightarrow \pm \infty}\left\|\sup _{p \in k}\right\| \int_{s}^{t} V_{L}^{\prime}-V_{L}(\tau, p \tau) d \tau\left\|_{\infty}\right\| u \|_{2} \rightarrow 0
\end{aligned}
$$

as $s, t \rightarrow \pm \infty$ since $V_{L}^{\prime}-V_{L}=V_{1}-V_{1}^{\prime}+V_{2}-V_{2}^{\prime}=$ an $L^{2}$ function +a short range function.

## 4. APPROXIMATION THEOREM

In Theorem 1, it was noted that the rate of convergence of $W_{D \pm}(s) u$ which was established depended only on the bounding constants of the potential, i.e., on $M, c, \epsilon, \beta$, and $\gamma$, rather than on the potential directly. Thus, if a collection of potentials can be bounded uniformly by such constants, then their respective wave operators will converge uniformly. This observation is the basis of the following result.

Theorem 2: Let $V, V_{L}, V_{m}: \mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$, $m=1,2,3, \cdots$, be such that
(BI) The evolution operators $\{U(t, s)\}$ for $H(t)$ $=H_{0}+V(t, \cdot)$ exist.
(BII) $V_{m}=V_{1, m}+V_{2, m}+V_{L, m}$ satisfy AI and AII with the given decompositions for $m=1,2,3, \cdots$.
(BII) There exist positive constants $M, \epsilon, \beta, \gamma$ and $c$ such that
(i) $\gamma>(l-\beta)^{2} \beta^{-1}$,
(ii) $\epsilon_{m} \rightarrow \epsilon, \beta_{m} \rightarrow \beta, \gamma_{m} \rightarrow \gamma, c_{m} \rightarrow c, M_{m} \rightarrow M$, where
$\epsilon_{m}, \beta_{m}, \gamma_{m}, c_{m}$, and $M_{m}$ are the bounding constants of AII associated with $V_{m}$.
(BIV) For every $t$, there exists a $p_{t}$ such that $n \leqslant p_{t}$ $\leqslant \infty$ and $\left\|V(t, \cdot)-V_{m}(t, \cdot)\right\|_{p_{t}} \rightarrow 0$ as $m \rightarrow \infty$.
(BV) For all $p \in \mathbb{R}^{n}, t \rightarrow V_{L}(t, p t)$ is in $L_{10 c}^{1}(\mathbb{R})$ and for all compact $k \subseteq \mathbb{R}^{n} \backslash\{0\}, \sup _{p \in k} \mid \int_{s}^{t} V_{L}\left(\tau, p^{\tau}\right)$
$-V_{E, m}(\tau, p \tau) d \tau \mid \rightarrow 0$ as $s, t \rightarrow \pm \infty$.
Let $W_{D \pm, m}(s)$ be the wave operators for $V_{m}$ and let
$\bar{W}_{D \pm}(s)=\underset{t \rightarrow \pm \infty}{s-\lim _{t} U(s, t) U_{0}(t, s) \exp \left(-i \int_{s}^{t} V_{L}(\tau, p \tau) d \tau\right) . ~ . ~ . ~ . ~}$
Then $\bar{W}_{D_{ \pm}}(s)$ exists and equals $s-\lim _{m \rightarrow \infty} W_{D_{ \pm}, m}(s)$.
Theorem 2 will be proved by a series of lemmas. Let $\left\{U_{m}(t, s)\right\}$ be the evolution operators for $H_{m}(t)=H_{0}$ $+V_{m}(t, \cdot)$. We use the following notation where $u \in{ }_{\boldsymbol{C}}^{\boldsymbol{C}}{ }_{0}^{\infty}\left(\mathbf{R}^{n} \backslash\{0\}\right)^{\text {c }}$ :

$$
\begin{aligned}
& X_{s}^{t}(p)=\int_{s}^{t} V_{L}(\tau, p \tau) d \tau, \\
& X_{s, m}^{t}(p)=\int_{s}^{t} V_{L, m}(\tau, p \tau) d \tau, \\
& W(t)=U(s, t) U_{0}(t, s) \exp \left(-i X_{s}^{t}\right) u, \\
& W_{m}(t)=U_{m}(s, t) U_{0}(t, s) \exp \left(-i X_{s, m}^{t}\right) u, \\
& W=\lim _{t \rightarrow \pm \infty} W(t), \\
& W_{m}=\lim _{t \rightarrow \pm \infty} W_{m}(t) .
\end{aligned}
$$

Lemma 2.1: $U(t, s)=s-\lim _{m \rightarrow \infty} U_{m}(t, s)$.
Proof: By Goldstein, ${ }^{14}$ it suffices to show that $[i H(t)-\zeta]^{-1}-\left[i H_{m}(t)-\zeta\right]^{-1} \rightarrow 0$ for all $\zeta>0$ and $t \in \mathbb{R}$. Note that $\left[i H_{m}(t)-\zeta\right]^{-1}$ is uniformly bounded by $1 / \zeta$.

$$
\begin{aligned}
& \left\|[i H(t)-\zeta]^{-1} u-\left[i H_{m}(t)-\zeta\right]^{-1} u\right\|_{2} \\
& \quad=\left\|\left[i H_{m}(t)-\zeta\right]^{-1}\left[V_{m}(t, \cdot)-V(t, \cdot)\right][i H(t)-\zeta]^{-1} u\right\|_{2} \\
& \quad \leqslant \zeta^{-1}\left\|V_{m}(t, \cdot)-V(t, \cdot)\right\|_{p_{t}}\left\|[i H(t)-\zeta]^{-1} u\right\|_{r},
\end{aligned}
$$

where $1 / r+1 / p_{t}=\frac{1}{2}$. Since $\left\|V_{m}(t, \cdot)-V(t, \cdot)\right\|_{p_{t}} \rightarrow 0$ and $n \leqslant p_{t} \leqslant \infty$ by assumption, it suffices to show that $\|[i H(t)$ $-\zeta]^{-1} u \|_{r}<\infty$ for $2 \leqslant r \leqslant 2 n /(n-2)$. But $v \equiv[i H(t)$
$-\zeta]^{-1} u \in D \equiv W^{2,2}$. Thus $\|v\|_{2}<\infty$. Also $D^{\alpha} v \in L^{2}\left(\mathbb{R}^{n}\right)$ for all $|\alpha|=1$, which implies $\|v\|_{2 n /(n-2)}<\infty$ by Sobolev's inequality. (See Friedman. ${ }^{15}$ )

Lemma 2.2: s-lim $m_{m \rightarrow \infty} \exp \left(-i X_{s, m}^{t}\right)=\exp \left(-i X_{s}^{t}\right)$.
Proof:

$$
\begin{aligned}
& \left\|\exp \left(-i X_{s, m}^{t}\right) u-\exp \left(-i X_{s}^{t}\right) u\right\|_{2} \\
& \leqslant\|u\|_{2} \sup _{p \in K}\left|\exp \left(-i X_{s, m}^{t}\right)(p)-\exp \left(-i X_{s}^{t}\right)(p)\right| \\
& \leqslant\|u\|_{2} \sup _{p \in k}\left|\int_{s}^{t} V_{L, m}(\tau, p \tau)-V_{L}(\tau, p \tau) d \tau\right| \rightarrow 0
\end{aligned}
$$

by assumption.
Lemma 2.3: For each $t \in \mathbb{R}, \lim _{m \rightarrow \infty} W_{m}(t)=W(t)$.
Proof:
$\left\|W(t)-W_{m}(t)\right\|$

$$
\begin{aligned}
& =\left\|\left[U(s, t) \exp \left(-i X_{s}^{t}\right)-U_{m}(s, t) \exp \left(-i X_{s, m}^{t}\right)\right] U_{0}(t, s) u\right\| \\
& \leqslant\left\|\left[U(s, t)-U_{m}(s, t)\right] \exp \left(-i X_{s}^{t}\right) U_{0}(t, s) u\right\| \\
& +\left\|U_{m}(s, t)\left[\exp \left(-i X_{s}^{t}\right)-\exp \left(-i X_{s, m}^{t}\right)\right] U_{0}(t, s) u\right\| \rightarrow 0
\end{aligned}
$$

by Lemmas 2.1 and 2.2.
Lemma 2.4: $\left\{W_{m}\right\}$ is a Cauchy sequence in $m$.
Proof: By BIII, we can assume that the bounds $\epsilon_{m}, \beta_{m}$, $\gamma_{m}, C_{m}$, and $M_{m}$ can be replaced by uniform bounds. Thus, by Theorem 1, there exists $c_{u}>0, v>0$ such that $\sup _{m}\left\|W_{m}-W_{m}(t)\right\| \leqslant c_{u} t^{-v} \equiv a(t) \rightarrow 0$ as $t \rightarrow \pm \infty$. Let $\epsilon_{1}>0$. For some fixed $t_{1}$ so large that $a\left(t_{1}\right)<\epsilon_{1}$, choose $N>0$ such that $m, \bar{m}>N$ implies $\left\|W_{m}\left(t_{1}\right)-W_{\bar{m}}\left(t_{1}\right)\right\|<\epsilon_{1}$. Then

$$
\begin{aligned}
& \left\|W_{m}-W_{\bar{m}}\right\| \\
& \quad \leqslant\left\|W_{m}-W_{m}\left(t_{1}\right)\right\|+\left\|W_{m}\left(t_{1}\right)-W_{\bar{m}}\left(t_{1}\right)\right\|+\left\|W_{\bar{m}}\left(t_{1}\right)-W_{\bar{m}}\right\| \\
& \quad \leqslant 3 \epsilon_{1} .
\end{aligned}
$$

Lemma 2.5: The limits $W=\lim _{t \rightarrow{ }_{+\infty}} W(t)$ exist.

Proof: We show $\{W(t)\}$ is Cauchy as $t \rightarrow \infty$. Let $\epsilon_{1}>0$ and choose $T$ so large that $t>T$ implies $a(t)<\epsilon_{1}$. Let $t, \bar{t}>T$. Choose $m, \bar{m}$ so large that

$$
\left\|W(t)-W_{m}(t)\right\|+\left\|W(\bar{t})-W_{\bar{m}}(\bar{t})\right\|+\left\|W_{m}-W_{\bar{m}}\right\|<\epsilon_{1} .
$$

Then

$$
\begin{aligned}
&\|W(t)-W(\bar{t})\| \\
& \leqslant\left\|W(t)-W_{m}(t)\right\|+\left\|W_{m}(t)-W_{m}\right\|+\left\|W_{m}-W_{\bar{m}}\right\| \\
& \quad+\left\|W_{\bar{m}}-W_{\bar{m}}(\bar{t})\right\|+\left\|W_{\bar{m}}(\bar{t})-W(\bar{t})\right\| \leqslant 3 \epsilon_{1} .
\end{aligned}
$$

Lemma 2.6: $W=\lim _{m \rightarrow \infty} W_{m}$.
Proof: Let $\epsilon_{1}>0$. Choose $|t|$ so large that $\|W-W(t)\|$ $+a(t)<\epsilon_{1}$. Choose $N>0$ such that $m>N$ implies $\| W(t)$
$-W_{m}(t) \|<\epsilon_{1}$. Then, for all $m>N$,

$$
\begin{aligned}
\left\|W-W_{m}\right\| & \leqslant\|W-W(t)\|+\left\|W(t)-W_{m}(t)\right\|+\left\|W_{m}(t)-W_{m}\right\| \\
& <2 \varepsilon_{1} \cdot .
\end{aligned}
$$
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# Studies in the Kerr-Newman metric 
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The Kerr-Newman metric is analyzed according to the null tetrad formalism. The components of the Weyl and the Ricci tensors are calculated and these tensors are then projected on a suitable null-tetrad basis. The spin coefficients of Newman and Penrose are also calculated. These results are applied to obtain the equations of gravitational and neutrino perturbations in the Kerr-Newman metric.

## I. INTRODUCTION

In this note we shall work out some standard properties of the Kerr-Newman metric. ${ }^{1}$ First the components of the Riemann, the Ricci, and the Weyl conformal tensors are calculated. Next the Weyl and the Ricci tensors are analyzed according to the null-tetrad formalism due to Newman and Penrose. ${ }^{2}$ A tetrad basis is chosen such that its two real null vectors are the repeated principal null vectors of the Weyl tensor. The twelve spin coefficients defined by Newman and Penrose ${ }^{3}$ are also calculated. These results are summarized in the next Sec. II. It should be noted that not all results of Sec. II are new. In particular, the expressions for the tetrad projections of the Maxwell tensor and hence also of the Ricci tensor (with a different choice of tetrad basis than in this paper) have already been given in the paper of Newman et al. ${ }^{1}$ But the rest of the material in Sec. II is new. Finally, these results are applied to study the equations governing the neutrino and the gravitational perturbations in the KerrNewman geometry. Our calculation here closely parallels the work of Teukolsky ${ }^{3}$ who has given an el egant derivation of the equations governing perturbations in an uncharged Kerr metric. It is found that the neutrino equation for the present case is a simple generalization of the corresponding equation of Teukolsky, but the equation for gravitational perturbation is considerably more involved. In fact, a decoupled equation does not result for the latter in contrast to the situation in uncharged Kerr metric. ${ }^{3}$

## II. ANALYSIS OF THE KERR-NEWMAN METRIC IN TERMS OF NULL-TETRAD FORMALISM

The components of the Riemann, the Ricci, and the Weyl conformal tensors for the Kerr-Newman metric are listed in the Appendix. From these expressions we can calculate the tetrad projections of these tensors once a choice of the tetrad is made. We shall consider a tetrad $\left\{l^{\mu}, n^{\mu}, m^{\mu}, m^{* \mu}\right\}$ of null vectors satisfying the usual conditions

$$
\begin{equation*}
l_{\mu} n^{\mu}=-m_{\mu} m^{* \mu}=1, \quad l_{\mu} m^{\mu}=n_{\mu} m^{\mu}=0 . \tag{1}
\end{equation*}
$$

Then

$$
\begin{equation*}
g^{\mu \nu}=l^{\mu} n^{\nu}+n^{\mu} l^{\nu}-m^{\mu} m^{* \nu}-m^{* \mu} m^{\nu} \tag{2}
\end{equation*}
$$

The real vectors $l^{\mu}$ and $n^{\mu}$ will be chosen to be the double principal null vectors of the Weyl tensor. In the
null coordinate (see Appendix) the explicit form of the tetrad is then ${ }^{4}$

$$
\begin{align*}
& l^{\mu}=\delta_{1}^{\mu}, \quad n^{\mu}=\frac{r^{2}+a^{2}}{\Sigma} \delta_{0}^{\mu}-\frac{\Delta}{2 \Sigma} \delta_{1}^{\mu}+\frac{a}{\Sigma} \delta_{3}^{\mu}, \\
& m^{\mu}=\frac{1}{\sqrt{2}(r+i a \cos \theta)}\left\{i a \sin \theta \delta_{0}^{\mu}+\delta_{2}^{\mu}+\frac{i}{\sin \theta} \delta_{3}^{\mu}\right\} . \tag{3}
\end{align*}
$$

In the above, $\Sigma=r^{2}+a^{2} \cos ^{2} \theta$ and $\Delta=r^{2}+a^{2}+e^{2}-2 m r$. $m^{* /}$ is the complex conjugate of $m^{\mu}$. Using the above tetrad (3) the projections of the various tensors (given in the Appendix) can be calculated by straightforward calculations. The result of this exercise for the Weyl tensor is

$$
\begin{align*}
\Psi_{0} & \equiv-C_{\mu \nu \lambda \sigma} l^{\mu} m^{\nu} l^{\lambda} m^{\sigma}=0, \quad \Psi_{1} \equiv-C_{\mu \nu \lambda \sigma} l^{\mu} n^{\nu} l^{\lambda} m^{\sigma}=0,  \tag{4}\\
\Psi_{3} & \equiv-C_{\mu \nu \lambda \sigma} m^{* \mu} n^{\nu} l^{\lambda} n^{\sigma}=0, \quad \Psi_{4} \equiv-C_{\mu \nu \lambda \sigma} m^{* \mu^{\nu}} n^{*} m^{* \lambda} n^{\sigma}=0, \\
\Psi_{2} & \equiv-C_{\mu \nu \lambda \sigma} m^{* \mu} n^{\nu} l^{\lambda} m^{\sigma}  \tag{5}\\
& =-\frac{1}{(r-i a \cos \theta)^{3}(r+i a \cos \theta)}\left[m(r+i a \cos \theta)-e^{2}\right] .
\end{align*}
$$

Thus the null vectors $l^{\mu}$ and $n^{\mu}$ given by Eq. (3) are along the repeated principal null direction of the Weyl tensor. The tetrad components of the Ricci tensor are similarly calculated:

$$
\begin{aligned}
\Phi_{00} & \equiv-\frac{1}{2} R_{\mu \nu} \nu^{\mu} l^{\nu}=0, \quad \Phi_{01} \equiv-\frac{1}{2} R_{\mu \nu} \nu^{\mu} m^{\nu} \equiv \Phi_{10}^{*}=0, \\
\Phi_{02} & \equiv-\frac{1}{2} R_{\mu \nu} m^{\mu} m^{\nu} \equiv \Phi_{20}^{*}=0, \quad \Phi_{22} \equiv-\frac{1}{2} R_{\mu \nu} n^{\mu} n^{\nu}=0, \quad(6) \\
\Phi_{12} & \equiv-\frac{1}{2} R_{\mu \nu} \nu^{\mu} m^{\nu} \equiv \Phi_{21}^{*}=0, \quad \Phi_{11} \equiv-\frac{1}{4} R_{\mu \nu}\left(l^{\mu} n^{\nu}+m^{\mu} m^{* \nu}\right) \\
& =\frac{e^{2}}{2 \Sigma^{2}} .
\end{aligned}
$$

Finally, the tetrad components of the electromagnetic field tensor $F_{\mu \nu}$ are the following:

$$
\begin{align*}
& \Phi_{0} \equiv F_{\mu \nu} l^{\mu} m^{\nu}=0, \quad \Phi_{2} \equiv F_{\mu \nu} m^{* \mu} n^{\nu}=0, \\
& \Phi_{1} \equiv \frac{1}{2} F_{\mu \nu}\left(l^{\mu} n^{\nu}+m^{* \mu} m^{\nu}\right)=\frac{e}{2} \frac{1}{(r-i a \cos \theta)^{2}} . \tag{7}
\end{align*}
$$

Thus $l^{\mu}$ and $n^{\mu}$ are also the principal null vectors of the Maxwell tensor.

Newman and Penrose have defined twelve spin coefficients. These are next calculated using the tetrad of Eq. (3) with the following result:

$$
\begin{aligned}
& \kappa \equiv l_{\mu ; \nu} m^{\mu} l^{\nu}=0, \quad \nu \equiv-n_{\mu ; \nu} m^{* \mu} n^{\nu}=0, \\
& \sigma \equiv l_{\mu ; \nu} m^{\mu} m^{\nu}=0, \quad \lambda \equiv-n_{\mu ; \nu} m^{* \mu} m^{* \nu}=0,
\end{aligned}
$$

$$
\begin{align*}
& \epsilon \equiv \frac{1}{2}\left(l_{\mu ; \nu} \nu^{\mu} l^{\nu}-m_{\mu ; \nu} m^{* \mu} l^{\nu}\right)=0, \\
& \rho \equiv l_{\mu ; \nu} m^{\mu} m^{* \nu}=-1 /(r-i a \cos \theta), \\
& \tau \equiv l_{\mu ; \nu} m^{\mu} n^{\nu}=-\frac{i a \sin \theta}{\sqrt{2} \Sigma}, \quad \pi \equiv-n_{\mu ; \nu} m^{* \mu} l^{\nu} \\
& \quad=\frac{i a \sin \theta}{\sqrt{2}(r-i a \cos \theta)^{2}}, \\
& \beta \equiv \frac{1}{2}\left(l_{\mu ; \nu} n^{\mu} m^{\nu}-m_{\mu ; \nu} m^{* \mu} m^{\nu}\right)=\frac{\cot \theta}{2 \sqrt{2}(r+i a \cos \theta)}, \tag{8}
\end{align*}
$$

$$
\begin{aligned}
& \alpha \equiv \frac{1}{2}\left(l_{\mu ; \nu} n^{\mu} m^{* \nu}-m_{\mu ; \nu} m^{* \mu} m^{* \nu}\right)=\pi-\beta^{*}, \\
& \mu \equiv-n_{\mu ; \nu} m^{* \mu} m^{\nu}=-\Delta / 2 \Sigma(r-i a \cos \theta), \\
& \gamma \equiv \frac{1}{2}\left(l_{\mu ; \nu} n^{\mu} n^{\nu}-m_{\mu ; \nu} m^{* \mu} n^{\nu}\right)=\mu+(r-m) / 2 \Sigma .
\end{aligned}
$$

It is noted that the effect of charge $e$ is present in only two spin coefficients $\mu$ and $\gamma$ and that too through the function $\Delta$. The rest of the spin coefficients are identical with those for uncharged Kerr metric. The vanishing of the coefficients $\kappa, \sigma, \lambda$ and $\nu$ is a special instance of a theorem due to Goldberg and Sachs ${ }^{5}$ proved originally for algebraically specialized vacuum metrics. The vanishing of $\epsilon$ is due to the choice of tetrad Eq. (3). ${ }^{6}$ In the remainder of this paper we shall apply the results of this section in order to study the equations for neutrino and gravitational perturbations.

## III. EQUATIONS GOVERNING PERTURBATIONS AROUND THE KERR-NEWMAN METRIC

We shall consider equations governing the neutrino test fields and the gravitational perturbations (linearized theory) in a manner closely following the treatment of Teukolsky. ${ }^{3}$ A key role in these discussions is played by the following commutation relation

$$
\begin{align*}
& {\left[D-(p+1) \epsilon+\epsilon^{*}+q \rho-\rho^{*}\right](\delta-p \beta+q \tau)}  \tag{9}\\
& \quad-\left[\delta-(p+1) \beta-\alpha^{*}+\pi^{*}+q \tau\right](D-p \epsilon+q \rho)=0,
\end{align*}
$$

where $p$ and $q$ are any two constants, $D=l^{\mu} \partial / \partial x^{\mu}$ and $\delta=m^{\mu} \partial / \partial x^{\mu}$. Equation (9) was derived by Teukolsky ${ }^{3}$ for any type- $D$ vacuum metric. Here we note that Eq. (9) is valid also in the present case. This is because the relevant Newman-Penrose equations, from which Eq. (9) is derived, are the same in the present case as with vacuum-type $D$ metrics due to the fact that none of them involves the quantity $\Phi_{11}$ which is the only nonvanishing component of the Ricci tensor as we have seen in the preceding section. To facilitate comparison with the work of Teukolsky, ${ }^{3}$ the final form of the perturbation equations to be derived below will be written out in the Boyer-Lindquist coordinate. In this coordinate the Kerr-Newmann metric has the form ${ }^{7}$ :

$$
\begin{align*}
d \tau^{2}= & \left(1-\frac{2 m r-e^{2}}{\Sigma}\right) d t^{2}-\frac{\Sigma}{\Delta} d r^{2}-\Sigma d \theta^{2} \\
& +\frac{2 a \sin ^{2} \theta}{\Sigma}\left(2 m r-e^{2}\right) d t d \phi  \tag{10}\\
& -\sin ^{2} \theta\left[r^{2}+a^{2}+\frac{a^{2} \sin ^{2} \theta}{\Sigma}\left(2 m r-e^{2}\right)\right] d \phi^{2}
\end{align*}
$$

ties, ${ }^{9}$ and the knowledge of the unperturbed metric in Sec. II.

$$
\left.\begin{array}{l}
\left(\delta^{*}-4 \alpha+\pi\right) \Psi_{0}^{B}-(D-4 \rho-2 \epsilon) \Psi_{1}^{B}-3 \kappa^{B} \Psi_{2} \\
=\left(\delta+\pi^{*}-2 \alpha^{*}-2 \beta\right) \Phi_{00}^{B}-\left(D-2 \epsilon-2 \rho^{*}\right) \Phi_{01}^{B}-2 \kappa^{B} \Phi_{11}, \\
(\Delta-4 \gamma+\mu) \Psi_{0}^{B}-(\delta-4 \tau-2 \beta) \Psi_{1}^{B}-3 \sigma^{B} \Psi_{2}=\left(\delta+2 \pi^{*}-2 \beta\right) \Phi_{01}^{B} \\
\quad-\left(D-2 \epsilon+2 \epsilon^{*}-\rho^{*}\right) \Phi_{02}^{B}+2 \sigma^{B} \Phi_{11},
\end{array}\right\}
$$

In the above we have followed the standard practice of denoting a perturbed quantity with a superscript $B$. Quantities without a superscript denote their unperturbed values. Using Eq. (19), the commutation relation (9) with $p=2, q=-4$, and the equations for unperturbed Weyl tensor,

$$
\begin{equation*}
D \Psi_{2}=\rho\left(3 \Psi_{2}+2 \Phi_{11}\right), \quad \delta \Psi_{2}=\tau\left(3 \Psi_{2}-2 \Phi_{11}\right), \tag{20}
\end{equation*}
$$

it is possible to eliminate $\Psi_{1}^{B}$ from (17) and (18). The resulting equation for $\Psi_{0}^{B}$ is

$$
\begin{align*}
& {\left[\left(\delta-3 \beta-\alpha^{*}+\pi^{*}-4 \tau\right)\left(\delta^{*}-4 \alpha+\pi\right)-\left(D-3 \epsilon+\epsilon^{*}-4 \rho-\rho^{*}\right)\right.} \\
& \left.\quad \times(\Delta-4 \gamma+\mu)+3 \Psi_{2}+2 \Phi_{11}\right] \Psi_{0}^{B}=T-4 \Phi_{11}\left[\left(\delta-3 \beta-\alpha^{*}\right) \kappa^{B}\right. \\
& \left.\quad+\left(\rho+\rho^{*}\right) \sigma^{B}\right] \tag{21}
\end{align*}
$$

with

$$
\begin{align*}
T= & \left(\delta-3 \beta-\alpha^{*}+\pi^{*}-4 \tau\right)\left[\left(\delta+\pi^{*}-2 \alpha^{*}-2 \beta\right) \Phi_{00}^{B}\right. \\
& \left.-\left(D-2 \epsilon-2 \rho^{*}\right) \Phi_{01}^{B}\right]-\left(D-3 \epsilon+\epsilon^{*}-4 \rho-\rho^{*}\right)  \tag{22}\\
& \times\left[\left(\delta+2 \pi^{*}-2 \beta\right) \Phi_{01}^{B}-\left(D-2 \epsilon+2 \epsilon^{*}-\rho^{*}\right) \Phi_{02}^{B}\right] .
\end{align*}
$$

The presence of terms involving perturbations in the spin coefficients $\kappa^{B}$ and $\sigma^{B}$ make Eq. (32) so much more difficult than in the case of uncharged Kerr metric, ${ }^{3}$ where these terms are absent. In fact, the difficulty persists even in the limiting case of zero rotation of the source (Reissner-Nordström limit). It is possible to simplify things a bit further. We have the freedom to subject Eq. (21) to infinitesimal tetrad rotations. By a suitable choice of the latter we can make $\kappa^{B}=0$. When written out in Boyer-Lindquist coordinate, the resulting Eq. (21) now becomes

$$
\begin{aligned}
\left(\frac{\left(r^{2}+a^{2}\right)^{2}}{\Delta}\right. & \left.-a^{2} \sin ^{2} \theta\right) \frac{\partial^{2} \Psi_{0}^{B}}{\partial t^{2}}+\frac{2 a\left(2 m r-e^{2}\right)}{\Delta} \frac{\partial^{2} \Psi_{0}^{B}}{\partial t \partial \phi} \\
& +\left(\frac{a^{2}}{\Delta}-\frac{1}{\sin ^{2} \theta}\right) \frac{\partial^{2} \Psi_{0}^{B}}{\partial \phi^{2}}-\frac{1}{\Delta^{2}} \frac{\partial}{\partial r}\left(\Delta^{3} \frac{\partial \Psi_{0}^{B}}{\partial r}\right) \\
& -\frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial \Psi_{0}^{B}}{\partial \theta}\right)-4\left(\frac{a(r-m)}{\Delta}\right. \\
& \left.+\frac{i \cos \theta}{\sin ^{2} \theta}\right) \frac{\partial \Psi^{B}}{\partial \phi}-4\left(\frac{m\left(r^{2}-a^{2}\right)-e^{2} r}{\Delta}-r-i a \cos \theta\right) \\
& \times \frac{\partial \Psi_{0}^{B}}{\partial t}+\left(4 \cot ^{2} \theta-2-\frac{2 e^{2}}{\Sigma}\right) \Psi_{0}^{B} \\
& =-2 \Sigma T-\frac{8 e^{2} r}{\Sigma^{2}} \sigma^{B} .
\end{aligned}
$$

Similarly, with $\kappa^{B}=0$ Eq. (19) becomes

$$
\begin{equation*}
\left(\frac{r^{2}+a^{2}}{\Delta} \frac{\partial}{\partial t}+\frac{\partial}{\partial r}+\frac{a}{\Delta} \frac{\partial}{\partial \phi}+\frac{2 r}{\Sigma}\right) \sigma^{B}-\Psi_{0}^{B}=0 . \tag{24}
\end{equation*}
$$

Equations (23) and (24) are the equations for gravitational perturbation. A similar set of equations can be obtained for $\Psi_{4}^{B}$ from Eq. (21) via the interchange $l \hookleftarrow n$, $m \rightarrow m^{*}$. Let us now consider the source term $T$ which occurs in Eq. (23). The general expression for $T$ is given by Eq. (22). If, however, we restrict ourselves to electrovac perturbations, then $\Phi_{00}^{B}=\Phi_{02}^{B}=0$ and $\Phi_{01}^{B}$ $=2 \Phi_{1}^{*} \Phi_{0}^{B}$ and the expression for $T$ undergoes appropriate simplification. It is not surprising that for electrovac perturbations $\Psi^{B}$ is coupled to perturbed Maxwell tensor $\Phi_{0}^{B}$. It also seems possible to consider a further restrictive class of perturbations, namely, those with $\Phi_{0}^{B}=0$, i.e., $T=0$. These are purely gravitational perturbations unaccompanied by electromagnetic perturbations. On the other hand, an examination of the Maxwell's equations for the present problem reveals that it is impossible to consider perturbations in the electromagnetic field without, at the same time, allowing metric perturbations. This is because the Maxwell's equations couple the unperturbed electromagnetic tensor $\Phi_{1}$ with first-order perturbations in the spin coefficients $\rho^{B}, \tau^{B}, \pi^{B}$, and $\mu^{B}$ as well as with perturbations in the Newman-Penrose operators $D^{B}$, $\Delta^{B}$, and $\delta^{B}$. These arise from perturbations in the tetrad system and hence are connected with metric perturbations. Without further restrictions the Maxwell's equations for the present problem are thus rather involved, which is the reason why they are not considered further in this paper.
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## APPENDIX

In the null coordinate the Kerr-Newman metric is ${ }^{1}$

$$
\begin{align*}
d \tau^{2}= & g_{\mu \nu} d x^{\mu} d x^{\nu}=\left(1-\frac{2 m r-e^{2}}{\Sigma}\right) d u^{2}+2 d u d r \\
& +\frac{2 a \sin ^{2} \theta}{\Sigma}\left(2 m r-e^{2}\right) d u d \hat{\phi}  \tag{A1}\\
& -2 a \sin ^{2} \theta d r d \hat{\phi}-\Sigma d \theta^{2}-\sin ^{2} \theta \\
& \times\left(r^{2}+a^{2}+\frac{a^{2} \sin ^{2} \theta}{\Sigma}\left(2 m r-e^{2}\right)\right) d \hat{\phi}^{2} .
\end{align*}
$$

We follow the notation $x^{0}=u, x^{1}=r, x^{2}=9, x^{3}=\hat{\phi}$. The components of the Riemann tensor can be calculated from (A1) after a straightforward but extremely lengthy calculation. The details of this calculation will not be reported here, but will be supplied to the interested reader upon request. Here only the final result will be quoted. Define the Riemann tensor as

$$
\begin{equation*}
V_{\rho ; \nu ; \mu}-V_{\rho ; \mu ; \nu}=R_{\mu \nu \rho \sigma} V^{\sigma} \tag{A2}
\end{equation*}
$$

for any vector $V$. The components $R_{\mu \nu \rho \sigma}$ calculated from (A1) are then the following:

$$
R_{0112}=R_{0203}=R_{0323}=R_{1212}=R_{1231}=0,
$$

$$
\begin{aligned}
& R_{0101}=\frac{1}{\Sigma^{3}}\left[2 m r\left(r^{2}-3 a^{2} \cos ^{2} \theta\right)-e^{2}\left(3 r^{2}-a^{2} \cos ^{2} \theta\right)\right], \\
& R_{0102}=\frac{3 a^{2} \sin 2 \theta}{2 \Sigma^{3}}\left[m \Sigma-2 r\left(2 m r-e^{2}\right)\right], \\
& R_{0103}=\frac{a \sin ^{2} \theta}{\Sigma^{3}}\left[m r \Sigma+\left(2 m r-e^{2}\right)\left(a^{2} \cos ^{2} \theta-r^{2}\right)\right], \\
& R_{0113}=a \sin ^{2} \theta R_{0101}, \quad R_{0123}=\frac{2\left(r^{2}+a^{2}\right)+a^{2} \sin ^{2} \theta}{3 a} R_{0102}, \\
& R_{0212}=\frac{\Sigma}{a \sin ^{2} \theta} R_{0103}, \quad R_{0213}=\frac{r^{2}+a^{2}+2 a^{2} \sin ^{2} \theta}{3 a} R_{0102}, \\
& R_{0202}=\frac{1}{\Sigma^{3}}\left\{\left(2 m r-e^{2}\right)^{2}\left(r^{2}-a^{2} \cos ^{2} \theta\right)-\left(2 m r-e^{2}\right)[m r \Sigma\right. \\
& \left.+r^{4}+2 r^{2} a^{2} \sin ^{2} \theta-a^{4} \cos ^{4} \theta-4 a^{4} \sin ^{2} \theta \cos ^{2} \theta\right] \\
& \left.+m r \Sigma\left(r^{2}+a^{2}\right)\right\} \\
& R_{0223}=\frac{a \sin ^{2} \theta}{\Sigma^{3}}\left\{\left(2 m r-e^{2}\right)^{2}\left(r^{2}-a^{2} \cos ^{2} \theta\right)-\left(2 m r-e^{2}\right)\right. \\
& \times\left[m r \Sigma+2\left(r^{2}+a^{2}\right)\left(r^{2}-2 a^{2} \cos ^{2} \theta\right)\right] \\
& \left.+m r \Sigma\left(r^{2}+a^{2}\right)\right\}, \\
& R_{0303}=\frac{\Delta}{a} R_{0103}, \quad R_{0312}=-\frac{\Sigma}{3 a} R_{0102}, \\
& R_{0313}=\frac{r^{2}+a^{2}}{a} R_{0103}, \quad R_{1223}=\Sigma R_{0103}, \\
& R_{1313}=a \sin ^{2} \theta R_{0113}, \quad R_{2331}=-\sin ^{2} \theta\left(r^{2}+a^{2}\right) R_{0102}, \\
& R_{2323}=\frac{a^{2} \sin ^{4} \theta}{\Sigma^{3}}\left(2 m r-e^{2}\right)^{2}\left(r^{2}-a^{2} \cos ^{2} \theta\right) \\
& +\frac{a^{2} \sin ^{4} \theta}{\Sigma^{2}} m r\left(r^{2}+a^{2}\right) \\
& -\left(2 m r-e^{2}\right) \frac{\sin ^{2} \theta}{\Sigma^{3}}\left\{( r ^ { 2 } + a ^ { 2 } ) \left[\left(r^{2}+a^{2}\right)\right.\right. \\
& \left.\times\left(r^{2}-4 a^{2} \cos ^{2} \theta\right)+a^{2}\left(r^{2}+a^{2} \cos ^{4} \theta\right)\right] \\
& \left.+m r a^{2} \sin ^{2} \theta \Sigma\right\} \text {. }
\end{aligned}
$$

In the above $\Sigma=r^{2}+a^{2} \cos ^{2} \theta$ and $\Delta=r^{2}+a^{2}+e^{2}-2 m r$. From the Riemann tensor we compute the components of the Ricci tensor

$$
\begin{aligned}
& R_{\mu \nu}\left(=g^{2 \kappa} R_{\lambda \mu \nu k}\right), \\
& R_{11}=R_{12}=R_{02}=R_{23}=0, \\
& R_{01}=-e^{2} / \Sigma^{2}, \quad R_{13}=-a \sin ^{2} \theta R_{01}, R_{22}=-e^{2} / \Sigma, \quad(\mathrm{A} 4 \\
& R_{00}=-\frac{e^{2}}{\Sigma^{3}}\left[\Delta+a^{2} \sin ^{2} \theta\right], \quad R_{03}=-a \sin ^{2} \theta R_{00}+\frac{a e^{2} \sin ^{2} \theta}{\Sigma^{2}} \\
& R_{33}=-a \sin ^{2} \theta R_{03}-\frac{\left(\gamma^{2}+a^{2}\right) e^{2} \sin ^{2} \theta}{\Sigma^{2}} .
\end{aligned}
$$

From the components of the Riemann and the Riccitensors, we calculate the Weyl tensor:

$$
\begin{align*}
& C_{\mu \nu \lambda \sigma}= R_{\mu \nu \lambda \sigma}+\frac{1}{2}\left(g_{\mu \lambda} R_{\nu \sigma}-g_{\mu \sigma} R_{\nu \lambda}+g_{\nu \sigma} R_{\mu \lambda}-g_{\nu \lambda} R_{\mu \sigma}\right. \\
&+\frac{1}{6} R\left(g_{\mu \sigma} g_{\nu \lambda}-g_{\mu \lambda} g_{\nu \sigma}\right),  \tag{A5}\\
& C_{0112}= C_{0203}= \\
& C_{0323}=C_{1212}=C_{1231}=0, \\
& C_{0101}+e^{2} / \Sigma^{2}, \quad C_{0102}=R_{0102}, \quad C_{0103}=R_{0113}+\frac{a e^{2} \sin ^{2} \theta}{\Sigma^{2}}, \quad C_{0123}=R_{0123}, \quad C_{0212}=R_{0212}, \\
& C_{0213}= R_{0213}, \quad C_{0202}=R_{0202}+a^{2} e^{2} \sin ^{2} \theta / \Sigma^{2}, \\
& C_{0223}= R_{0223}+\frac{a e^{2}\left(r^{2}+a^{2}\right) \sin ^{2} \theta}{\Sigma^{2}}, \quad C_{0303}=R_{0303},  \tag{A6}\\
& C_{0312}= R_{0312}, \quad C_{0313}=R_{0313}, \quad C_{1223}=R_{1223}, \\
& C_{1313}= R_{1313}+a^{2} e^{2} \sin ^{4} \theta / \Sigma^{2}, \quad C_{2331}=R_{2331}, \\
& C_{2323}= R_{2323}+e^{2}\left(r^{2}+a^{2}\right)^{2} \sin ^{2} \theta / \Sigma^{2} .
\end{align*}
$$

It needs hardly to be remarked that not all of the 21 components of $C_{\mu \nu \lambda \sigma}$ are linearly independent, but only 10 are. Also, the Ricci tensors of (A4) satisfy the constraint $R \equiv R_{\lambda}^{\lambda}=0$, as they must. Similarly, components of the Riemann tensor (A3) satisfy the required identity $R_{0123}+R_{0312}+R_{0231}=0$. From the above expressions for the Weyl and the Ricci tensors, we can calculate their tetrad projections. When this is done with the tetrad of Eq. (3) of text, we get the results quoted in Sec. II. We conclude this section with one final remark. We have not quoted the components of the Maxwell tensor. These may be calculated from the formula

$$
\begin{equation*}
F_{\mu \nu}=\Phi_{1}\left(n_{\mu} l_{\nu}-n_{\nu} l_{\mu}+m_{\mu} m_{\nu}^{*}-m_{\nu} m_{\mu}^{*}\right)+\text { c.c. } \tag{A7}
\end{equation*}
$$

when c.c. denotes complex conjugate of the preceding term and expressions for $\Phi_{1}$ and the vectors $l, n, m$ are given in Sec. II. The components of $F_{\mu \nu}$ so calculated then agree with expressions given in standard references. ${ }^{10}$
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#### Abstract

A system of integrodifferential equations, which has a structure similar to the Boltzmann equations for a binary gas mixture and which qualitatively describes wave propagation, is investigated. The Oppenheim model is used and a linear initial-value problem is considered. The initial-value problem is shown to be well set mathematically with certain specifications on the initial distribution functions. Justification is made for the use of Fourier-Laplace transforms. A discussion is made of the dispersion relation and its analytic continuation. The roots $\sigma(k)$ of the dispersion relation are shown to lie in three distinct regions of the $\sigma$ plane: the hydrodynamic region, the semihydrodynamic region, and the rarefied region. It is established that the roots $\sigma(k)$ are bounded by $-1+\delta<$ Re $\sigma \leq 0$ under the assumption of plane-wave solutions which implies that the system is stable and that plane waves cease to exist if Reo $\leq-1+\delta$.


## 1. INTRODUCTION

While many issues of the Boltzmann equation remain unresolved, very substantial progress has been made in the study of kinetic model equations for a simple gasa gas composed of like molecules. These model equations are integrodifferential equations which qualitatively represent the Boltzmann equation.

In this investigation the theory for simple gas kinetic models (particularly the work of Sirovich and Thurber ${ }^{1}$ ) is extended to kinetic models for gas mixtures. This study reveals significant physical and mathematical features which result from the interaction of the component gases as described by the kinetic models.

The Oppenheim model ${ }^{2}$ was selected as the focus of this study because this model (1) generates the conservation equations, (2) satisfies an $H$-theorem, and (3) has a relatively simple form. This model is representative of other kinetic models and the theory developed, in principle, applies to other models as well.

## 2. A KINETIC MODEL FOR BINARY GAS MIXTURES

The Oppenheim model
$\frac{d f_{1}}{d t}=\frac{\partial f_{1}}{\partial t}+\xi \cdot \frac{\partial f_{1}}{\partial x}+\frac{X_{1}}{m_{1}} \cdot \frac{\partial f_{1}}{\partial \xi}=\nu_{11}\left(f_{1}^{0}-f_{1}\right)+\nu_{12}\left(f_{1}^{12}-f_{1}\right)$,
$\frac{d f_{2}}{d t}=\frac{\partial f_{2}}{\partial t}+\xi^{\prime} \cdot \frac{\partial f_{2}}{\partial x}+\frac{X_{2}}{m_{2}} \cdot \frac{\partial f_{2}}{\partial \xi^{\prime}}=\nu_{12}\left(f_{2}^{12}-f_{2}\right)+\nu_{22}\left(f_{2}^{0}-f_{2}\right)$
is a system of coupled integrodifferential equations for the distribution functions of the component gases. The molecular velocities, masses and external forces for each gas are, respectively, $\xi$ and $\xi^{\prime}, m_{1}$ and $m_{2}$, and $X_{1}$ and $X_{2}$. The terms $\nu_{i j}$ are the collision frequencies of the molecules; $\nu_{11}$ and $\nu_{22}$ are the self-collision frequencies and $\nu_{12}$ is the cross-collision frequency. The moments and collision terms are defined by

$$
\begin{aligned}
& R_{i}=K / m_{i} \\
& n_{i}=\int f_{i} d \xi \\
& n_{i} u_{i}=\int \xi f_{i} d \xi
\end{aligned}
$$

$$
\begin{align*}
& \rho_{12}=m_{1} n_{1}+m_{2} n_{2}, \\
& \rho_{12} u_{12}=m_{1} n_{1} u_{1}+m_{2} n_{2} u_{2}, \\
& 3 n_{i} R_{i} T_{i}=\int\left(\xi-u_{i}\right)^{2} f_{i} d \xi,  \tag{2.2}\\
& 3 n_{i} R_{i} \bar{T}_{i}=\int\left(\xi-u_{12}\right)^{2} f_{i} d \xi, \\
& n_{12}=n_{1}+n_{2}, \\
& n_{12} T_{12}=n_{1} \bar{T}_{1}+n_{2} \bar{T}_{2}, \\
& f_{i}^{0}=\frac{n_{i}}{\left(2 \pi R_{i} T_{i}\right)^{3 / 2}} \exp \left[-\left(\xi-u_{i}\right)^{2} / 2 R_{i} T_{i}\right], \\
& f_{i}^{12}=\frac{n_{i}}{\left(2 \pi R_{i} T_{12}\right)^{3 / 2}} \exp \left[-\left(\xi-u_{12}\right)^{2} / 2 R_{i} T_{12}\right] .
\end{align*}
$$

In the following analysis the external forces $X_{i}$ are assumed to be zero.

The system is in equilibrium only if $f_{1}$ and $f_{2}$ are absolute Maxwellian distributions (this assertion is a consequence of the $H$-theorem for the model ${ }^{3}$ ), and we may linearize the model about these distributions. In (2.1) we let

$$
\begin{align*}
f_{i} & =f^{0 i}+g_{i}, \\
n_{i} & =n_{i}^{0}+\hat{n}_{i} \\
u_{i} & =u_{i}^{0}+\hat{u}_{i} \\
T_{i} & =T_{i}^{0}+\hat{T}_{i}, \tag{2.3}
\end{align*}
$$

where $f^{0 i}$ are the absolute Maxwellian distributions; the notation ${ }^{0}$ refers to the equilibrium state; and $g_{i}, \hat{n}_{i}, \hat{u}_{i}$, and $\hat{T}_{i}$ are small perturbations. We assume that $u_{1}^{0}$ $=u_{2}^{0}=0, T_{1}^{0}=T_{2}^{0}=T^{0}$ and retain the lowest order perturbation terms. The following dimensionless variables are introduced

$$
\begin{align*}
& \tilde{t}=\left(\nu_{11}+\nu_{12}\right) t, \\
& \tilde{x}=\left(\nu_{11}+\nu_{12}\right) x /\left(R_{1} T_{1}^{0}\right)^{1 / 2}, \\
& \tilde{u}_{i}=\hat{u}_{i} /\left(R_{1} T_{1}^{0}\right)^{1 / 2}, \\
& \tilde{n}_{i}=\hat{n}_{i} / n_{i}^{0}, \\
& \tilde{T}_{i}=\hat{T}_{i} / T_{i}^{0}, \\
& \tilde{\xi}^{0}=\xi /\left(R_{1} T_{1}^{0}\right)^{1 / 2},  \tag{2.4}\\
& \hat{\xi}_{\xi}=\xi^{\prime} /\left(R_{2} T_{2}^{0}\right)^{1 / 2},
\end{align*}
$$

$$
\begin{aligned}
& \tilde{g}_{1}=\frac{\left(2 \pi R_{1} T_{1}^{0}\right)^{3 / 2}}{n_{1}^{0}} \exp \left(\xi^{2} / 2\right) g_{1} \\
& \tilde{g}_{2}=\frac{\left(2 \pi R_{2} T_{2}^{0}\right)^{3 / 2}}{n_{2}^{0}} \exp \left(\hat{\xi}^{2} / 2\right) g_{2}
\end{aligned}
$$

Retaining the same notation for the dimensionless variables as was used for the dimensional variables, we obtain the linear form of the Oppenheim model:

$$
\begin{align*}
\frac{\partial g_{1}}{\partial t}+\xi \cdot \frac{\partial g_{1}}{\partial x}+g_{1}= & n_{1}+a_{1} \xi \cdot u_{1}+a_{2}\left(\frac{1}{2} \xi^{2}-\frac{3}{2}\right) T_{1} \\
& +a_{3} \xi \cdot u_{2}+a_{4}\left(\frac{1}{2} \xi^{2}-\frac{3}{2}\right) T_{2} \tag{2.5}
\end{align*}
$$

$$
\begin{aligned}
\frac{\partial g_{2}}{\partial t}+\frac{\hat{\xi}}{r} \cdot \frac{\partial g_{2}}{\partial x}+\mu g_{2} & =\hat{a_{1}} \hat{\xi} \cdot u_{1} r+\hat{a}_{2}\left(\frac{1}{2} \hat{\xi}^{2}-\frac{3}{2}\right) T_{1} \\
& +\mu n_{2}+\hat{a}_{3} \hat{\xi} \cdot u_{2} r+\hat{a}_{4}\left(\frac{1}{2} \hat{\xi}^{2}-\frac{3}{2}\right) T_{2}
\end{aligned}
$$

which may be written

$$
\begin{align*}
& \frac{\partial g_{1}}{\partial t}+\xi \cdot \frac{\partial g_{1}}{\partial x}+g_{1}=\sum_{n=0}^{N} b_{n} \phi_{n}(\xi)  \tag{2.6}\\
& \frac{\partial g_{2}}{\partial t}+\frac{\hat{\xi}}{r} \cdot \frac{\partial g_{2}}{\partial x}+\mu g_{2}=\sum_{n=0}^{N} \hat{b}_{n} \phi_{n}(\hat{\xi})
\end{align*}
$$

The terms in (2.6) are defined by

$$
\begin{align*}
& r=\left(m_{2} / m_{1}\right)^{1 / 2}, \\
& \nu=\nu_{11}+\nu_{12},  \tag{2.7}\\
& \mu=\left(\nu_{22}+\nu_{12}\right) / \nu ; \\
& b_{0}=n_{1}, \\
& b_{1}=a_{1} u_{1}+a_{3} u_{2},  \tag{2.8}\\
& b_{2}=\frac{3}{2}\left(a_{2} T_{1}+a_{4} T_{2}\right) ; \\
& \hat{b}_{0}=\mu n_{2}, \\
& \hat{b}_{1}=r\left(\hat{a}_{1} u_{1}+\hat{a}_{3} u_{2}\right),  \tag{2.9}\\
& \hat{b}_{2}=\frac{3}{2}\left(\hat{a}_{2} T_{1}+\hat{a}_{4} T_{2}\right) ; \\
& a_{1}=\frac{\nu_{11}}{\nu}+\frac{\nu_{12}}{\nu} M_{1}, \\
& a_{2}=\frac{\nu_{11}}{\nu}+\frac{\nu_{12}}{\nu} N_{1}, \\
& a_{3}=\left(\nu_{12} / \nu\right) M_{2},  \tag{2.10}\\
& a_{4}=\left(\nu_{12} / \nu\right) N_{2} ; \\
& \hat{a}_{1}=\left(\nu_{12} / \nu\right) M_{1}, \\
& \hat{a}_{2}=\left(\nu_{12} / \nu\right) N_{1}, \\
& \hat{a}_{3}=\frac{\nu_{22}}{\nu}+\frac{\nu_{12}}{\nu} M_{2},  \tag{2.11}\\
& \hat{a}_{4}=\frac{\nu_{22}}{\nu}+\frac{\nu_{12}}{\nu} N_{2} ; \\
& N_{1}=n_{1}^{0} /\left(n_{1}^{0}+n_{2}^{0}\right), \\
& N_{2}=n_{2}^{0} /\left(n_{1}^{0}+n_{2}^{0}\right),  \tag{2.12}\\
& M_{1}=m_{1} n_{1}^{0} /\left(m_{1} n_{1}^{0}+m_{2} n_{2}^{0}\right), \\
& M_{2}=m_{2} n_{2}^{0} /\left(m_{1} n_{1}^{0}+m_{2} n_{2}^{0}\right),
\end{align*}
$$

and the functions $\phi_{n}$ are the Hermite polynomials: $1, \xi_{1}$, $\frac{1}{3} \xi^{2}-1, \cdots$.

We assume that the distribution functions belong to the Hilbert space $H$ in the velocity variables with inner product

$$
\begin{equation*}
(g, f)=\int \frac{\exp \left(-\xi^{2} / 2\right)}{(2 \pi)^{3 / 2}} g \bar{f} d \xi \tag{2.13}
\end{equation*}
$$

Since $\left\{\phi_{n}\right\} \in H$ ( $\left\{\phi_{n}\right\}$ is a complete orthogonal set in $H^{4}$ ), the hydrodynamic perturbation quantities defined by (2.2) and (2.3) may be expressed by inner products. The number density, velocity, and temperature, respectively, for each gas are

$$
\begin{align*}
& n_{1}=\left(g_{1}, \phi_{0}\right), \\
& u_{1}=\left(g_{1}, \phi_{1}\right),  \tag{2.14}\\
& T_{1}=\left(g_{1}, \phi_{2}\right),
\end{align*}
$$

and

$$
\begin{align*}
n_{2} & =\left(g_{2}, \phi_{0}\right), \\
u_{2} & =r^{-1}\left(g_{2}, \phi_{1}\right),  \tag{2.15}\\
T_{2} & =\left(g_{2}, \phi_{2}\right) .
\end{align*}
$$

While $N=2$ in the Oppenheim model, it is instructive to generalize the form of the model and allow $N$ to be a finite positive integer.

## 3. THE INITIAL-VALUE PROBLEM IS WELL SET

Our objective is to show that the system (2.6) with suitable initial conditions is well set mathematically by examining an equivalent system of integral equations. To this end, we introduce

$$
\begin{align*}
& G_{1}=e^{t} g_{1}  \tag{3.1}\\
& G_{2}=\exp (\mu t) g_{2}
\end{align*}
$$

and define

$$
\begin{align*}
& A_{n}=\left(G_{1}, \phi_{n}\right)=e^{t}\left(g_{1}, \phi_{n}\right) \\
& \hat{A}_{n}=\left(G_{2}, \phi_{n}\right)=\exp (\mu t)\left(g_{2}, \phi_{n}\right) \tag{3.2}
\end{align*}
$$

The system (2.6) may be written

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}+\xi \cdot \frac{\partial}{\partial x}\right) G_{1}=\sum_{n=0}^{N} B_{n} \phi_{n}(\xi), \\
& \left(\frac{\partial}{\partial t}+\frac{\hat{\xi}}{r} \cdot \frac{\partial}{\partial x}\right) G_{2}=\sum_{n=0}^{N} \hat{B}_{n} \phi_{n}(\hat{\xi}), \tag{3.3}
\end{align*}
$$

where

$$
\begin{align*}
& B_{0}=A_{0} \\
& B_{1}=a_{1} A_{1}+\frac{a_{3}}{r} \exp [t(1-\mu)] \hat{A}_{1}  \tag{3.4}\\
& B_{2}=\frac{3}{2}\left(a_{2} A_{2}+a_{4} \exp [t(1-\mu)] \hat{A}_{2}\right)
\end{align*}
$$

and

$$
\begin{align*}
& \hat{B}_{0}=\mu \hat{A}_{0} \\
& \hat{B}_{1}=r \hat{a}_{1} \exp [t(\mu-1)] A_{1}+\hat{a}_{3} \hat{A}_{1}  \tag{3.5}\\
& \hat{B}_{2}=\frac{3}{2}\left(\hat{a}_{2} \exp [t(\mu-1)] A_{2}+\hat{a}_{4} \hat{A}_{2}\right)
\end{align*}
$$

The initial conditions for this system are

$$
\begin{align*}
& G_{1}(x, \xi, t=0)=G_{1}^{0}(x, \xi)=g_{1}(x, \xi, t=0)  \tag{3.6}\\
& G_{2}(x, \hat{\xi}, t=0)=G_{2}^{0}(x, \hat{\xi})=g_{2}(x, \hat{\xi}, t=0) .
\end{align*}
$$

By formal integration of (3.3) we obtain the system of integral equations

$$
\begin{align*}
& \mathrm{G}_{1}=G_{1}^{0}(x-\xi t, \xi)+\int_{0}^{t} \sum_{n=0}^{N} B_{n}\left(x^{*}, s\right) \phi_{n}(\xi) d s \\
& \mathrm{G}_{2}=G_{2}^{0}\left(x-\frac{\hat{\xi}}{r} t, \hat{\xi}\right)+\int_{0}^{t} \sum_{n=0}^{N} \hat{B}_{n}\left(\tilde{x}^{*}, s\right) \phi_{n}(\hat{\xi}) d s \tag{3.7}
\end{align*}
$$

where

$$
\begin{equation*}
x^{*}=x-\xi(t-s) \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{x}^{*}=x-(\hat{\xi} / r)(t-s) . \tag{3.9}
\end{equation*}
$$

We take moments of (3.7), replacing the umbral variable $\hat{\xi}$ by $\xi$, and obtain

$$
\begin{align*}
A_{m}= & \left(G_{1}, \phi_{m}\right)=\int_{\xi} \omega \phi_{m} G_{1}^{0}(x-\xi t, \xi) d \xi \\
& +\int_{0}^{t} \int_{\xi} \sum_{n=0}^{N} B_{n}\left(x^{*}, s\right) \omega \phi_{m} \phi_{n} d \xi d s \\
\hat{A}_{m}= & \left(G_{2}, \phi_{m}\right)=\int_{\xi} \omega \phi_{m} G_{2}^{0}\left(x-\frac{\xi}{r} t, \xi\right) d \xi  \tag{3.10}\\
& +\int_{0}^{t} \int_{\xi} \sum_{n=0}^{N} \hat{B}_{n}\left(\tilde{x}^{*}, s\right) \omega \phi_{m} \phi_{n} d \xi d s
\end{align*}
$$

We define

$$
F(x, l)=\left(A_{0}, \ldots, A_{N}, \hat{A}_{0}, \ldots, \hat{A}_{N}\right)
$$

and denote by $F^{\circ}$ the vector whose components are moments of $G_{1}^{0}(x-\xi t, \xi)$ and $G_{2}^{0}(x-(\xi / r) t, \xi)$. The mapping (3.10) may be written

$$
\begin{equation*}
\mathcal{J}=L(F)=\int_{0}^{t} \int_{\xi} M(\xi, s) F\left[\left(x^{*}, \tilde{x}^{*}\right) s\right] d \xi d s+F^{0} \tag{3.11}
\end{equation*}
$$

where $M(\xi, s)$ is a $(2 N+2) \times(2 N+2)$ matrix of functions.
Let $S$ be the space of all functions $f=f(x, t)$ such that $\partial f / \partial x_{j}, j=1,2,3$, exist and are continuous functions of $t$ and $x$ for all $t \geqslant 0$; and for each $f$ there exists a continuous function $M(t)$ such that $|f|$ and $\left|\partial f / \partial x_{j}\right| \leqslant M(t)$ for all $t \geqslant 0$. We denote by $S^{2 N+2}$ the $(2 N+1)$-fold direct product of $S$ with itself.

We require that (1) $G_{i}^{\circ}(x, \xi) \subseteq C^{1}$ in $x$, (2) $G_{i}^{0}(x, \xi) \in C^{0}$ in $\xi$, and (3) $G_{i}^{0}$ and $\nabla G_{i}^{0}=O\left(\exp |\xi|^{\alpha}\right)$ uniformly in $x$ for some $\alpha<2$. For $G_{i}^{0}$ thus specified, the moments of $G_{1}^{0}(x-\xi t, \xi)$ and $G_{2}^{0}(x-(\hat{\xi} / r) t, \xi)$, designated by $A_{n}^{0}$ and $\hat{A}_{n}^{0}$, belong to $S$ and hence $F^{0}=\left(A_{0}^{0}, \ldots, A_{N}^{0}, \hat{A}_{0}, \ldots, \hat{A}_{N}^{0}\right)$ belongs to $S^{2 N+2}$. Further, for the specified initial distributions, the mapping $L$ defined by (3.11) is a mapping from $S^{2 N+2}$ into $S^{2 N+2}$.

We define

$$
\begin{aligned}
|F|_{x}= & \sum_{n=0}^{N}\left(\max _{x}\left|A_{n}\right|+\max _{x}\left|\hat{A}_{n}\right|\right) \\
& +\sum_{n=0}^{N}\left(\sum_{j=1}^{3} \max _{x}\left|\frac{\partial A_{n}}{\partial x_{j}}\right|+\sum_{j=1}^{3} \max _{x}\left|\frac{\partial \hat{A}_{n}}{\partial x_{j}}\right|\right)
\end{aligned}
$$

and introduce a norm for $S^{2 N+2}$

$$
\|F\|_{t_{0}}=\max _{0 \leqslant t \leqslant t_{0}}|F|_{x}
$$

Then, for $0 \leqslant \mu<1$,

$$
\begin{align*}
& \left\|L(F)-L\left(F^{\prime}\right)\right\|_{t}=\| \int_{0}^{t} \int_{t} M(\xi, s)\left\{F\left[\left(x^{*}, \tilde{x}^{*}\right), s\right]\right. \\
& \left.-F\left[\left(x^{*}, \tilde{x}^{*}\right), s\right]\right\} d \xi d s \|_{t} \\
& \leqslant \int_{0}^{t} P e^{s(1-\mu)}\left\|F-F^{\prime}\right\|_{t} d s \tag{3.12}
\end{align*}
$$

where $P$ is a finite positive constant

$$
\begin{equation*}
P=C \sum_{m, n=0}^{N} \int_{\xi} \omega\left|\phi_{m}\right|\left|\phi_{n}\right| d \xi \tag{3.13}
\end{equation*}
$$

with $C$ an upper bound for the absolute values of the constant coefficients in the matrix $M$. Therefore,

$$
\begin{equation*}
\left\|L(F)-L\left(F^{\prime}\right)\right\|_{t} \leqslant \frac{P}{1-\mu}[\exp (t(1-\mu))-1]\left\|F-F^{\prime}\right\|_{t} \tag{3.14}
\end{equation*}
$$

Since there exists a $T$ such that

$$
0<\frac{P}{1-\mu}[\exp (T(1-\mu))-1]<1
$$

we have a contraction mapping for $t \leqslant T$. If $\mu=1$ then from (3.12), $T<1 / P$ provides a contraction mapping. Therefore, by the contraction mapping theorem there exists a unique fixed point $F^{*}=\left(A_{0}^{*}, \ldots, A_{N}^{*}, \hat{A}_{0}^{*}, \ldots, \hat{A}_{N}^{*}\right)$ of the mapping $7=\angle(F)$. We define

$$
\begin{align*}
& G_{1}^{*}=G_{1}^{0}(x-\xi t, \xi)+\int_{0}^{t} \sum_{n=0}^{\Delta} B_{n}^{*}\left(x^{*}, s\right) \phi_{n}(\xi) d s \\
& G_{2}^{*}=G_{2}^{0}(x-(\hat{\xi} / r) t, \hat{\xi})+\int_{0}^{t} \sum_{n=0}^{N} \hat{B}_{n}^{*}\left(\tilde{x}^{*}, s\right) \phi_{n}(\hat{\xi}) d s \tag{3.15}
\end{align*}
$$

where $B_{n}^{*}$ and $\hat{B}_{n}^{*}$ are expressed in terms of the components $A_{n}^{*}$ and $\hat{A}_{n}^{*}$ of the fixed point $F^{*}$. Since ( $G_{1}^{*}, G_{2}^{*}$ ) satisfies (3.3) and (3.6), we have existence and uniqueness of solutions for $0 \leqslant t \leqslant T$. We take $G_{1}^{*}(x, \xi, T)$ and $G_{2}^{*}(x, \hat{\xi}, T)$ as the initial value at $t=T$ and again show that there is a contraction mapping for $T \leqslant t \leqslant T_{1}$ where $T_{1}>T$. By proceeding in this manner, we show existence and uniqueness of solutions for all $t: 0 \leqslant t<\infty$. As a consequence of the contraction mapping, we also have continuous dependence of the solution on the initial data. Thus for the prescribed initial distributions, the system is well set mathematically.

## 4. USE OF TRANSFORMS

We solve the system (3.3) with initial conditions (3.6) by first taking a Fourier transform in $x$, followed by a Laplace transform in $l$. The transformed system is solved, a Laplace inversion is carried out, followed by a Fourier inversion.

We denote by $|S|^{2 N+2}$ the subspace of elements of $S^{2 N+2}$ such that the components of the eiements and the Fourier transforms of the components are absolutely integrable in $x$ and the transform space, respectively. In addition to the three previous requirements for the initial distributions, we require that (1) the initial distributions and their $x$ gradients are absolutely integrable functions of $x$ and (2) the Fourier transforms of the initial distributions and the components of their $x$
gradients are absolutely integrable in the transform space. With these specifications on the initial distributions: (1) The moments of $G_{i}^{0}$ and $\nabla G_{i}^{0}$ and the Fourier transforms of these moments are absolutely integrable in $x$ and the transform space, respectively, and (2) the operations of taking the Fourier transforms and taking the moments of $G_{i}^{0}$ and $\nabla G_{i}^{0}$ are commutative (see Ref. 1 for simple-gas models). We may repeat the previous contraction mapping argument and show that $7=\angle(F)$ has a unique fixed point $\in|S|^{2 N+2}$.

Let $k$ be the Fourier variable and denote the transformed variable by a superscript $T$. The system (3.3) and (3.6) can be written

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}-i k \cdot \xi\right) G_{1}^{T}=\sum_{n=0}^{N} B_{n}^{T} \phi_{n}(\xi),  \tag{4.1}\\
& \left(\frac{\partial}{\partial t}-i \frac{k}{r} \cdot \hat{\xi}\right) G_{2}^{T}=\sum_{n=0}^{N} \hat{B}_{n}^{r} \phi_{n}(\hat{\xi}),
\end{align*}
$$

where

$$
\begin{equation*}
G_{1}^{T}=e^{t} g_{1}^{T}, \quad G_{2}^{T}=e^{\mu t} g_{2}^{T} \tag{4.2}
\end{equation*}
$$

and

$$
\begin{align*}
& A_{n}^{T}=A_{n}^{T}(k, t)=\left(G_{1}^{T}, \phi_{n}\right)=e^{t}\left(g_{1}^{T}, \phi_{n}\right),  \tag{4.3}\\
& \hat{A}_{n}^{T}=\hat{A}_{n}^{T}(k, t)=\left(G_{2}^{T}, \phi_{n}\right)=e^{\mu t}\left(g^{T}, \phi_{n}\right), \\
& G_{1}^{0 T}(k, \xi)=G_{1}^{T}(k, \xi, 0)=g_{1}^{T}(k, \xi, 0), \\
& G_{2}^{0} T(k, \hat{\xi})=G_{2}^{T}(k, \hat{\xi}, 0)=g_{2}^{T}(k, \hat{\xi}, 0) . \tag{4.4}
\end{align*}
$$

We consider the following equivalent system:

$$
\begin{align*}
& \frac{\partial}{\partial t} G_{1}^{\prime}=\sum_{n=0}^{N} \exp (-i k \cdot \xi t) B_{n}^{\prime} \phi_{n}(\xi)  \tag{4.5}\\
& \frac{\partial}{\partial t} G_{2}^{\prime}=\sum_{n=0}^{N} \exp [-i(k / r) \cdot \hat{\xi} t] \hat{B}_{n}^{\prime} \phi_{n}(\hat{\xi}),
\end{align*}
$$

where

$$
\begin{align*}
& G_{1}^{\prime}=\exp (-i k \cdot \xi t) G_{1}^{T}  \tag{4.6}\\
& G_{2}^{\prime}=\exp [-i(k / v) \cdot \hat{\xi} t] G_{2}^{T}
\end{align*}
$$

$$
\begin{equation*}
A_{n}^{\prime}(k, t)=\left(G_{1}^{\prime} \exp (i k \cdot \xi t), \phi_{n}\right) \tag{4.7}
\end{equation*}
$$

$$
\hat{A}_{n}^{\prime}(k, t)=\left(G_{2}^{\prime} \exp [i(k / r) \cdot \hat{\xi} t], \phi_{n}\right),
$$

$$
\begin{equation*}
G_{1}^{0 \prime}(k, \xi)=G_{1}^{o T}(k, \xi), \tag{4.8}
\end{equation*}
$$

$$
G_{2}^{0 \prime}(k, \hat{\xi})=G_{2}^{0} T(k, \hat{\xi})
$$

By formal integration of (4.5) we obtain

$$
\begin{aligned}
& G_{1}^{\prime}=G_{1}^{0 \prime}(k, \xi)+\int_{0}^{t} \sum_{n=0}^{N} \exp (-i k \cdot \xi s) B_{n}^{\prime} \phi_{n}(\xi) d s \\
& G_{2}^{\prime}=G_{2}^{0,}(k, \hat{\xi})+\int_{0}^{t} \sum_{n=0}^{N} \exp \left[-i(k / r) \cdot \hat{\xi}_{s}\right] \hat{B}_{n}^{\prime} \phi_{n}(\hat{\xi}) d s
\end{aligned}
$$

Taking moments of (4.9), we have

$$
\begin{align*}
& A_{m}^{\prime}=\int_{\xi} \exp (i k \cdot \xi t) \omega \phi_{m} G_{1}^{0 \prime}(k, \xi) d \xi \\
& +\int_{0}^{t} \int_{\xi} \sum_{n=0}^{N} \exp [i k(t-s) \cdot \xi] B_{n}^{\prime} \omega \phi_{m} \phi_{n} d \xi d s \tag{4.10}
\end{align*}
$$

$\hat{A}_{m}^{\prime}=\int_{l} \exp [i(k / r) \cdot \xi t] \omega \phi_{m} G_{2}^{0 \prime}(k, \xi) d \xi$

$$
+\int_{0}^{t} \int_{z} \sum_{n=0}^{N} \exp [i(k / r)(t-s) \cdot \xi] \hat{B}_{n}^{\prime} \omega \phi_{m} \phi_{n} d \xi d s .
$$

We now investigate whether the transformed quantities are such that we can apply the Laplace transform. This requires estimates of bounds for the quantities involved and these bounds are not rountinely obtained. We define

$$
\left\|F_{t}^{\prime}\right\|=\sum_{n=0}^{N} \max _{k}\left|F_{n}^{\prime}\right|
$$

and

$$
\left|\left|F^{\prime}\right|_{t_{0}}\right|=\max _{0 \leqslant t \in t_{0}}\left\|F_{t}^{\prime}\right\|
$$

We have from (4.10)
$\left\|A_{T}^{\prime}\right\| \leqslant\left\|A_{0}^{\prime}\right\|+P \int_{0}^{T}\left\|A_{t}^{\prime}\right\| d t+P \int_{0}^{T} \exp [t(1-\mu)]\left\|\hat{A}_{t}^{\prime}\right\| d t$
and
$\left\|\hat{A}_{T}^{\prime}\right\| \leqslant\left\|\hat{A}_{0}^{\prime}\right\|+P \int_{0}^{T} \exp [t(\mu-1)]\left\|A_{t}^{\prime}\right\| d t+P \int_{0}^{T}\left\|\hat{A_{t}^{\prime}}\right\| d t$
where $P>0$ is defined by (3.13). From the continuity of the norm, there exist $t_{1}$ and $t_{2} \in[0, T]$ such that

$$
\left\|A_{t_{2}}^{\prime}\right\|=\left|\left|A^{\prime}\right|_{T}\right|
$$

and

$$
\left\|\hat{A}_{t_{2}}^{\prime}\right\|=\left|\left|\hat{A}^{\prime}\right|_{T}\right|
$$

Thus for $0 \leqslant \mu<1$

$$
\begin{align*}
\left|\left|A^{\prime}\right|_{T}\right|= & \left|\left|A_{t_{1}}^{\prime}\right|\right| \leqslant\left\|A_{0}^{\prime}\right\|+\left.P T| | A^{\prime}\right|_{T} \mid \\
& \left.+\left.\frac{P}{1-\mu}(\exp [T(1-\mu)]-1)| | \hat{A}^{\prime}\right|_{T} \right\rvert\, \tag{4.13}
\end{align*}
$$

and

$$
\begin{align*}
\|\left.\hat{A}^{\prime}\right|_{T} \mid= & \left.\left\|\hat{A}_{t_{2}}^{\prime}\right\| \leqslant\left\|\hat{A}_{0}^{\prime}\right\|+\left.\frac{P}{1-\mu}(1-\exp [T(\mu-1)])| | A^{\prime}\right|_{T} \right\rvert\, \\
& +\left.P T| | \hat{A}^{\prime}\right|_{T} \mid \tag{4.14}
\end{align*}
$$

From (4.13) and (4.14) we have

$$
\begin{equation*}
\left.(1-P T)\left|\left|A^{\prime}\right|_{T}\right| \leqslant\left\|A_{0}^{\prime}\right\|+\left.\frac{P}{1-\mu}(\exp [T(1-\mu)]-1)| | \hat{A}^{\prime}\right|_{T} \right\rvert\, \tag{4.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.(1-P T)\left|\left|\hat{A}^{\prime}\right|_{T}\right| \leqslant\left\|\hat{A}_{0}^{\prime}\right\|+\left.\frac{P}{1-\mu}(1-\exp [T(\mu-1)])| | A^{\prime}\right|_{T} \right\rvert\, \tag{4.16}
\end{equation*}
$$

Using (4.16) in (4.15), we have

$$
\begin{align*}
& \left(1-P T-\frac{P^{2}(\exp [T(1-\mu)]-1)(1-\exp [T(\mu-1)])}{(1-\mu)^{2}(1-P T)}\right) \\
& \quad \times\left|\left|A^{\prime}\right|_{T}\right| \leqslant\left\|A_{0}^{\prime}\right\|+\frac{P(\exp [T(1-\mu)]-1)}{(1-\mu)(1-P T)}\left\|\hat{A}_{0}^{\prime}\right\| . \tag{4.17}
\end{align*}
$$

We examine the function contained in the term on the left side of (4.17)

$$
\begin{equation*}
f(T)=P+\frac{P^{2}(\exp [T(1-\mu)]-1)(1-\exp [T(\mu-1)])}{T(1-\mu)^{2}(1-P T)} \tag{4.18}
\end{equation*}
$$

We observe that $f(T)$ is continuous for $0<T<1 / P$, $\lim _{T-0^{+}} f(T)=P$, and $f(T) \geqslant P$. Therefore, on the interval $0<T \leqslant \delta<1 / P, f(T)$ has a minimum $P$ and a maxi$\operatorname{mum} \beta$. Hence, for $T<T_{1}=\min (\delta, 1 / \beta)$

$$
\begin{equation*}
1-P T \geqslant 1-f(T) T \geqslant 1-\beta T>0 \tag{4.19}
\end{equation*}
$$

and

$$
\begin{equation*}
1 /[1-f(T) T] \leqslant 1 /(1-\beta T) . \tag{4.20}
\end{equation*}
$$

We need three additional estimates. We have

$$
\begin{equation*}
\left(\frac{1}{1-f(T) T}\right) \frac{P}{1-\mu} \frac{(\exp [T(1-\mu)]-1)}{(1-P T)} \leqslant 1 \tag{4.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{1}{1-f(T) T}\right) \frac{P}{1-\mu} \frac{(1-\exp [T(\mu-1)])}{(1-P T)} \leqslant 1 \tag{4.22}
\end{equation*}
$$

for $0 \leqslant T<T_{2}$ where $T_{2} \leqslant T_{1}$. Finally, since $0<1-\beta T<1$ (for $T>0$ ) there exists an integer $N_{0}>1$ such that

$$
\begin{equation*}
1+\frac{1}{1-\beta T} \leqslant \frac{1}{(1-\beta T)^{N_{0}}} \tag{4.23}
\end{equation*}
$$

Let $T$ and $\mu$ be fixed, $0<T \leqslant T_{2}$ and $0 \leqslant \mu<1$. We consider the intervals $[0, T],[T, 2 T],[2 T, 3 T]$, etc. , and iterate using (4.17) and a corresponding relationship derived from (4.16) for $\left|\left|\hat{A}^{\prime}\right|_{T}\right|$, and the inequalities (4.19) through (4.23) and obtain

$$
\begin{equation*}
\left|\left|A^{\prime}\right|_{n T}\right| \leqslant \frac{\alpha \exp [n T(1-\mu)]}{(1-\beta T)^{n N_{0}}} \leqslant \frac{\alpha \exp (n T)}{(1-\beta T)^{n N_{0}}} \tag{4.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\left|\hat{A}^{\prime}\right|_{n T}\right| \leqslant \alpha /(1-\beta T)^{n N_{0}} \tag{4.25}
\end{equation*}
$$

for all integers $n \geqslant 0$ where $\alpha=\max \left(\left\|A_{0}^{\prime}\right\|,\left\|\hat{A}_{0}^{\prime}\right\|\right)$. We may make a separate calculation using (4.11) and (4.12) and show that these bounds are also valid for $\mu=1$.

For every $t \geqslant 0$ there exists an integer $n$ such that $(n-1) T<t \leqslant n T$ and thus

$$
\begin{align*}
& \left\|A_{t}^{\prime}\right\| \leqslant\left|\left|A^{\prime}\right|_{t}\right| \leqslant\left|\left|A^{\prime}\right|_{n T}\right| \leqslant \\
& \frac{\alpha \exp [n T(1-\mu)]}{(1-\beta T)^{n N_{0}}} \leqslant \frac{\alpha \exp (n T)}{(1-\beta T)^{n N_{0}}} \\
& \leqslant \frac{\alpha}{(1-\beta T)^{N_{0}}} \times \exp \left[T+\left(1+\frac{N_{0} \beta}{1-\beta T}\right) t\right] \tag{4.26}
\end{align*}
$$

and

$$
\begin{align*}
\left\|\hat{A}_{t}^{\prime}\right\| \leqslant\left|\left|\hat{A}^{\prime}\right|_{t}\right| \leqslant\left|\left|\hat{A}^{\prime}\right|_{n T}\right| & \leqslant \frac{\alpha}{(1-\beta T)^{n N_{0}}} \\
& \leqslant \frac{\alpha}{(1-\beta T)^{N_{0}}} \exp \left(\frac{N_{0} \beta}{1-\beta T} t\right) . \tag{4.27}
\end{align*}
$$

Therefore, each of the components $A_{n}^{\prime}$ and $\hat{A}_{n}^{\prime}$ can grow at most exponentially in time. Since $A_{n}^{\prime}$ and $\hat{A}_{n}^{\prime}$ are continuous functions of time, we have the existence of the

Laplace transforms of these quantities. Further, by (4.9) $G_{1}^{\prime}$ and $G_{2}^{\prime}$ can grow at most exponentially in time and are continuous and we may apply the Laplace transform to them as well.

## 5. THE TRANSFORMED SYSTEM AND THE DISPERSION RELATION

We take the Fourier transform in space ( $k$ the Fourier variable) and the Laplace transform in time ( $\sigma$ the Laplace variable) of the system (2.6). Denoting the transformed quantities by a superscript $T$, we have

$$
\begin{align*}
& g_{1}^{T}=\frac{g_{1}^{0} T}{\sigma-i k \cdot \xi+1}+\frac{\sum_{n=0}^{N} b_{n}^{T} \phi_{n}}{\sigma-i k \cdot \xi+1},  \tag{5.1}\\
& g_{2}^{T}=\frac{g_{2}^{0} T}{\sigma-i k / r \cdot \xi+\mu}+\frac{\sum_{n=0}^{N} \hat{b}_{n}^{T} \phi_{n}}{\sigma-i k / r \cdot \xi+\mu},
\end{align*}
$$

where $b_{n}^{T}$ and $\hat{b}_{n}^{T}$ are defined in terms of the inner products ( $g_{1}^{T}, \phi_{n}$ ) and ( $g_{2}^{T}, \phi_{\eta}$ ). We take moments of (5.1) and obtain a $(2 N+2) \times(2 N+2)$ linear system for $V^{T}=\left(V_{1}^{T}, \ldots, V_{2 N+2}^{T}\right)$

$$
\begin{equation*}
(I-K) V^{T}=L \tag{5.2}
\end{equation*}
$$

where $V_{n}^{T}$ are transforms of the moment quantities $n_{1}, u_{1}, T_{1}, \ldots, n_{2}, u_{2}, T_{2}, \cdots$ and $K$ and $L$ are defined by inner products of $\phi_{n}$ with terms of (5.1). The quantities, $\left(\phi_{m}, \phi_{n} /(\sigma-i k \cdot \xi+1)\right)$ and $\left(\phi_{m}, \phi_{n} /(\sigma-i k / r \cdot \xi+\mu)\right)$, in the matrix $I-K$ can be evaluated in terms of the complex error function.

Formally, we have

$$
\begin{equation*}
V^{T}=(I-K)^{-1} L \tag{5.3}
\end{equation*}
$$

$V$ may be obtained by a Laplace inversion followed by a Fourier inversion
$V(x, t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \exp (-i k \cdot x) d k \int_{\gamma \rightarrow i \infty}^{\gamma+i \infty} \frac{\exp (\sigma t)}{2 \pi i}(I-K)^{-1} L d \sigma$.

We postulate the existence of plane wave solutions to (2.6); that is, solutions of the form

$$
\begin{align*}
& g_{1}=q_{1}(\xi) \exp (\sigma t-i k \cdot x),  \tag{5.5}\\
& g_{2}=q_{2}(\hat{\xi}) \exp (\sigma t-i k \cdot x),
\end{align*}
$$

where $q_{1}$ and $q_{2} \in H$. We define

$$
\begin{equation*}
c_{n}=\left(q_{1}, \phi_{n}\right), \quad \hat{c}_{n}=\left(q_{2}, \phi_{n}\right) . \tag{5.6}
\end{equation*}
$$

When (5.5) and (5.6) are substituted into (2.6), the conjecture (5.5) leads to the system (5.2) with $L$ identically zero. In order that

$$
\begin{equation*}
(I-K) V^{T}=0 \tag{5.7}
\end{equation*}
$$

has a nontrivial solution we must have

$$
\begin{equation*}
\operatorname{det}[(I-K)(\sigma, k)]=0 . \tag{5.8}
\end{equation*}
$$

This is the dispersion relation and it defines the functional roots $\sigma=\sigma(k)$.

We assume plane wave solutions and that $\sigma=\sigma(k)$ is a root of the dispersion relation. For a one-dimensional problem (2.6) becomes
$\left(\sigma-i k \xi_{1}+1\right) q_{1}=c_{0} \phi_{0}+\left(a_{1} c_{1}+a_{3} \frac{\hat{c}_{1}}{r}\right) \phi_{1}+\frac{3}{2}\left(a_{2} c_{2}+a_{4} \hat{c}_{2}\right) \phi_{2}$,
$\left(\sigma-i \frac{k}{r} \hat{\xi}_{1}+\mu:\right) q_{2}$
$=\mu \hat{c}_{0} \phi_{0}+\left(\hat{a}_{1} c_{1}+\hat{a}_{3} \frac{\hat{c}_{1}}{r}\right) r \phi_{1}+\frac{3}{2}\left(\hat{a}_{2} c_{2}+\hat{a}_{4} \hat{c}_{2}\right) \phi_{2}$.
Since $q_{1}$ and $q_{2} \in H$ and $\left\{\phi_{n}\right\}$ is a complete orthogonal set in H

$$
\begin{equation*}
q_{1}=\sum_{n=0}^{\infty} c_{n} \frac{\phi_{n}}{\left(\phi_{n}, \phi_{n}\right)}, \quad q_{2}=\sum_{n=0}^{\infty} \hat{c}_{n} \frac{\phi_{n}}{\left(\phi_{n}, \phi_{n}\right)} \tag{5.10}
\end{equation*}
$$

We take inner products of the equations in (5.9) with $q_{1}$ and $q_{2}$, respectively, and obtain
$\sigma\left(q_{1}, q_{1}\right)-i\left(k \xi_{1} q_{1}, q_{1}\right)=-\left(q_{1}, q_{1}\right)+\left(\sum_{n=0}^{2} b_{n}^{T}\left(\phi_{n}, q_{1}\right)\right)$,
$\sigma\left(q_{2}, q_{2}\right)\left(-i \frac{k}{r} \hat{\xi}_{1} q_{2}, q_{2}\right)=-\mu\left(q_{2}, q_{2}\right)+\left(\sum_{n=0}^{2} \hat{b}_{n}^{\top}\left(\phi_{n}, q_{2}\right)\right)$.
This system provides two relationships for $\operatorname{Re} \sigma$

$$
\begin{align*}
\operatorname{Re} \sigma= & {\left[-\sum_{n=3}^{\infty}\left|c_{n}\right|^{2}+\left|c_{1}\right|^{2}\left(-1+a_{1}\right)+\left|d_{2}\right|^{2}\left(-1+a_{2}\right)\right.} \\
& \left.+\operatorname{Re}\left(\bar{c}_{1} \frac{\hat{c}_{1}}{r}\right) a_{3}+\operatorname{Re}\left(\bar{d}_{2} \hat{d}_{2}\right) a_{4}\right]\left(q_{1}, q_{1}\right)^{-1} \tag{5.12}
\end{align*}
$$

$$
\begin{aligned}
\operatorname{Re} \sigma= & {\left[-\mu \sum_{n=3}^{\infty}\left|\hat{c}_{n}\right|^{2}+\left|\hat{c}_{1}\right|^{2}\left(-\mu+\hat{a}_{3}\right)+\left|\hat{d}_{2}\right|^{2}\left(-\mu+\hat{a}_{4}\right)\right.} \\
& \left.+\operatorname{Re}\left(c_{1} \frac{\overline{\hat{c}}_{1}}{r}\right) \hat{a}_{1} r^{2}+\operatorname{Re}\left(d_{2} \overline{\hat{a}}_{2}\right) \hat{a}_{2}\right]\left(q_{2}, q_{2}\right)^{-1},
\end{aligned}
$$

where $d_{2}=\sqrt{3 / 2} c_{2}, \hat{d}_{2}=\sqrt{3 / 2} \hat{c}_{2}$, and $\left\{\phi_{\pi}\right\}$ is assumed orthonormal for $n \geqslant 3$. We multiply the first equation by $n_{1}^{0}\left(q_{1}, q_{1}\right)$, the second by $n_{2}^{0}\left(q_{2}, q_{2}\right)$, and add to get

$$
\begin{align*}
\operatorname{Re} \sigma= & -\left[n_{1}^{0} \sum_{n=3}^{\infty}\left|c_{n}\right|^{2}+\mu n_{2}^{0} \sum_{n=3}^{\infty}\left|\hat{c}_{n}\right|^{2}+p n_{1}^{0} M_{2}\left|c_{1}-\frac{\hat{c}_{1}}{r}\right|^{2}\right. \\
& \left.+p n_{1}^{0} N_{2}\left|d_{2}-\hat{d}_{2}\right|^{2}\right] \times\left[n_{1}^{0}\left(q_{1}, q_{1}\right)+n_{2}^{0}\left(q_{2}, q_{2}\right)\right]^{-1} . \tag{5.13}
\end{align*}
$$

From (5.13) we have

$$
\begin{equation*}
\operatorname{Re} \sigma \leqslant 0 \tag{5.14}
\end{equation*}
$$

Using the inequality $2\left(|x|^{2}+|y|^{2}\right) \geqslant|x-y|^{2}$, we have for $0 \leqslant p \leqslant \mu / 2$ with $\mu \leqslant 1$

$$
\begin{align*}
n_{1}^{0}\left(\left|c_{1}\right|^{2}+\left|d_{2}\right|^{2}\right)+\mu n_{2}^{0}\left(\left|\hat{c}_{1}\right|^{2}+\left|\hat{d}_{2}\right|^{2}\right) & \geqslant 2 p n_{1}^{0} M_{2}\left(\left|c_{1}\right|^{2}+\left|\frac{\hat{c}_{1}}{r}\right|^{2}\right) \\
& +2 p n_{1}^{0} N_{2}\left(\left|d_{2}\right|^{2}+\left|\hat{d}_{2}\right|^{2}\right) \\
& \geqslant p n_{1}^{0} M_{2}\left|c_{1}-\frac{\hat{c}_{1}}{r}\right|^{2} \\
& +p n_{1}^{0} N_{2}\left|d_{2}-\hat{d}_{2}\right|^{2}, \tag{5.15}
\end{align*}
$$

which when used in (5.13) implies
$\operatorname{Re} \sigma>-\left(\frac{n_{1}^{0}\left(q_{1}, q_{1}\right)+\mu n_{2}^{0}\left(q_{2}, q_{2}\right)}{n_{1}^{0}\left(q_{1}, q_{1}\right)+n_{2}^{0}\left(q_{2}, q_{2}\right)}\right)=-1+\delta(\mu)$.

Thus for plane wave solutions with $\sigma=\sigma(k)$ a root of the dispersion relation and $0 \leqslant p \leqslant \mu / 2$, we have

$$
\begin{equation*}
-1+\delta(\mu)<\operatorname{Re} \sigma \leqslant 0 \tag{5.17}
\end{equation*}
$$

The assumption that the normalized cross-collision frequency $p$ is less than or equal to one-half the normalized collision frequency $\mu$ is physically reasonable.

We now examine the matrix $I-K$ for a one-dimensional problem. After integrations have been carried out with respect to $\xi_{2}$ and $\xi_{3}$, the elements of I-K contain integrals of the form

$$
\begin{align*}
& M(\lambda)=\frac{\lambda}{(2 \pi)^{1 / 2}} \int \frac{\exp \left(-\xi_{1}^{2} / 2\right) d \xi_{1}}{\lambda-i \xi_{1}},  \tag{5.18}\\
& M(\hat{\lambda})=\frac{\hat{\lambda}}{(2 \pi)^{1 / 2}} \int \frac{\exp \left(-\xi_{1}^{2} / 2\right) d \xi_{1}}{\hat{\lambda}-i \xi_{1}}, \tag{5.19}
\end{align*}
$$

where

$$
\begin{equation*}
\lambda=\frac{\sigma+1}{k} \tag{5.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\lambda}=\frac{\sigma+\mu}{k / r} \tag{5.21}
\end{equation*}
$$

The integrals $M(\lambda)$ and $M(\hat{\lambda})$ have the imaginary axes in the $\lambda$ and $\hat{\lambda}$ planes, respectively, as natural branch cuts and each integral defines two different functions (one in each half-plane). The analytic continuation of any one of these functions across the branch cut does not lead to the other corresponding function. Therefore, we have four different functions in $I-K$ determined by $\operatorname{Re} \lambda>0, \operatorname{Re} \lambda<0, \operatorname{Re} \hat{\lambda}>0$, and $\operatorname{Re} \hat{\lambda}<0$.

In order to define the Laplace inversion, we require Re $\sigma>0$. Hence, by (5.20) and (5.21) the branches of $M(\lambda)$ and $M(\hat{\lambda})$ depend on the sign of $k$. We designate these functions by $M(\lambda)^{+}, M(\hat{\lambda})^{+}$for $k>0$ and $M(\lambda)^{-}, M(\hat{\lambda})^{-}$ for $k<0$. Having specified the branches of $M(\lambda)$ and $M(\hat{\lambda})$ so that $\operatorname{Re} \sigma>0$, we analytically continue these branches across the branch cuts. We may then find roots $\sigma(k)$ for all $k$ such that $\operatorname{det}(I-K)$ vanishes. However, by (5.17) the roots $\sigma(k)$ such that $\operatorname{Re} \sigma(k) \nexists(-1+\delta, 0]$ do not correspond to plane waves. (The analytic continuation of the dispersion relation was proposed by Thurber. ${ }^{5}$ )

If we assume $k>0$, then the dispersion relation is a function of $M(\lambda)^{*}$ and $M(\hat{\lambda})^{*}$ and the analytic continuations of these functions. The roots of the dispersion relation lie in three regions of the $\sigma$ plane which we may appropriately call: the hydrodynamic region ( $-\mu<\mathrm{Re} \sigma \leqslant 0$ ) where the dispersion relation asymptotically approaches the dispersion relation for the hydrodynamic conservation equations; the semihydrodynamic region ( $-1<\operatorname{Re} \sigma \leqslant-\mu$ ) where one gas has hydrodynamic properties and the other has rarefied properties; and the rarefied region ( $\operatorname{Re\sigma } \leqslant 1$ ) where both gases have rarefied properties. These regions correspond, respectively, to the use in the dispersion relation of $M(\lambda)^{+}$ and $M(\hat{\lambda})^{+} ; M(\lambda)^{+}$and the analytic continuation of $M(\hat{\lambda})^{+}$; and the analytic continuations of both $M(\lambda)^{+}$and $M(\hat{\lambda})^{+}$.

## 6. SUMMARY

The initial-value problem for the linearized Oppenheim model was shown to have the following properties: (1) it is well set mathematically, (2) it may justifiably be solved by the use of Fourier-Laplace transforms, (3) the roots of the dispersion relation lie in three regions of the $\sigma$ plane which are related to physical properties of the component gases, and (4) the roots $\sigma(k)$ of the dispersion relation for plane wave solutions are bounded by $-1+\delta<\operatorname{Re} \sigma \leqslant 0$. The latter result has the important implication that the system is stable.

The theory developed in this investigation can be extended to more sophisticated models. The structure of the Boltzmann equations for gas mixtures may ultimately be revealed through studies of kinetic models.
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# Vestigial effects of singular potentials in diffusion theory and quantum mechanics* 

H. Ezawat, J. R. Klauder, and L. A. Shepp<br>Bell Laboratories, Murray Hill, New Jersey 07974<br>(Received 14 February 1974)

Repulsive singular potentials of the form $\lambda V(x)=\lambda|x-c|^{-\alpha}, \lambda>0$, in the Feynman-Kac integral are studied as a function of $\alpha$. For $\alpha>2$ such potentials completely suppress the contribution to the integral from paths that reach the singularity, and thus, unavoidably, certain vestiges of the potential remain even after the coefficient $\lambda \downarrow 0$. For $2 \geqslant \alpha \geqslant 1$ careful definition by means of suitable counter terms at the point of singularity (similar in spirit to renormalization counter terms in field theory) can lead to complete elimination of effects of the potential as $\lambda \downarrow 0$. For $\alpha<1$ no residual effects of the potential exist as $\lambda \downarrow 0$. In order to prove these results we rely on the theory of stochastic processes using, in particular, local time and stochastic differential equations. These results established for the Feynman-Kac integral conform with those known in the theory of differential equations. In fact, a variety of vestigial effects can arise from suitable choices of counter terms, and these correspond in a natural way to various self-adjoint extensions of the formal differential operator.

## 1. INTRODUCTION

Averages of various expressions in Wiener measure, such as

$$
\begin{align*}
F(T) & \equiv \int \exp \left[-\lambda \int_{0}^{T} V(x(t)) d t\right] d \mu_{W}(x) \\
& \equiv\left\langle\exp \left[-\lambda \int_{0}^{T} V(x(t)) d t\right]\right\rangle \tag{1.1}
\end{align*}
$$

arise in a number of contexts, specifically in diffusion theory and in the imaginary time formulation of quantum theory. In Eq. (1.1), the Wiener measure $\mu_{W}$ is a normalized Gaussian measure on continuous paths $x(t)$, $0 \leqslant t \leqslant T$, where $x(0)=0$, with mean zero and covariance $=\min \left(t, t^{\prime}\right)$ (standard Wiener process). We are interested in studying $F$ for singular potentials $V$, such as $V(x)$ $=|x-c|^{-\alpha}, \alpha>0$, when $\lambda>0$. Examples where $c=0$ and $c \neq 0$ are both of interest. In the latter case and for sufficiently large $\alpha$, it is conceivable that those paths that reach $x=c$ may not contribute to $F$ at all since for such paths the appropriate integral in the exponent diverges. ${ }^{1}$ If this behavior applies to a set of paths having nonzero measure, then it follows that $F(T) \nrightarrow 1$ as $\lambda \downarrow 0$, and more fundamentally, that the basic stochastic process has been unalterably modified. Should this situation arise in a quantum mechanical context, it carries the interesting consequence that once turned on the effects of the repulsive singular potential cannot be completely turned off. ${ }^{2}$ These are examples of what we mean by vestigial effects.

In the related Schrödinger problem with Hamiltonian

$$
-\frac{1}{2} \frac{\partial^{2}}{\partial x^{2}}+\frac{\lambda}{|x-c|^{\alpha}}
$$

it is known ${ }^{3}$ that for $\alpha \leqslant 2$ it is possible to choose appropriate boundary conditions at the singularity so that the associated Hamiltonian operator converges strongly as $\lambda \downarrow 0$ to the free particle Hamiltonian. For $\alpha>2$ this is impossible: no choice of boundary conditions permits convergence to the free particle Hamiltonian as $\lambda \downarrow 0$. As far as possible we wish to reproduce these results in the path space formulation by exploiting in that approach what plays the role of various boundary conditions in the differential equation approach. Not unexpectedly the
role of boundary conditions is subsumed by regularizations of the potential at the singularity (e.g., by the introduction of counter terms). Specifically, we approach a given potential $V(x)=|x-c|^{-\alpha}$ through a sequence of bounded, continuous potentials $V_{\epsilon}(x), \epsilon>0$, for which we require pointwise convergence for all $x \neq c$ such that

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} V_{\epsilon}(x)=|x-c|^{-\alpha}, \quad x \neq c . \tag{1.2}
\end{equation*}
$$

and, as it turns out for $\alpha \leqslant 2$, it is the freedom in choosing such sequences that corresponds to different boundary conditions and eventually to (possibly) distinct self-adjoint extensions of the Hamiltonian.

Along with a sequence of regularized potentials $V_{\epsilon}(x)$ we consider the associated averages

$$
\begin{equation*}
F_{\epsilon}(T) \equiv\left\langle\exp \left[-\lambda \int_{0}^{T} V_{\epsilon}(x(t)) d t\right]\right\rangle \tag{1.3}
\end{equation*}
$$

each of which is unambiguously defined. Instead of (1.1) we henceforth adopt the prescription

$$
\begin{equation*}
F(T) \equiv \lim _{\epsilon \neq 0} F_{\epsilon}(T), \tag{1.4}
\end{equation*}
$$

provided that the limit exists. Very different results for $F(T)$ may arise for different choices of regularization even though each choice converges pointwise to the same potential except at the singularity.

The question of the behavior as $\lambda \downarrow 0$ may be phrased more precisely in terms of path space measures. Let us introduce the measures $\nu_{\mathrm{t}}^{\lambda}$, where

$$
\begin{equation*}
d \nu_{\epsilon}^{\lambda} \equiv \exp \left[-\lambda \int_{0}^{T} V_{\epsilon}(x(t)) d t\right] d \mu_{W} \tag{1.5}
\end{equation*}
$$

and define, when it exists in the topology of weak convergence of measures, the measure

$$
\begin{equation*}
\nu^{\lambda} \equiv \lim _{\epsilon \pm 0} \nu_{\epsilon}^{\lambda} . \tag{1.6}
\end{equation*}
$$

While $\nu_{\epsilon}^{\lambda}$ is equivalent to $\mu_{W}$, this need not be the case for $\nu^{\lambda}$; it may be desirable or even necessary to choose different regularizations for different $\lambda$. We may say that the effects of the interaction disappear as $\lambda \downarrow 0$ provided the weak limit obeys

$$
\begin{equation*}
\lim _{\lambda * 0} \nu^{\lambda}=\mu_{W}, \tag{1.7}
\end{equation*}
$$

and otherwise not.

Our basic results may now be stated: For potentials $V(x)=|x-c|^{-\alpha}, \alpha \leqslant 2$, regularizations exist such that (1.7) holds; for $\alpha>2$ no such regularizations exist. While these results agree with those found using differential equation techniques, as desired, it is informative to probe their anatomy in the path space picture more deeply. Specifically, to obtain (1.7), nonnegative regularizations may be employed for $\alpha<1$, while for $\alpha \geqslant 1$ this is not the case. ${ }^{4}$ Moreover, in the interval $1 \leqslant \alpha<3 / 2, \nu^{\lambda}$ is equivalent to $\mu_{W}$ for all $\lambda$, while in the interval $3 / 2 \leqslant \alpha \leqslant 2, \nu^{\lambda}$ is inequivalent to $\mu_{W}$ or to any other $\nu^{\lambda^{\prime}}, \lambda^{\prime} \neq \lambda$. For $\alpha>2$ (or with nonnegative regularizations for $\alpha \geqslant 1$ ), $\nu^{\lambda} \rightarrow \mu_{w, c}^{\prime}$ a measure appropriate to the absorbing Brownian motion ${ }^{5}$ (also called absorbing Wiener process) in which all paths that reach $x=c$ are thereafter disregarded. ${ }^{6}$

One of our prime tools of analysis exploits a wellknown and important equivalence demonstrated by Kac. ${ }^{7}$ For bounded and continuous $V(x)$ he has shown that the quantity

$$
\begin{equation*}
F(T)=\left\langle\exp \left[-\lambda \int_{0}^{T} V(x(t)) d t\right]\right\rangle \tag{1,8}
\end{equation*}
$$

may be expressed as

$$
\begin{equation*}
F(T)=\int \psi(x, T) d x \tag{1.9}
\end{equation*}
$$

where $\psi(x, T)$ is that solution of the differential equation of generalized diffusion,

$$
\begin{equation*}
\frac{\partial \psi(x, t)}{\partial t}=\frac{1}{2} \frac{\partial^{2} \psi(x, t)}{\partial x^{2}}-\lambda V(x) \psi(x, t), \tag{1.10}
\end{equation*}
$$

determined by the initial condition

$$
\begin{equation*}
\psi(x, 0)=\delta(x) \tag{1.11}
\end{equation*}
$$

Clearly this equivalence can be applied to the regularized forms $V_{\epsilon}(x)$ to yield $F_{\epsilon}(T)$, and where analytically tractable this technique, treated in detail in Appendices $A$ and $B$, provides valuable information on the explicit behavior for small $\epsilon$.

Another prime tool of our analysis is the use of local time and stochastic differential equation techniques. ${ }^{8}$ Recently, ${ }^{9}$ we have been able to show how to realize a normalized form of the measure $\nu_{\epsilon}^{\lambda}$ in (1.5) as a set of continuous paths on path space, much as Wiener measure is realized by a similar set of continuous paths. An alternative way, equivalent to that in Eq. (1.7), in which to ascertain that the influence of the potential disappears is to study the modified paths (determined by $\nu_{\epsilon}^{\lambda}$ ) and to show in the limits $\epsilon \downarrow 0$ and $\lambda \downarrow 0$ that they reduce to the Wiener paths. We shall find this to be an especially convenient method when the measures $v^{\lambda}$ $=\lim \nu_{t}^{\lambda}$ and $\mu_{W}$ are mutually inequivalent.

The discussion in this paper is confined solely to one-dimensional systems. However, this work has been motivated, in large measure, by a potential applicability of these concepts and methods to fundamental problems in quantum field theory. An initial discussion of this application has already been given, ${ }^{2}$ and we hope the present work serves to stimulate further research in these directions. ${ }^{10}$

## 2. ANALYSIS OF REGULARIZED SINGULAR POTENTIALS: RANDOM VARIABLE VIEWPOINT

## Local time

In this section we shall find it convenient to employ the so-called local time

$$
\begin{equation*}
t^{*}(y) \equiv \lim _{h h_{0}} m[s: y \leqslant x(s) \leqslant y+h, 0 \leqslant s \leqslant T] / h, \tag{2.1}
\end{equation*}
$$

where $x(s)$ denotes a sample path and where $m$ denotes Lebesgue measure. ${ }^{11}$ For benefit of the reader unfamiliar with local time we indicate its formal definition as well, namely

$$
t^{*}(y) \equiv \int_{0}^{T} \delta(x(s)-y) d s
$$

Clearly $t^{*}(y)$ is nonnegative and satisfies

$$
\int_{-\infty}^{\infty} l^{*}(y) d y=T .
$$

For almost every path $t^{*}(y)$ has compact support $\left[\ell^{*}(y)\right.$ $\equiv 0$ for $y \geqslant \max x(s)$ or $y \leqslant \min x(s)$; both bounds almost surely exist], and it has been shown that $t^{*}(y)$ is continuous in $y .{ }^{11}$ Additional properties of $t^{*}(y)$ will be introduced as needed.

The basic random variable in (1.5) may be expressed in terms of $t^{*}(y)$ as

$$
Q_{\epsilon} \equiv \int_{0}^{T} V_{\epsilon}(x(t)) d t=\int_{-\infty}^{\infty} V_{\epsilon}(y) t^{*}(y) d y,
$$

which shows that the study of the random variable $Q_{\epsilon}$ is at the same time a study of the random field $l^{*}(y)$ for various "smearing functions" $V_{\epsilon}(y)$, a point of view not uncommon in field theory contexts. In quantum field theory, we recall, one studies field operators smeared by test functions, and as a matter of fact, under certain circumstances such smeared operators may be regarded as random variables.

## Case $\alpha<1$

We note first, for $\alpha<1$, that

$$
Q \equiv \int_{-\infty}^{\infty}|y-c|^{-\alpha} t^{*}(y) d y<\infty, \text { a.s. },{ }^{12}
$$

since $t^{*}(y)$ is continuous and has compact support, hence is bounded, almost surely, and $|y-c|^{-\alpha}$ is integrable at $c$ provided $\alpha<1$. Consider next any regularization sequence $V_{\epsilon}(y)$ such that on each compact set $C$

$$
\begin{equation*}
\int_{c}\left|V_{\epsilon}(y)-|y-c|^{-\alpha}\right| d y \rightarrow 0 \tag{2.2}
\end{equation*}
$$

as $\epsilon \downarrow 0$. As a consequence, as $\epsilon \downarrow 0$,

$$
\left|Q_{\epsilon}-Q\right| \leqslant \int\left|V_{\epsilon}(y)-|y-c|^{-\alpha}\right| t^{*}(y) d y \rightarrow 0, \text { a.s.; }
$$

namely

$$
\begin{aligned}
\lim _{\epsilon \Delta 0} Q_{\epsilon} & =\lim _{\epsilon \Delta 0} \int_{o}^{T} V_{\epsilon}(x(t)) d t \\
& =\int_{0}^{T}|x(t)-c|^{-\alpha} d t=Q, \text { a.s.. }
\end{aligned}
$$

To convert these facts into properties of the measures requires for $\lambda \geqslant 0$ that $\exp \left(-\lambda Q_{\epsilon}\right) \leqslant G$ uniformly in $\epsilon$ where $\langle G\rangle<\infty$. This condition imposes a certain restriction on the negative excursions of $V_{\epsilon}(y)$, but one that is difficult to specify in detail. [For example, if $V_{\epsilon}(y) \geqslant-M$ uniformly, then $\exp \left(-\lambda Q_{\epsilon}\right) \leqslant \exp (\lambda M T)$ for $\lambda \geqslant 0$.] With a uniform bound $G$, it follows that $\nu_{\xi}^{\lambda} \rightarrow \nu^{\lambda}$ weakly, where $d \nu^{\lambda}=\exp (-\lambda Q) d \mu_{W}$, and finally $\nu^{\lambda} \rightarrow \mu_{W}$ weakly.

## Nonnegative regularizations

The preceding discussion applies to rather general regularizations $V_{\epsilon}(x)$. Nevertheless, it is useful to direct the discussion temporarily to regularizations that in addition satisfy the condition $V_{\epsilon}(x) \geqslant 0$. A convenient example of this type is given by

$$
V_{\epsilon}(x)=(|x-c|+\epsilon)^{-\alpha}
$$

which we shall refer to as the basic regularization.
Elsewhere ${ }^{1}$ we have proven a theorem related to our present discussion. Suitably rephrased that result is given by the following:

Theorem: Let $x(t)$ be a standard Wiener process, $t *(y)$ the local time as defined in (2.1), and $f(y)$ a nonnegative measurable function. Then

$$
\int f(y) t^{*}(y) d y=\int_{0}^{T} f(x(t)) d t<\infty, \quad \text { a.s. }
$$

if and only if, for each compact set $C$,

$$
\int_{c} f(y) d y<\infty
$$

The application of this theorem to singular potentials in which $\alpha<1$ is direct and confirms our previous result. Let us instead determine its implications for $\alpha \geqslant 1$. Consider, initially, the basic regularization with

$$
Q_{\epsilon}=\int(|y-c|+\epsilon)^{-\alpha} t^{*}(y) d y
$$

For the set of paths that do not reach $c$ in time $t<T$, dominated convergence leads to convergence of $Q_{\epsilon}$ as $\epsilon \downarrow 0$ to

$$
Q=\int|y-c|^{-\alpha} t^{*}(y) d y
$$

For the set of paths that reach $c$ in some time $t<T$,

$$
\lim _{\epsilon \rightarrow 0} Q_{\epsilon} \geqslant \int|y-c|^{-\alpha} t^{*}(y) d y
$$

by Fatou's lemma, which for $\alpha \geqslant 1$ is almost surely infinite [since $t^{*}(c)>0$, which holds in a neighborhood of $c$ by continuity]. For more general nonnegative regularizations $V_{\epsilon}(x)$ let us assume that for some $m$ and $M$,

$$
m(|y-c|+\epsilon)^{-\alpha} \leqslant V_{\epsilon}(y) \leqslant M(|y-c|+\epsilon)^{-\alpha}
$$

besides the fact $V_{\epsilon}(y) \rightarrow|y-c|^{-\alpha}$. Then almost surely

$$
\begin{equation*}
Q_{\epsilon}=\int V_{\epsilon}(y) t^{*}(y) d y \rightarrow Q=\int|y-c| \quad t^{*}(t) d y . \tag{2.3}
\end{equation*}
$$

The variable $Q$ in (2.3) is almost surely finite for those paths that never reach $c$ and almost surely infinite for those paths that reach $c$. If $c=0$, however, all paths "reach" $c$ since $x(0)=0$, and one expects for $\alpha \geqslant 1$ that $Q=\infty$, a.s. Indeed, we know from our previous work ${ }^{1}$ that, for $\alpha \geqslant 1$,

$$
\lim _{\epsilon \in 0} \int_{0}^{T}(|x(t)|+\epsilon)^{-\alpha} d t=\infty, \quad \text { a.s. }
$$

As a consequence, $F_{\epsilon} \rightarrow 0$ as $\epsilon \downarrow 0$, where

$$
F_{\epsilon}=\left\langle\exp \left[-\lambda \int_{0}^{T}(|x(t)|+\epsilon)^{-\alpha} d t\right]\right\rangle
$$

for $\lambda>0$ and $\alpha \geqslant 1$. The calculation in Appendix A explicitly shows for $\alpha=1$ and $\alpha=2$ that for fixed $\lambda>0$ and for $\epsilon \downarrow 0$ asymptotically

$$
\begin{align*}
\alpha=1: & F_{\epsilon} \sim \operatorname{const}\left(\ln \epsilon^{-1}\right)^{-1},  \tag{2.4a}\\
\alpha=2: & F_{\epsilon} \sim \operatorname{const} \epsilon^{\theta}, \tag{2.4b}
\end{align*}
$$

where $\theta \equiv \frac{1}{2}(\sqrt{1+8 \lambda}+1)$, and const denotes an $\epsilon$-independent, nonzero factor.

With nonnegative regularizations, it follows that $\exp \left(-\lambda Q_{\epsilon}\right) \leqslant 1$ and therefore $\nu^{\lambda}$ is absolutely continuous with respect to $\mu_{w}$. In particular, if $c=0$, then $\nu^{\lambda} \equiv 0$ for all $\lambda>0$, and quite clearly $\nu^{\lambda} \nprec \mu_{w}$ as $\lambda \downarrow 0$.

For $c \neq 0, \nu^{\lambda} \neq 0$, as noted previously below (2.3), and in fact $\nu^{\lambda} \rightarrow \mu_{w, c}^{\prime}$, which is defined as Wiener measure on the set of paths that never reach $x=c$ and which has no weight on the complementary set. We recall ${ }^{5}$ that there is a finite probability

$$
\begin{equation*}
p_{c}=\sqrt{2 / \pi T} \int_{0}^{|c|} \exp \left(-x^{2} / 2 T\right) d x \tag{2.5}
\end{equation*}
$$

that throughout the interval $0 \leqslant s \leqslant T$ paths satisfy

$$
x(s)<c, \quad \text { when } c \gtrless 0
$$

Consequently,

$$
\int d \mu_{w, c}^{\prime}=p_{c}<1
$$

but this simple fact hardly does justice to the fundamental difference that exists between $\mu_{W, c}^{\prime}$ and $\mu_{W}$. The modification of the process described here is just the one to which reference was made in Sec. 1.

In partial summary, we have seen above that for $\alpha<1$ regularizations exist, indeed nonnegative regularizations, such that $\nu^{\lambda} \rightarrow \mu_{w}$ as $\lambda+0$, a sufficient condition being given by (2.2). We have also seen that for $\alpha \geqslant 1$ no nonnegative regularization exists such that $\nu^{\lambda} \rightarrow \mu_{W}$; instead, nonnegative regularizations, e.g., the basic regularization, lead to $\mu_{w, c}^{\prime}$ which is the measure for absorbing Brownian motion.

We next consider alternative prescriptions to determine if the property $\nu^{\lambda} \rightarrow \mu_{W}$ can be arranged to hold for $\alpha \geqslant 1$.

## Case $1 \leqslant \alpha<3 / 2$

We recast the expression for $Q_{\varepsilon}$ in the form

$$
\begin{aligned}
Q_{\epsilon} & =\int_{-\infty}^{\infty} V_{\epsilon}(y) t^{*}(y) d y \\
& =\int_{|y-c| \leqslant 1} V_{\epsilon}(y) t^{*}(y) d y+\int_{|y-c|>1} V_{\epsilon}(y) t^{*}(y) d y
\end{aligned}
$$

The latter integral converges as $\epsilon \downarrow 0$ to

$$
\int_{|y-c|>1}|y-c|^{-\alpha} t^{*}(y) d y, \quad \text { a.s. }
$$

for any $\alpha$. The former integral we write in the form

$$
\begin{aligned}
\int_{|y-c| \leqslant 1} V_{\epsilon}(y) t^{*}(y) d y= & \int_{|y-c| \leqslant 1} V_{\epsilon}(y)\left[t^{*}(y)-l^{*}(c)\right] d y \\
& +t^{*}(c) \int_{|y-c| \leqslant 1} V_{\epsilon}(y) d y
\end{aligned}
$$

We impose on the regularization the requirement that

$$
\begin{equation*}
\lim _{\epsilon \pm 0} \int_{|y-c| \leqslant 1} V_{\epsilon}(y) d y=K \tag{2.6}
\end{equation*}
$$

where $-\infty<K<\infty$, which evidently controls the last term above (see below for examples). Now, continuity properties of $t^{*}(y)$ imply ${ }^{11}$ that for any fixed, nonrandom $\gamma<\frac{1}{2}$ there exists a nonnegative random variable $R_{\gamma}$,
$R_{r}<\infty$, a.s., such that

$$
\left|t^{*}(y)-t^{*}(c)\right| \leqslant|y-c|^{\gamma} R_{\gamma}
$$

in the range $|y-c| \leqslant 1$. Consequently, we find

$$
\begin{aligned}
& \left|\int_{|y-c| \leqslant 1}\left[V_{\epsilon}(y)-|y-c|^{-\alpha}\right]\left[t^{*}(y)-t^{*}(c)\right] d y\right| \\
& \quad \leqslant R_{\gamma} \int_{|y-c| \leqslant 1}\left|V_{\epsilon}(y)-|y-c|^{-\alpha}\right||y-c|^{\gamma} d y .
\end{aligned}
$$

If we next impose on the regularization the condition

$$
\begin{equation*}
\int_{|y-c| \leqslant 1}\left|V_{\epsilon}(y)-|y-c|^{-\alpha} \| y-c\right|^{\gamma} d y \rightarrow 0 \tag{2.7}
\end{equation*}
$$

we have established that

$$
\begin{aligned}
& \lim _{t+0} \int_{|y-c| \leqslant 1} V_{\epsilon}(y)\left[t^{*}(y)-t^{*}(c)\right] d y \\
& \quad=\int_{|y-c| \leqslant 1}|y-c|^{-\alpha}\left[t^{*}(y)-t^{*}(c)\right] d y, \quad \text { a.s. }
\end{aligned}
$$

This procedure leads to convergence for $\alpha<3 / 2$ since $\gamma<\frac{1}{2}$ can be chosen such that $\alpha-\gamma<1$. (However, the above procedure is not valid for $\alpha \geqslant 3 / 2$.)

As an example of a suitable regularization for $\alpha=1$ we may choose

$$
\begin{equation*}
V_{\epsilon}(x)=(|x-c|+\epsilon)^{-1}-b_{\epsilon}(|x-c|+\epsilon)^{-2} \tag{2.8}
\end{equation*}
$$

where to satisfy (2.6)

$$
\begin{equation*}
b_{\epsilon}=\epsilon \ln \epsilon^{-1}+O(\epsilon) . \tag{2,9}
\end{equation*}
$$

For $1<\alpha<3 / 2$, we may choose

$$
V_{\epsilon}(x)=(|x-c|+\epsilon)^{-\alpha}-b_{\epsilon, \alpha}(|x-c|+\epsilon)^{-\alpha-1}
$$

where (2.6) requires

$$
b_{\epsilon, \alpha}=\alpha \epsilon /(\alpha-1)+O\left(\epsilon^{\alpha}\right) .
$$

The terms $O(\epsilon)$ and $O\left(\epsilon^{\alpha}\right)$ influence the value of $K$ in (2.6) and correspond to distinct self-adjoint extensions of the corresponding Schrödinger differential operator.

Combining the results presented above, we have determined in the interval $1 \leqslant \alpha<3 / 2$ that

$$
\begin{aligned}
Q \equiv \lim _{\epsilon \pm 0} Q_{\epsilon}= & \int_{|y-c|>1}|y-c|^{-\alpha} t^{*}(y) d y+K t^{*}(c) \\
& +\int_{|y-c| \leqslant 1}|y-c|^{-\alpha}\left[t^{*}(y)-t^{*}(c)\right] d y
\end{aligned}
$$

almost surely, provided that conditions (2.6) and (2.7) hold. Only the first term is necessarily nonnegative.
With regard to integrability of the path space distributions, we note that Fatou's lemma ensures

$$
\int \lim _{\epsilon 10} \exp \left(-\lambda Q_{\epsilon}\right) d \mu_{W} \leqslant \lim _{\epsilon \in 0} \int \exp \left(-\lambda Q_{\epsilon}\right) d \mu_{W} \equiv F
$$

If $F<\infty$, then $\exp (-\lambda Q)$ has finite $\mu_{W}$ integral, i.e., $\langle\exp (-\lambda Q)\rangle \leqslant F<\infty$. If this holds true for all $\lambda \geqslant 0$, this is sufficient for uniform (in $\epsilon$ ) integrability ${ }^{13}$ of $\exp \left(-\lambda Q_{\epsilon}\right)$ which assures us that in fact equality holds, i. e., $\langle\exp (-\lambda Q)\rangle=F<\infty$.

We have analyzed the case $\alpha=1$ and $c=0$ in detail in Appendix B by Feynman-Kac techniques. With $V_{\epsilon}(x)$ as given in (2.8), it is shown that

$$
\begin{equation*}
F \equiv \lim _{\epsilon \in 0}\left\langle\exp \left[-\lambda \int_{0}^{T} V_{\epsilon}(x(t)) d t\right]\right\rangle \tag{2.10}
\end{equation*}
$$

satisfies $0<F<\infty$, for any $T$ and all $\lambda>0$, if and only if (2.9) holds true.

A similar calculation using Feynman-Kac techniques for the interval $1<\alpha<3 / 2$ has also been carried out, but is not included in the present paper. This analysis confirms the uniform (in $\epsilon$ ) integrability of the measure for $1<\alpha<3 / 2$.

The results stated above establish the stated properties in the range $1 \leqslant \alpha<3 / 2$, and we now turn our attention to developing techniques to treat larger values of $\alpha$.

## 3. ANALYSIS OF REGULARIZED SINGULAR POTENTIALS: PATH SPACE VIEWPOINT

## Preliminaries

Preparatory to studying cases where $\alpha \geqslant 3 / 2$ it is convenient to rephrase our basic problem in the language of stochastic differential equations. Consider the Radon-Nikodym derivative

$$
\begin{equation*}
\frac{d \mu_{Y}}{d \mu_{w}}=N_{\epsilon}^{\lambda}(T) \exp \left[-\lambda \int_{0}^{T} V_{\epsilon}(x(t)) d t\right] \tag{3.1}
\end{equation*}
$$

where $N_{\epsilon}^{\lambda}(T)$ is a nonrandom positive factor chosen to normalize $\mu_{r}$; the measure $\mu_{r}$ is nothing more than a normalized form of $\nu_{\epsilon}^{\lambda}$ as evident from Eq. (1.5). Elsewhere ${ }^{9}$ we have shown that $\mu_{Y}$ may be interpreted as a probability measure for a certain Markov random process of continuous sample paths $Y(t), 0 \leqslant t \leqslant T$, each of which satisfies $Y(0)=0$. In a one-to-one fashion, each path $Y(t)$ of the $Y$-process is effectively generated by a corresponding path $W(t)$ of a standard Wiener process by a stochastic differential equation

$$
\begin{equation*}
d Y(t)=a(Y(t), t) d t+d W(t) \tag{3.2a}
\end{equation*}
$$

or more properly in integral form as

$$
\begin{equation*}
Y(t)=\int_{0}^{t} a(Y(s), s) d s+W(t) \tag{3.2b}
\end{equation*}
$$

Equation (3.2) has a unique continuous solution with probability one ${ }^{13,14}$ if

$$
|a(x, s)-a(y, s)| \leqslant \text { const }|x-y|
$$

and

$$
|a(x, s)| \leqslant \text { const }(1+|x|),
$$

in the interval $0 \leqslant s \leqslant T$; but these conditions are not necessary. In fact, it suffices to have $a(x, s)$ continuous along with the second condition. ${ }^{15}$

The connection between the drift term $a(x, t)$ and the potential $V(x)$ (assumed bounded and continuous for present purposes) is as follows. ${ }^{9}$ Let $B(x, t)$ satisfy the differential equation

$$
\begin{equation*}
\frac{\partial B}{\partial t}=-\frac{1}{2} \frac{\partial^{2} B}{\partial x^{2}}+\lambda V(x) B, \tag{3.3}
\end{equation*}
$$

for $0 \leqslant t \leqslant T$, subject to the final value condition $B(x, T)$ $\equiv 1$ for all $x \in R$. Then it follows that

$$
\begin{equation*}
a(x, t) \equiv \frac{\partial B(x, t) / \partial x}{B(x, t)} \tag{3,4}
\end{equation*}
$$

and the normalization factor in (3.1) is given by

$$
N \equiv B(0,0)^{-1}
$$

Note that the equation for $B$ is just the equation of generalized diffusion with time running backwards. A simple mathematical (or physical!) argument ${ }^{9}$ shows that $B(x, t)$ is bounded, continuous, and strictly positive in $R \times[0, T]$.

The preceding picture applies for smooth potentials, such as $V_{\epsilon}(x), \epsilon>0$, for which a set of paths appropriate to the $Y$-process may be determined from the stochastic equation, at least in principle. Assume that these continuous paths converge as $\epsilon \downarrow 0$, and that the resultant, $\epsilon$-limiting paths are also continuous. Finally, if as $\lambda \downarrow 0$, the $\epsilon$-limiting paths, say $Y(t)$, converge to Wiener path $W(t)$, then we may assert that all traces of the interaction vanish in the limit $\lambda \downarrow 0$. If instead the paths $Y(t) \nprec W(t)$ as $\lambda \downarrow 0$, then the interaction has left an indelible imprint that cannot be removed.

## Two examples

Two relatively simple examples enable one to gain proper perspective on the limiting behavior of sample paths. If $B(x, t) \equiv 1$ on $R \times[0, T]$, then $V \equiv 0, a \equiv 0, Y(t)$ $=W(t)$, and $\mu_{Y}=\mu_{W}$. This self-evident behavior simply puts us on notice that $B(x, t) \rightarrow 1$ or $a(x, t) \rightarrow 0$ on $R \times[0, T]$ is a clue that $Y(t) \rightarrow W(t)$ and $\mu_{Y}\left(\right.$ or $\left.\nu^{\lambda}\right) \rightarrow \mu_{W}$.

The other example describes the absorbing Brownian motion and is more interesting. Let $c \neq 0$, and without loss of generality assume $c<0$. Choose $B(x, t)=\operatorname{erf}(\xi)$, where $\xi \equiv|x-c| / \sqrt{2(T-t)}$, defined on $R \times[0, T]$ except at the single point $x=c, t=T$ where $\xi$ is indeterminate. ${ }^{16}$ For all $x \neq c, V \equiv 0$ and

$$
\begin{equation*}
a(x, t)=(x-c)^{-1} E(\xi), \tag{3.5}
\end{equation*}
$$

where

$$
E(\xi) \equiv 2 \xi \exp \left(-\xi^{2}\right) / \sqrt{\pi} \operatorname{erf}(\xi) .
$$

With such a drift term $Y(t) \neq W(t)$. Less evident is the fact that $\mu_{Y}=\mu_{w, c}^{\prime} / p_{c}$, where $p_{c}$ is given by (2.5), and thus the $Y$-process is an absorbing Wiener process. In the standard picture $\mu_{w, c}^{\prime}$ arises from dropping those Wiener paths that reach $x=c$ at any $t \leqslant T$; the measure is normalized as a final step to give a probability measure. In the nonstandard picture provided by (3.2) and (3.5), the $Y$ paths are deflected just the right amount to yield the normalized distribution $\mu_{W, c}^{\prime} / p_{c}$. As such, the $Y$ paths necessarily satisfy $Y(t)-c>0$ for all $t \geqslant 0$, which is surely an essential feature of an absorbing Wiener process.

Although we are unable to solve explicitly for $Y(t)$ with the drift expression (3.5), the most essential characteristics of such paths are dictated by the behavior of the drift term near the singularity and hold for any smooth function $E(\xi)$ so long as $E(\xi) \approx E(0)=1$ for $|\xi| \ll 1$. Fortunately, the stochastic equation for $E(\xi)$ replaced by 1 is well known and describes the threedimensional Bessel process. ${ }^{14}$ Specifically, the stochastic equation

$$
d Y(t)=(Y(t)-c)^{-1} d t+d W(t)
$$

is solved (uniquely ${ }^{14}$ ) by

$$
Y(t)-c=\sqrt{W_{1}^{2}}(t)+W_{2}^{2}(t)+\left(W_{3}(t)-c\right)^{2},
$$

where $W_{1}, W_{2}$, and $W_{3}$ are three, independent, standard Wiener processes all conditioned to start at zero at $t=0$, and where $d W \equiv\left[W_{1} d W_{1}+W_{2} d W_{2}+\left(W_{3}-c\right) d W_{3}\right] /$ $(Y-c)$. At $t=0, Y(t)-c=-c>0$. Couple this with the fact that $W_{1}^{2}(t)+W_{2}^{2}(t)>0$ with probability 1 for $t>0,{ }^{14}$ and we conclude that $Y(t)-c>0$ with probability 1 for all $t \geqslant 0$. By analogy the solutions with the relevant $a(x, t)$ given by (3.5) also have the property that $Y(t)$ $-c>0$ with probability one for all $t \geqslant 0$, namely that the paths never cross $c$. In fact, even the statistics of the Bessel process near the origin are approximately those with the relevant $a(x, t)$, which offers still further insight into the paths appropriate to absorbing Brownian motion.

## Approximate "solutions"

Unfortunately, for a given $V(x)$, explicit expressions for $B$ or $a$ are nearly nonexistent. However, since we are ultimately interested in the double limit $\epsilon \downarrow 0, \lambda \downarrow 0$, we may choose one of a family of "equivalent" potentials all leading to the same limiting behavior [such as $V(x)$ $+v(x, t)$ where $V(x)$ is the potential of interest and $v(x, t)$ is locally integrable and bounded below at infinity]. Indeed we can choose a simple analytic "solution" $B(x, t)$ that defines [by (3.3)] a potential, generally time dependent, that faithfully corresponds to the singularity of the potential of interest.

In fact, we shall go one step further and faithfully represent the singularity up to a time-dependent factor, a modification that in no way influences the ultimate limiting behavior. Briefly, in what follows we choose "solutions" of the form

$$
B(x, t) \equiv \exp [\mu(t) W(x)]
$$

with $\mu(t)>0$ save for $\mu(T)=0$ [so that $B(x, T)=1$ ]. It follows that $a(x, t) \equiv \mu(t) W^{\prime \prime}(x)$ and

$$
2 \lambda V(x) \equiv \mu W^{\prime \prime}(x)+\mu^{2} W^{\prime 2}(x)+2 \dot{\mu} W(x)
$$

In our case the singularity always appears in the first two terms, while the last term is always locally integrable. While any smooth function $\mu(t)$ would suffice, we shall, for convenience, arbitrarily let $\mu(t)=$ const $\equiv \mu>0$ for $0 \leqslant t \leqslant .99 T$, and let $\mu(t)$ decrease for $.99 T \leqslant t \leqslant T$ so that $\mu(T)=0$. Since the last term in $V$ is unimportant, we confine our discussion to the interval $0 \leqslant t \leqslant .99 T$ where $\dot{\mu} \equiv 0$.

## A. Equivalent processes

## Behavior for $\alpha<1$

In the framework of the preceding discussion let

$$
B(x, t) \equiv \exp \left[\mu\left(|x-c|^{\gamma}+\epsilon^{\gamma}\right)^{(1+\beta)} / \gamma(1+\beta)\right]
$$

denote a "solution" where $\beta>0, \gamma>1$, and $\mu=$ const $>0$ for $0 \leqslant t \leqslant .99 T$, and $\mu$ falls smoothly for $.99 T \leqslant t \leqslant T$ so that $\mu(T)=0$ ensuring that $B(x, T)=1$. In this section the function $\mu$ will be frequently used and invariably it is so defined. For reasons discussed above we do not concern ourselves in detail with the behavior near $t=T$, but instead concentrate on the interval $0 \leqslant t \leqslant .99 T$. In that time interval,

$$
a(x, t) \equiv \mu \operatorname{sgn}(x-c)|x-c|^{\gamma-1}\left(|x-c|^{\gamma}+\epsilon^{\gamma}\right)^{\beta}
$$

and

$$
\begin{aligned}
& 2 \lambda V_{\epsilon}(x) \equiv \mu \beta|x-c|^{2 \gamma-2}\left(|x-c|^{\gamma}+\epsilon^{\gamma}\right)^{\beta-1} \\
&+\mu(\gamma-1)|x-c|^{\gamma-2}\left(|x-c|^{\gamma}+\epsilon^{\gamma}\right)^{\beta} \\
&+\mu^{2}|x-c|^{2 \gamma-2}\left(|x-c|^{\gamma}+\epsilon^{\gamma}\right)^{2 B} .
\end{aligned}
$$

These admittedly complicated expressions have been chosen with a special purpose. Useful simplifications would arise if $\gamma \equiv 1$, but strictly speaking that option is not open to us [since $V_{t}(x)$ is not integrable, and since $a(x, t)$ is not continuous which we shall find useful in discussing the stochastic equations]. Instead, to avail ourselves of those simplifications we choose $\gamma$ to be a function of $\epsilon$ that rapidly approaches 1 as $\epsilon \downarrow 0$. That is, we do not simply choose $\gamma=1+\epsilon$, but rather something really dramatic like $\gamma=1+\exp \left(-\epsilon^{-137}\right)$ which will enable us to characterize $V_{\epsilon}$ in an especially transparent fashion.

With the proposed behavior for $\gamma$, we can effectively set $\gamma=1$ already with $\epsilon<.1$ so that the preceding expression for $a$ reads

$$
a(x, t)=\mu \operatorname{sgn}(x-c)(|x-c|+\epsilon)^{\beta}
$$

and the one for $V_{\epsilon}$ reads

$$
2 \lambda V_{\epsilon}(x)=\mu \beta(|x-c|+\epsilon)^{\beta-1}+2 \mu \delta(x-c) \epsilon^{\beta}+\mu^{2}(|x-c|+\epsilon)^{2 \beta} .
$$

Here we have introduced $2 \delta(x-c)$ to represent the limiting form

$$
\lim _{\gamma+1}(\gamma-1)|x-c|^{\gamma-2}=2 \delta(x-c)
$$

valid for continuous test functions of compact support. In this form, it is easy to see that $V_{\epsilon}(x)$ is a regularization of $|x-c|^{\beta-1}, \beta>0$, the latter two terms either vanishing as $\epsilon \downarrow 0$ or remaining completely "harmless" (i.e., not influencing our general conclusions). Hence, apart from such "harmless" terms, we may interpret the "solution" $B(x, t)$ as applying to $V=|x-c|^{-\alpha}$, where $\alpha=1-\beta<1$, and where $\lambda=\mu \beta / 2>0$. While a general discussion of the stochastic equation is given later, it is fairly clear as $\lambda \downarrow 0$ (here arranged by $\mu \downarrow 0$ ) that $Y(t)$ $\rightarrow W(t)$ and $\mu_{Y} \rightarrow \mu_{W}$, as found earlier.

So convenient is the picture provided by $\gamma$ rapidly approaching unity with $\epsilon$ that we shall henceforth adopt such a procedure; indeed, we shall go so far as to omit the intermediate stage of discussion and only present the resultant expressions that arise as $\gamma \downarrow 1$.

Behavior for $1 \leqslant \alpha<3 / 2$
Consider first the open interval $1<\alpha<3 / 2$ and choose the "solution"

$$
B(x, t)=\exp \left[-\mu(|x-c|+\epsilon)^{1-\beta} /(1-\beta)\right]
$$

with $\mu$ as before, but now with $0<\beta<1 / 2$. In the interval $0 \leqslant t \leqslant .99 T$ it follows that

$$
a(x, t)=-\mu \operatorname{sgn}(x-c)(|x-c|+\epsilon)^{-\beta}
$$

and
$2 \lambda V_{\epsilon}(x)=\beta \mu(|x-c|+\epsilon)^{-\beta-1}-2 \mu \delta(x-c) \epsilon^{-\beta}+\mu^{2}(|x-c|+\epsilon)^{-2 \beta}$

Since $2 \beta<1$ the last term in $V_{\epsilon}$ is "harmless" and its
"null" effects have just been established. We set $\lambda=\beta \mu / 2>0$ and note that we deal here with a regularization of $|x-c|^{-\alpha}$ for $1<\alpha<3 / 2$. The contribution of the $\delta$ function blows up as $\epsilon \downarrow 0$; nevertheless, this term just precisely regularizes the first term in the sense of Eq. (2.6). The idealization that $\gamma=1$ has enabled us to bring the regularizing term into clear evidence. In addition, Eq. (2.7) is satisfied, apart, of course, from the last "harmless" term in (3.6).

We defer a discussion of the stochastic equation but do note that the paths $Y(t)$ exist and are unique for $\epsilon>0$, and pass to continuous paths as $\epsilon \downarrow 0$. Finally, as $\lambda \downarrow 0(\mu \downarrow 0$ here $)$ the paths $Y(t) \rightarrow W(t)$ and all traces of the potential disappear, as one would expect from our former analysis.

For $\alpha=1$ choose

$$
B(x, t)=\exp \{\mu(|x-c|+\epsilon)[\ln (|x-c|+\epsilon)-1]\},
$$

with $\mu$ as before. Then, for $0 \leqslant t \leqslant .99 T$,

$$
a(x, t)=\mu \operatorname{sgn}(x-c) \ln (|x-c|+\epsilon)
$$

and

$$
2 \lambda V_{\epsilon}(x)=\mu(|x-c|+\epsilon)^{-1}+2 \mu \delta(x-c) \ln \epsilon+\mu^{2}[\ln (|x-c|+\epsilon)]^{2} .
$$

The last term is "harmless" while the second term provides just the correct regularization for the first term in the sense of (2.6). When $\epsilon \downarrow 0$ followed by $\lambda \downarrow 0$ (here $\lambda=\mu / 2$ ), it follows rather clearly that the paths $Y(t) \rightarrow W(t)$, etc., as is appropriate.

## Additional remarks

Remark 1: The analysis given above for $1 \leqslant \alpha<3 / 2$ does not contain the arbitrary parameter $K$ that was encountered earlier [cf. Eq. (2.6)]. This is readily corrected if we take any of our given "solutions" $B(x, t) \equiv B_{\text {old }}(x, t)$ and introduce $B_{\text {new }}(x, t)$ by

$$
B_{\text {nex }}(x, t) \equiv \exp [k \mu(|x-c|+\epsilon)] B_{\text {old }}(x, t)
$$

where $\mu$ is as before and $k$ is a constant to be chosen. The so modified $B$ leads to

$$
a_{\text {new }}=a_{\text {old }}+k \mu \operatorname{sgn}(x-c)
$$

and
$2 \lambda V_{\epsilon \text { new }}=2 \lambda V_{\text {E old }}+2 k \mu \delta(x-c)+2 k \mu \operatorname{sgn}(x-c) a_{\text {old }}+k^{2} \mu^{2}$.
Apart from additional "harmless" terms, we have evidently been able to affect the integral of the potential in the vicinity of the singularity. In each case $k$ can be chosen so that (2.6) holds for any pregiven $K$.

For convenience we shall omit from future discussion the arbitrariness illustrated here.

Remark 2: We briefly outline the "solution" for $1<\alpha<3 / 2$ corresponding to nonnegative regularizations and which leads to absorbing Brownian motion. (An analogous discussion for $\alpha=1$ is omitted.) Let
$B(x, t)=(|x-c|+\epsilon)^{\sigma} \exp \left[\mu(|x-c|+\epsilon)^{1-\beta} /(1-\beta)\right]$
where $\mu$ is as before, $0<\beta<1 / 2$, and $\sigma \equiv 1$ for $0 \leqslant t$ $\leqslant .99 T$, while $\sigma$ falls smoothly for $.99 T \leqslant t \leqslant T$ such that $\sigma(T)=0$. We note that by itself the first factor is a simplified "solution" descriptive of (the essential fea-
tures of) absorbing Brownian motion. The complete "solution" (3.7) leads, in the interval $0 \leqslant t \leqslant .99 T$, to

$$
a(x, t)=\operatorname{sgn}(x-c)\left[(|x-c|+\epsilon)^{-1}+\mu(|x-c|+\epsilon)^{-\beta}\right]
$$

and, for $x \neq c$,

$$
2 \lambda V_{\epsilon}(x)=\mu(2-\beta)(|x-c|+\epsilon)^{-1-\beta}+\mu^{2}(|x-c|+\epsilon)^{-2 \beta}
$$

In the limit $\epsilon \downarrow 0$, we have already observed [in connection with Eq. (3.5) and subsequent discussion] that the drift term $a(x, t)$ is such that with probability 1 no path ever reaches the singularity and thus the behavior of $V$ at $x=c$ is immaterial. Consequently, the present "solution" may be interpreted as a regularized form of $|x-c|^{-\alpha}, 1<\alpha<3 / 2$, with $\lambda=\mu(1-\beta / 2)>0$, such that as $\lambda \downarrow 0$ (i.e., $\mu \downarrow 0$ ) absorbing Brownian motion, and not standard Brownian motion arises. The big, bold clue to this behavior can be read directly from the expression for the drift term!

## B. Inequivalent processes

The reason Eq. (3.6) fails to apply for $\alpha \geqslant 3 / 2$ is that for $2 \beta \geqslant 1$ the last term in the potential is no longer "harmless." This fact suggests the introduction of one or more counter terms chosen to cancel the "harmful" terms and to ensure that only "harmless" terms remain. With this simple argument as motivation, we now treat cases where $\alpha \geqslant 3 / 2$. In order to avoid logarithmic terms in the initial analysis we confine ourselves to the restricted set of $\alpha$ values that satisfy

$$
1+\frac{J-1}{J}<\alpha<1+\frac{J}{J+1}
$$

for some $J=2,3,4, \cdots$. Observe that such $\alpha$ respect the general condition $3 / 2<\alpha<2$.

## Case $3 / 2<\alpha<2$ (no logarithmic terms)

The "solution" for $B$ is a straightforward generalization of those given earlier. Let
$B(x, t)=\exp \left(-\sum_{j=1}^{J} f_{j} \mu^{j}(|x-c|+\epsilon)^{\left(1-\beta_{j}\right)} /\left(1-\beta_{j}\right)\right)$,
where $f_{1} \equiv 1$ and the remaining $f_{j}$ are constants to be determined, $\mu$ is as before and $\mu^{j}$ is the $j$ th power of $\mu$, and $\beta_{j}$ are positive parameters ordered so that $1>\beta_{1}>\beta_{2}>\cdots>\beta_{J}>0$, where $J=2,3, \cdots$ is chosen so that

$$
\begin{equation*}
(J-1) / J<\beta_{1} \equiv \alpha-1<J /(J+1) \tag{3.9}
\end{equation*}
$$

Final specification of $f_{j}$ and $\beta_{j}, j \geqslant 2$, appears below.
From the "solution" given above we find, for $0 \leqslant t \leqslant .99 T$, that

$$
\begin{equation*}
a(x, t) \equiv-\sum_{j=1}^{j} f_{j} \mu^{j}(|x-c|+\epsilon)^{-\beta_{j}} \operatorname{sgn}(x-c) \tag{3.10}
\end{equation*}
$$

and (from the fact that $2 \lambda V=\partial a / \partial x+a^{2}$ )

$$
\begin{align*}
2 \lambda V_{\epsilon}(x) \equiv & \sum_{j=1}^{J} f_{j} \beta_{j} \mu^{j}(|x-c|+\epsilon)^{-1-\beta_{j}}-2 \delta(x-c) \sum_{j=1}^{J} f_{j} \mu^{j} \epsilon^{-\beta_{j}} \\
& +\sum_{n, m=1}^{J} f_{n} f_{m} \mu^{n+m}(|x-c|+\epsilon)^{-8_{n} \beta_{m}} . \tag{3.11}
\end{align*}
$$

We assume the leading term in the potential, namely

$$
\beta_{1} \mu(|x-c|+\epsilon)^{-1-\beta_{1}}
$$

is the term of interest with $\lambda=\beta_{1} \mu / 2$, and we choose the remaining parameters to cancel all potentially "harmful" terms. Since this cancellation must hold identically in $\mu$, we require that

$$
1+\beta_{j}=\beta_{n}+\beta_{m}, \text { for } n+m=j
$$

and

$$
f_{j} \beta_{j}=-\sum_{n+m=j} f_{n} f_{m}
$$

for all $j, 2 \leqslant j \leqslant J$. The solution of the $\beta$ equation is simply

$$
\begin{equation*}
\beta_{n}=1-\left(1-\beta_{1}\right) n, \quad n=1, \ldots, J . \tag{3.12}
\end{equation*}
$$

The $f_{j}$ are determined uniquely but no equally simple solution can be given for them in the general case.

The cancellation between first and last terms in the potential is not complete and the remainder is given by

$$
\sum_{n+m>J+1} f_{n} f_{m} \mu^{n+m}(|x-c|+\epsilon)^{-\beta_{n}-\beta_{m}}
$$

But all such terms are "harmless" since

$$
\beta_{n}+\beta_{m}=2-\left(1-\beta_{1}\right)(n+m) \leqslant 2-\left(1-\beta_{1}\right)(J+1)<1,
$$

as follows from (3.9) and (3.12). It is of course this very property that dictates the number of counter terms in the first place.

In summary, therefore, the conditions imposed imply that the "solution" (3.8) corresponds to
$2 \lambda V_{\epsilon}(x)=\beta_{1} \mu(|x-c|+\epsilon)^{-1-\beta_{1}}-2 \delta(x-c) \sum_{j=1}^{J} f_{j} \mu^{j} \epsilon^{-\beta_{j}}+$ h.t.,
whereh.t. denotes "harmless terms," and $\lambda \equiv \beta_{1} \mu / 2$. The essential distinction for $\alpha \geqslant 3 / 2$, when compared to $\alpha<3 / 2$, is that $\lambda$-dependent regularizations are required, as manifested by the power series in $\mu$ that appears as a coefficient of $\delta(x-c)$. A moment's thought will convince the reader that this fact prohibits the almost sure convergence of

$$
Q_{\epsilon}=\int_{0}^{T} V_{\epsilon}(x(t)) d t
$$

as $\epsilon \downarrow 0$, whenever $\alpha \geqslant 3 / 2$, which fact means that in the limit $\epsilon \downarrow 0$ the measures $\mu_{r}$ for distinct $\lambda$ values are mutually singular for $c=0$ (or for the subset of paths that reach $c$ if $c \neq 0$ ).

Finally, we observe that with the drift term (3.10) the sample paths pass to Wiener paths in the appropriate limits since the characteristic clue for absorbing Brownian motion is absent. (This fact will be discussed further below).

## Case $3 / 2 \leqslant \alpha<2$ (logarithmic terms)

We complete the analysis for $\alpha<2$ by considering those cases where

$$
(J-1) / J=\beta_{1}=\alpha-1, \quad J=2,3, \cdots
$$

In this case $B(x, t)$ is as above except that the last factor (where $j=J$ ) is given by

$$
\begin{equation*}
\exp \left\{f_{J} \mu^{J}(|x-c|+\epsilon)[\ln (|x-c|+\epsilon)-1]\right\} \tag{3.14}
\end{equation*}
$$

rather than by the form implicit in (3.8). As a consequence, the formulas for $a$ and $V_{\epsilon}$ are changed so that

$$
\begin{align*}
a(x, t)= & f_{, j} \mu^{J} \ln (|x-c|+\epsilon) \operatorname{sgn}(x-c) \\
& +\{\text { Eq. (3.10) with } J \text { replaced by } J-1\} \tag{3.15}
\end{align*}
$$

and

$$
\begin{align*}
2 \lambda V_{\epsilon}(x)= & f_{J} \mu^{J}(|x-c|+\epsilon)^{-1}+2 \delta(x-c) f_{J} \mu^{J} \ln \epsilon \\
& +\left[f_{J} \mu^{J} \ln (|x-c|+\epsilon)\right]^{2} \\
& +2 f_{J} \mu^{J} \ln (|x-c|+\epsilon) \operatorname{sgn}(x-c) \\
& \times\{\text { Eq. (3.10) with } J \text { replaced by } J-1\} \\
& +\{\text { Eq. (3.11) with } J \text { replaced by } J-1\} . \tag{3.16}
\end{align*}
$$

The previous equations for $\beta_{j}$ and $f_{j}$ hold for all $j$, where now $2 \leqslant j \leqslant J-1$. (If $J=2$ those equations are empty.) The relation for $j=J$ is replaced by

$$
\begin{aligned}
& 1=\beta_{n}+\beta_{m}, \quad n+m=J, \\
& f_{J}=-\sum_{n+m=J} f_{n} f_{m} .
\end{aligned}
$$

Since $\beta_{1}=(J-1) / J$ the solution for $\beta_{n}$ is given by $\beta_{n}$ $=1-n / J, n=1, \ldots, J-1$, and $f_{n}$ is determined accordingly. Again the remaining terms are "harmless" being of the form $[\ln (|x-c|+\epsilon)]^{2}$,

$$
\ln (|x-c|+\epsilon)(|x-c|+\epsilon)^{-\beta_{j}}, \beta_{j}<1,
$$

or

$$
(|x-c|+\epsilon)^{-\beta_{n}-s_{m}}, n+m \geqslant J+1
$$

where

$$
\beta_{n}+\beta_{m}=2-(n+m) / J \leqslant 1-1 / J<1 .
$$

In summary, if $\beta_{1}+1 \equiv \alpha=1+(J-1) / J, J=2,3, \cdots$, and the relevant conditions for $\beta_{j}$ and $f_{j}$ hold, then the "solution" $B(x, t)$ in (3.8) as modified by (3.14) applies to the potential

$$
\begin{align*}
2 \lambda V_{\epsilon}(x)= & \beta_{1} \mu(|x-c|+\epsilon)^{-1-\beta_{1}} \\
& -2 \delta(x-c)\left(\sum_{j=1}^{J=1} f_{j} \mu^{j} \epsilon^{-\beta_{j}}-f_{J} \mu^{J} \ln \epsilon\right)+\text { h.t. } \tag{3.17}
\end{align*}
$$

With this regularization the drift term $a(x, t)$ in (3.15) reduces to zero in the appropriate limits establishing that all traces of the interaction vanish.

Apart from a discussion of the stochastic equations, this concludes our analysis for the range $3 / 2 \leqslant \alpha<2$.

## Case $\alpha=2$

Nonperturbative Analysis: For $\alpha=2$ choose

$$
\begin{equation*}
B(x, t)=(|x-c|+\epsilon)^{\theta} \tag{3.18}
\end{equation*}
$$

where $\theta=$ const for $0 \leqslant t \leqslant .99 T$, and $\theta$ goes smoothly to zero thereafter so that $\theta(T)=0$. In the interval $0 \leqslant t$ $\leqslant .99 T$,

$$
\begin{equation*}
a(x, t)=\theta \operatorname{sgn}(x-c)(|x-c|+\epsilon)^{-1} \tag{3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
2 \lambda V_{\epsilon}(x)=\theta(\theta-1)(|x-c|+\epsilon)^{-2}+2 \theta \delta(x-c) \epsilon^{-1} \tag{3.20}
\end{equation*}
$$

Assume that paths are found from the stochastic equation, and the limit $\epsilon \downarrow 0$ is taken. With $\lambda \equiv \theta(\theta-1) / 2$, we observe that two ways for $\lambda \downarrow 0$ are possible. In one such way, $\lambda \downarrow 0$ by $\theta \uparrow 0$, which has the effect of reducing the drift term to zero and leading to a vanishing of the interaction effects. In the other way, $\lambda \downarrow 0$ by $\theta \downarrow 1$, for which $a(x, t) \rightarrow(x-c)^{-1}$, appropriate to the absorbing Brownian motion (in our approximate "solution" sense, of course). In addition, from our analysis of nonnegative regularizations in Sec. 2 we know that absorbing Brownian motion also arises as $\lambda \downarrow 0$ by $\theta \downarrow 1$ with just the basic regularization and without requiring the $\delta$ function term in (3.20).

In'summary, with the "solution" (3.18) and $\theta<0$ the regularization ensures the effects of the potential vanish as $\lambda \downarrow 0(\theta \uparrow 0)$. Solving for $\theta$ we may express this special regularization in the form

$$
\begin{equation*}
V_{\epsilon}(x)=(|x-c|+\epsilon)^{-2}-\frac{4 \epsilon^{-1} \delta(x-c)}{1+\sqrt{1+8 \lambda}} \tag{3.21}
\end{equation*}
$$

which illustrates an involved dependence on the coupling $\lambda$. The singularity in this expression at $\lambda=-1 / 8$ arises simply from the fact that for real $\theta, \lambda=\theta(\theta-1) / 2$ $\geqslant-1 / 8$, but this fact need not concern us here. On the other hand, there is another restriction on $\theta$ that limits the validity of (3.21).

It is of fundamental importance to understand that $\theta$ is not arbitrary and that we must require $\theta>-1$. Although $B(x, t)$ in (3.18) is only an approximate "solution," it is essentially accurate near the singularity $x=c$ and in the range $0 \leqslant t \leqslant .99 T$. Clearly, after $\epsilon \downarrow 0$, $B(x, t)$ is not locally integrable at the singularity unless $\theta>-1$, and this holds for all $t, 0 \leqslant t \leqslant .997$.

The importance of this fact may be seen as follows. Let

$$
\begin{equation*}
p_{Y}(x, t) \equiv \int \delta(x-x(t)) d \mu_{Y}(x) \tag{3.22}
\end{equation*}
$$

denote the normalized density of $Y$ paths at $(x, t) \in R$ $\times[0, T]$. Then it follows that ${ }^{9}$

$$
\begin{equation*}
p_{Y}(x, t)=B(x, t) \psi(x, t) / B(0,0) \tag{3.23}
\end{equation*}
$$

where $\psi(x, t)$ is the function determined by Eqs. (1.10) and (1.11). Of course, $B$ and $\psi$ are closely related; if $\psi(x, t ; z)$ denotes the solution of (1.10) subject to $\psi(x, 0 ; z)$ $=\delta(x-z)$, then $\psi(x, t)=\psi(x, t ; 0)$ and $B(x, t)$ $=\int \psi(x, T-t ; z) d z$. Conversely, in order to be acceptable, two functions $\psi(x, t)$ and $B(x, t)$ that satisfy the proper differential equation and boundary conditions must necessarily also satisfy $B(x, t) \psi(x, t) \in L^{1}$ for almost all $t, 0 \leqslant t \leqslant T$, since $p_{Y}(x, t)$ is integrable. In general, any singularity in $B(x, t)$ is not cancelled by a corresponding vanishing of $\psi(x, t)$, and thus a generally necessary condition is that $B(x, t)$ must be locally integrable for almost all $t$. [By symmetry, similar remarks apply to the function $\psi(x, t)$ which should be integrable according to Eq. (1.9).]

For $\theta$ in the range $-1<\theta \leqslant 0$, it follows that $0 \leqslant \lambda<1$, i. e., $\lambda$ is bounded above. Equation (3.21) has validity only for $0<\lambda<1$. On the other hand, larger values of $\lambda$ may always be reached with the $\theta>1$ solutions. To generate a family of potentials for all $\lambda>0$ that eliminate interaction effects as $\lambda \downarrow 0$, it is possible (even if un-
esthetic) to choose $\theta>1$ solutions for large $\lambda$ values and to switch to $\theta<0$ solutions as $\lambda$ is reduced and when the integrability condition allows. Precisely the same viewpoint is needed to generate similar behaving solutions in the related Schrödinger problem. ${ }^{3}$

Perturbative Analysis: It is tempting to ask whether the results for $\alpha=2$ are in any way approximated by those for $\alpha<2$ when $J$, the number of "subtraction terms," becomes very large. If this approximation is to make sense, then it must apply in the limit $J \rightarrow \infty$ for which $\beta_{1}=1$, and indeed $\beta_{n}=1$ for all $n$. The equation for the $f$ coefficients then becomes

$$
\begin{equation*}
f_{j}=-\sum_{n+m=j} f_{n} f_{m}, \quad j \geqslant 2 . \tag{3.24}
\end{equation*}
$$

With $\lambda=\beta_{1} \mu / 2=\mu / 2$, we may ask whether the coefficients of the regularization $\delta$ function in (3.13) and in (3.20) are the same; namely, whether

$$
\begin{equation*}
\sum_{j=1}^{\infty} f_{j}(2 \lambda)^{j}=-\theta=\frac{1}{2}[\sqrt{1+8 \lambda}-1] \tag{3.25}
\end{equation*}
$$

Since $\theta(\theta-1)=2 \lambda$, the sought for equality requires that

$$
\sum f_{j}(2 \lambda)^{j}+\sum f_{n} f_{m}(2 \lambda)^{n+m}=2 \lambda
$$

a relation which formally holds identically in $\lambda$ term by term in virtue of (3.24). Moreover, substitution of the relation $\theta=-\sum f_{j} \mu^{j}$, coupled with $\beta_{n}=1$ for all $n$, converts Eqs. (3.10) and (3.11) for $a$ and $V_{\epsilon}$ into Eqs. (3.19) and (3.20), respectively. Even $B(x, t)$ in (3.8) can be suitably rescaled (without essential change) so that in the limit $\beta_{j} \uparrow 1$, for all $j$, the "solution" (3.18) is recovered.

By implication of the argument above, the perturbation series for $\theta$ converges absolutely for $0 \leqslant \lambda<1 / 8$, to yield $\theta=\frac{1}{2}[1-\sqrt{1+8 \lambda}]$. For real $\lambda \geqslant 1 / 8$ the perturbation solution may be extended by analytic continuation or by standard summation techniques for divergent power series. However, the perturbation theory approach is connected only with the solutions where $\theta<0$, namely, those for which all interaction effects vanish as $\lambda \downarrow 0$ and yet which make sense for $\lambda<1$. The nonperturbative solution, on the other hand, can avail itself of the $\theta>1$ solutions for which $\lambda$ can take on any positive value. These latter solutions cannot be reached through perturbation theory from the standard Wiener process, a fact that is wholly unrelated to the convergence or nonconvergence of the perturbation series. However, these "unreachable" solutions can be reached by perturbation theory taking the absorbing Wiener process as the "unperturbed" starting point; this is the viewpoint advocated in Ref. 2.

## Case $\alpha>2$

For $\alpha>2$ there is only one form of $B(x, t)$ that is locally integrable, and this form inevitably leads to absorbing Brownian motion.

In the interval $0 \leqslant t \leqslant .99 T$ choose

$$
\begin{equation*}
B(x, t)=X^{1 / 2} K_{1 /(\alpha-2)}\left(\frac{2 \sqrt{2 \lambda}}{(\alpha-2)} X^{1-\alpha / 2}\right) \tag{3.26}
\end{equation*}
$$

where $X \equiv|x-c|+\epsilon$ and $K_{\nu}$ is the usual modified Bessel function. For. $99 T \leqslant t \leqslant T$, however, we let $B(x, t)$
change smoothly so as to match the condition $B(x, T) \equiv 1$. The other possible form for $B(x, t)$ involves

$$
X^{1 / 2} I_{1 /(\alpha-2)}\left(\frac{2 \sqrt{2 \lambda}}{(\alpha-2)} X^{1-\alpha / 2}\right)
$$

In the limit $\epsilon \downarrow 0$ only the first solution is locally integrable at the singularity for any $\lambda>0$.

The solution $B(x, t)$ in (3.26) corresponds, in the interval $0 \leqslant t \leqslant .99 T$, exactly to

$$
V_{\epsilon}(x)=(|x-c|+\epsilon)^{-\alpha}, \quad x \neq c,
$$

and leads to the drift term

$$
a(x, t) \equiv \frac{\partial B(x, t) / \partial x}{B(x, t)}
$$

Assume that the limit $\epsilon \downarrow 0$ has been taken and let us study the form of the drift term as $\lambda \ngtr 0$. This means we sit at fixed $|x-c|>0$ and study the drift term for small $\lambda$. For simplicity we assume $(\alpha-2)^{-1} \equiv \nu>0$ is not an integer. Then to obtain the limiting behavior as $\lambda \downarrow 0$ it suffices to use

$$
K_{\nu}(z) \propto z^{-\nu}\left[1+O\left(z^{2 \delta}\right)\right]
$$

where $\delta \equiv \min (1, \nu)$, for which

$$
B(x, t) \propto X\left[1+O\left(\lambda^{\delta} X^{-\delta / \nu}\right)\right]
$$

where $X \equiv|x-c|$. Consequently,

$$
a(x, t)=(x-c)^{-1}+O\left(\lambda^{6}\right)
$$

which shows that as $\lambda \downarrow 0$ all such processes for $\alpha>2$ limit to absorbing Brownian motion. A parallel argument leads to the same result for $(\alpha-2)^{-1}=m$, $m=1,2, \ldots$

## C. Discussion of stochastic equations

As evident from the preceding discussion, we must deal with stochastic differential equations of the form

$$
\begin{equation*}
d Y(t)=a(Y(t), t) d t+d W(t) \tag{3.27}
\end{equation*}
$$

for a variety of choices of the drift term $a(x, t)$. Toward the beginning of this section, we discussed a form of the drift coefficients in which there appeared a parameter $\gamma$ that rapidly approached one with $\epsilon[\mathrm{e} . \mathrm{g} ., \gamma=1$ $\left.+\exp \left(-\epsilon^{-137}\right)\right]$. Typical of the form taken by $a(x, t)$ when the parameter $\gamma$ is made explicit is the expression

$$
\begin{equation*}
a(x, t)=-\mu \operatorname{sgn}(x-c)|x-c|^{\gamma-1}\left(|x-c|^{\gamma}+\epsilon^{\gamma}\right)^{-\beta} \tag{3.28}
\end{equation*}
$$

which is valid in the interval $1<\alpha=\beta+1<3 / 2$ and for $0 \leqslant t \leqslant .99 T$. Inspection of the relevant expressions applicable in the range $0<\alpha \leqslant 2$ ensure that in each case $a(x, t)$ is continuous and satisfies the bound

$$
|a(x, l)|^{2} \leqslant K\left(1+x^{2}\right)
$$

for some $K<\infty$. In view of the simple form (namely unity) of the diffusion coefficient, these properties for $a(x, t)$ are sufficient conditions ${ }^{15}$ to guarantee the existence and uniqueness of a continuous solution $Y(t)$ with probability one for every $\epsilon>0$. As $\epsilon \downarrow 0$, however, the bound on $a(x, t)$ tends to infinity and there is no obvious guarantee that the resultant paths are continuous.

In order to discuss the behavior of the paths $Y(t)$ as $\epsilon \downarrow 0$, we probe more deeply into the behavior of the
paths near the singularity by exploiting the following simple transformation. For each path $Y(t)$ and $\epsilon>0$ let us introduce the path

$$
Z(t) \equiv f(Y(t))=(Y(t)-c)^{3} .
$$

This transformation is evidently invertible in the form

$$
Y(t)-c=Z^{1 / 3}(t) \equiv \operatorname{sgn}(Z(t))|Z(t)|^{1 / 3} .
$$

Since $Y(0)=0, \quad Z(0)=-c^{3}$ and, in addition, the "trouble point" $Y(t)=c$ has been (arbitrarily) mapped into $Z(t)$ $=0$. At any rate $Z(t)$ satisfies a stochastic differential equation in virtue of the fact that $Y(t)$ satisfies one. Specifically,

$$
d Z(t)=f^{\prime}(Y(t)) d Y(t)+\frac{1}{2} f^{\prime \prime}(Y(t)) d t
$$

so that if $Y(l)$ fulfills (3.27) then

$$
\begin{equation*}
d Z(t)=\bar{a}(Z(t), t) d t+\bar{\sigma}(Z(t), t) d W(t), \tag{3.29a}
\end{equation*}
$$

where

$$
\begin{align*}
& \bar{a}(Z(t), t) \equiv 3 Z^{1 / 3}(t)+3|Z(t)|^{2 / 3} a\left(c+Z^{1 / 3}(t), t\right),  \tag{3.29b}\\
& \bar{\sigma}(Z(t), t) \equiv 3|Z(t)|^{2 / 3} \tag{3.29c}
\end{align*}
$$

For the typical form of $a(x, t)$ given in (3.28) this new stochastic equation becomes, in the interval $0 \leqslant t \leqslant .99 T$,
$d Z(t)=3 Z^{1 / 3}(t)\left(1-\frac{\mu|Z(t)|^{\gamma / 3}}{\left(|Z(t)|^{\gamma / 3}+\epsilon^{\gamma}\right)^{3}}\right) d t+3|Z(t)|^{2 / 3} d W(t)$.

Although (3.30) itself does not have a unique solution, it does have a unique continuous solution when we require as well that $Z^{1 / 3}(l)+c$ satisfy (3.27) with (3.28).
In the formulation in terms of $Z$ paths the drift and diffusion coefficients remain locally bounded as $\epsilon \downarrow 0$ and fulfill a condition of the form

$$
|\bar{a}(x, l)|^{2}+|\bar{\sigma}(x, l)|^{2} \leqslant K\left(1+x^{2}\right)
$$

for some $K<\infty$ uniformly in $\epsilon$. Moreover, the drift and diffusion terms are both continuous uniformly in $\epsilon$. These properties hold not only in the example illustrated by (3.30) where $0<\beta<\frac{1}{2}$, but in the more general cases considered involving sums of terms each of which has $\beta_{j} \leqslant 1$. In view of these facts, we are assured that the limiting equation as $\epsilon \downarrow 0$, i.e.,
$d Z(t)=3 Z^{1 / 3}(t)\left[1-\mu|Z(t)|^{(1-\beta) / 3}\right] d t+3|Z(t)|^{2 / 3} d W(t)$,
for $0<\beta<\frac{1}{2}$ and $0 \leqslant t \leqslant .99 T$, has a continuous solution with probability one. ${ }^{15}$

To help understand the stochastic equations for the $Z$ paths it is helpful to consider the simple example

$$
Z(t)=(W(t)-c)^{3}
$$

for $W(t)$ a standard Brownian motion. Then it follows that

$$
\begin{equation*}
d Z(t)=3 Z^{1 / 3}(t) d t+3|Z(t)|^{2 / 3} d W(t) \tag{3.32}
\end{equation*}
$$

Observe that as $\mu \downarrow 0(\lambda \downarrow 0)$, Eq. (3.31) passes continuously into Eq. (3.32) suggesting that the $Y$ paths pass
to Wiener paths and that the final distribution corresponds to Brownian motion. Thus, all traces of the potential disappear.

In case the final distribution is absorbing Brownian motion we are still assured of continuous paths when $\epsilon \downarrow 0$. To illustrate this we adopt the form of $a(x, t)$ implicit in Remark 2 above. In the interval $1<\alpha$
$=\beta+1<3 / 2$ this leads to a stochastic equation for $Z(t)$ of the form ( $0 \leqslant t \leqslant .99 T$ )

$$
\begin{align*}
d Z(t)= & 3 Z^{1 / 3}(t)\left(1+\frac{|Z(t)|^{\gamma / 3}}{|Z(t)|^{\gamma / 3}+\epsilon^{\gamma}}+\frac{\mu|Z(t)|^{\gamma / 3}}{\left(|Z(t)|^{\gamma / 3}+\epsilon^{\gamma}\right)^{\beta}}\right) d l \\
& +3|Z(t)|^{2 / 3} d W(t) \tag{3.33}
\end{align*}
$$

This equation has with probability 1 a continuous solution for every $\epsilon>0$ that is made unique by requiring that $Z^{1 / 3}(t)+c$ satisfy the $Y$ form of the stochastic equation. The limiting equation as $\epsilon \downarrow 0$ reads
$d Z(t)=3 Z^{1 / 3}(t)\left[2+\mu|Z(t)|^{(1-\beta) / 3}\right] d t+3|Z(t)|^{2 / 3} d W(t)$
which has a continuous solution with probability 1. Lastly, when $\mu \downarrow 0(\lambda \downarrow 0)$ the resultant equation

$$
\begin{equation*}
d Z(t)=6 Z^{1 / 3}(t) d t+3|Z(t)|^{2 / 3} d W(t) \tag{3.35}
\end{equation*}
$$

is easily seen to be solved by

$$
Z(t)=\left[W_{1}^{2}(t)+W_{2}^{2}(t)+\left(W_{3}(t)-c\right)^{2}\right]^{3 / 2}
$$

which is just our Bessel process idealization of absorbing Brownian motion. Observe the extremely simple relationship in the $Z$-path description between Eqs. (3.32) and (3.35), which are the stochastic equations for Wiener and (idealized) absorbing Wiener processes, respectively.

We now proceed to show the existence of a limiting process as $\epsilon \downarrow 0$. For each $\epsilon>0$ we have a unique continuous family of $Y$ paths with probability 1 , which with probability 1 satisfy the $Z$ form of the stochastic differential equation where $Z(t)=(Y(t)-c)^{3}$. This means we have for each $\epsilon>0$ a measure on path space for the $Y$ paths ( $\mu_{Y}$ ) and another one for the $Z$ paths ( $\mu_{Z}$, say). From compactness arguments we shall show convergence of a subsequence of the measures $\mu_{z}$ as $\epsilon \downarrow 0$, which in turn shows convergence of a subsequence of the measures $\mu_{Y}$ as $\epsilon \downarrow 0$. According to (3.29) we have

$$
\left|Z(t)-Z\left(t_{0}\right)\right| \leqslant\left|\int_{t_{0}}^{t} \bar{a}(Z(s), s) d s\right|+\left.3\left|\int_{t_{0}}^{t}\right| Z(s)\right|^{2 / 3} d W(s) \mid
$$

which leads directly to the relation

$$
\begin{aligned}
\left.\langle | Z(t)-\left.Z\left(t_{0}\right)\right|^{4}\right\rangle & \leqslant 8\left(\left.\langle | \int_{t_{0}}^{t} \bar{a}(Z(s), s) d s\right|^{4}\right\rangle \\
& \left.\left.+\left.\left.81\left\langle\int_{t_{0}}^{t}\right| Z(s)\right|^{2 / 3} d W(s)\right|^{4}\right\rangle\right) .
\end{aligned}
$$

We next note that ${ }^{15}$
$\left.\left.\left.\langle | \int_{t_{0}}^{t}|Z(s)|^{2 / 3} d W(s)\right|^{4}\right\rangle \leqslant\left. 36\left(t-t_{0}\right) \int_{t_{0}}^{t}\langle | Z(s)\right|^{8 / 3}\right\rangle d s$.
For $Z$ large (i. e., $Y-c$ large) the paths are well behaved and for all intents and purposes are Wiener-like. Only near $Z \approx 0$ are the paths significantly changed, but this does not prevent us from putting a bound on the
previous averages that leads to

$$
\left.\langle | Z(t)-\left.Z\left(t_{0}\right)\right|^{4}\right\rangle \leqslant K\left(t-t_{0}\right)^{2}
$$

for some $K<\infty$, uniformly in $\epsilon$. This gives a sufficient compactness condition to ensure that a subsequence of path space distributions weakly converges to a path space distribution as $\epsilon \downarrow 0 .{ }^{17}$ From the convergence of the drift term, it is clear that every convergent subsequence of distributions has the same limit, and therefore that in fact the path space distributions weakly converge to a path space distribution as $\epsilon \downarrow 0$. In addition, results of Skorokhod ${ }^{15}$ ensure that the paths $Z(t)$ converge as $\epsilon \downarrow 0$ with probability 1 to paths $Z(t)$ for $\epsilon=0$, and that moreover those paths satisfy the appropriate limiting stochastic equation. Consequently, the $Y$ paths satisfy their limiting stochastic equation, suitably interpreted, with probability one.

A parallel argument based on the limit $\mu \downarrow 0$ (i.e., $\lambda \downarrow 0$ ) leads to the weak convergence of the relevant path space distributions as well as a convergence of the associated paths with probability one. In this way we establish the claimed properties of the paths and distributions as the limits $\epsilon \downarrow 0$ and $\lambda \downarrow 0$ are taken. The ultimate distributions are those of either the Wiener process or the absorbing Wiener process depending on the ultimate form of the drift term.

## SUMMARY

In quantum mechanics as well as diffusion theory there are perturbations so singular that they leave indelible imprints on systems after the coupling coefficient is reduced to zero, which we have termed vestigial effects. The simple example of a particle moving in a singular, one-dimensional potential is used to emphasize that such vestigial effects can clearly be displayed in terms of Feynman-Kac integrals on path space, their associated measures and the closely related stochastic differential equations. The vestigial effects can be controlled by adding counter terms to the potential, and this in fact constitutes one way of defining different self-adjoint extensions of a formal Hamiltonian operator. The cases with $V(x)=|x-c|^{-\alpha}, 1 \leqslant \alpha \leqslant 2$, are already indicative of what may happen in quantum field theory where very singular perturbations abound and helpful mathematical pictures are needed.
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## APPENDIXA

We are interested in the asymptotic behavior as $\epsilon \downarrow 0$ of
$F_{\epsilon}(T)=\left\langle\exp \left(-\lambda_{1} \int_{0}^{T}(|x(t)|+\epsilon)^{-1} d t-\lambda_{2} \int_{0}^{T}(|x(t)|+\epsilon)^{-2} d t\right)\right\rangle$,
with

$$
\lambda_{1} \geqslant 0,-\frac{1}{4} \leqslant 2 \lambda_{2} \leqslant \frac{3}{4},
$$

which we shall obtain by solving the Feynman-Kac differential equation (1.10). In this appendix, we shall discuss the cases with $\lambda_{1}=0, \lambda_{2}<0$ and $\lambda_{1}>0, \lambda_{2}>0$.

The results with the cases $\lambda_{2}>0$ have been presented in (2.4).

Let the Laplace transform on $T$ of $\psi(x, T)$ be denoted by $\tilde{\mathcal{L}}(x, s)$ and its abscissa of convergence by $\sigma$. The formula (1.9) then involves the inverse Laplace transformation,

$$
\begin{equation*}
F_{i}(T)=\frac{1}{2 \pi i} \int_{C} d s \exp (s T) \int_{-\infty}^{\infty} d x \tilde{\psi}(x, s), \tag{A3}
\end{equation*}
$$

where the contour $C$ on the complex $s$ plane is a straight line parallel to the imaginary axis and lying to the right of $s=\sigma$. The differential equation (1.10) and the boundary condition become

$$
\begin{align*}
& \left(-\frac{1}{2} \frac{d^{2}}{d x^{2}}+\frac{\lambda_{1}}{|x|+\epsilon}+\frac{\lambda_{2}}{(|x|+\epsilon)^{2}}+s\right) \tilde{\psi}(x, s)=0,  \tag{A4}\\
& {[d \tilde{\psi} / d x]_{x=0^{-}}=[d \tilde{\psi} / d x]_{x=0^{+}}+2,} \tag{A5}
\end{align*}
$$

and

$$
\begin{equation*}
\psi(x, s) \underset{x \rightarrow \pm \infty}{\rightarrow} 0 \quad(s>0) \tag{A6}
\end{equation*}
$$

The function $\psi(x, s)$ thus defined for $s>0$ is to be continued analytically over the complex $s$ plane.

The solutions to (A4) are the Whittaker functions, ${ }^{18}$ $W_{k, m}(z)$ and $M_{k, m}(z)$ with

$$
\begin{equation*}
z=\alpha[|x|+\epsilon] \tag{A7}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha=(8 s)^{1 / 2}, \quad k=-2 \lambda_{1} / \alpha, \quad m^{2}-\frac{1}{4}=2 \lambda_{2} . \tag{A8}
\end{equation*}
$$

We take the convention that $s^{1 / 2}$ be defined on the $s$ plane cut along the negative real axis such that $s^{1 / 2}=\sqrt{s}$ for $s>0$.

We note here that, due to the restriction $\lambda_{1} \geqslant 0$ in (A2), the parameter $k$ ranges, if at all, only over the left-hand half of its complex plane as $s$ varies over the cut plane of its own; this fact will be found to have a vital importance for the analyticity properties of $\tilde{J}(x, s)$. The restriction of $\lambda_{2}$ in (A2) enables us to use a real parameter $\mu$ as defined by

$$
\begin{equation*}
\mu(\mu+1)=2 \lambda_{2}, \quad-\frac{1}{2} \leqslant \mu<1 . \tag{A9}
\end{equation*}
$$

The Whittaker functions behave asymptotically as follows:

As $|z| \rightarrow \infty,|\arg z|<\pi / 2$ (which cases are all we need),

$$
\begin{align*}
& M_{k, m}(z)=\frac{\Gamma(2+2 \mu)}{\Gamma(1-k+\mu)} z^{-k} \exp (z / 2)\left[1+O\left(z^{-1}\right)\right] \\
& W_{k, m}(z)=z^{k} \exp (-z / 2)\left[1+O\left(z^{-1}\right)\right] . \tag{A10}
\end{align*}
$$

When $z \rightarrow 0$, however, two cases have to be distinguished. Namely, if $\mu \neq 0$

$$
\begin{aligned}
M_{k, m}(z)= & z^{1+\mu}+O\left(z^{2+\mu}\right) \\
W_{k, m}(z)= & \frac{\pi \exp (-z / 2)}{\sin 2 \mu \pi}\left(-\frac{k+\mu}{\Gamma(1-k-\mu) \Gamma(2+2 \mu)} z^{1+\mu}\right. \\
& +\frac{1}{\Gamma(1-k+\mu) \Gamma(1-2 \mu)}\left\{2 \mu z^{-\mu}+(k+\mu) z^{1-\mu}\right\}
\end{aligned}
$$

$$
\begin{equation*}
\left. \pm O\left(z^{2-|u|}\right)\right) \tag{A11}
\end{equation*}
$$

and if $\mu=0$, the second function must be understood as $\lim _{\mu-0} W_{k, 1 / 2+\mu}$, so that

$$
\begin{align*}
&\left.M_{k, m}(z)\right|_{\mu=0}=z+O\left(z^{2}\right\}, \\
&\left.W_{k, m}(z)\right|_{u=0}= \frac{1}{\Gamma(1-k)}[1-z / 2-k z\{\Psi(1-k)-2 \Psi(1)-1\} \\
&\left.-k z \log z+O\left(z^{2} \log z\right)\right], \tag{A12}
\end{align*}
$$

where $\Psi(\cdot)$ is the digamma function ${ }^{19}$ and $\Psi(1)$ $=-0.577 \cdots$ is the negative of Euler's constant.

Now, we can write down the solution to the differential equation (A4) which satisfies the boundary conditions (A5) and (A6); it is

$$
\begin{equation*}
\exists(x, s)=N_{\epsilon} W_{k, m}(\alpha[|x|+\epsilon]) \tag{A13}
\end{equation*}
$$

with the normalization constant

$$
\begin{align*}
& N_{\epsilon}=\left\{\alpha \cdot\left[-d W_{k, m}(z) / d z\right]_{z=\alpha \epsilon}\right\}^{-1} .  \tag{A14}\\
& \text { Let, for } s>0, \\
& \int_{-\infty}^{\infty} \widetilde{\psi}(x, s) d x=\frac{2}{\alpha^{2}} \frac{1}{\left[-d W_{k, m}(z) / d z\right\}_{k=\alpha \epsilon}} \int_{\alpha \epsilon}^{\infty} W_{k, m}(t) d t \\
& \equiv \epsilon^{2} f(\alpha \epsilon, k), \tag{A15}
\end{align*}
$$

exhibiting that the $s$-dependence of this function comes only through

$$
\begin{equation*}
\alpha \epsilon=\left(8 \epsilon^{2} s\right)^{1 / 2} \text { and } k=-2 \lambda_{1} /(8 s)^{1 / 2} \tag{A16}
\end{equation*}
$$

Then, (A3) takes the form

$$
\begin{equation*}
F_{\varepsilon}(T)=\frac{1}{2 \pi i} \int_{C} \epsilon^{2} f(\alpha \epsilon, k) \exp (s T) d s \tag{A17}
\end{equation*}
$$

and we are interested in the limit as $\epsilon+0$.
Before starting the evaluation of the integral, we have to study the analyticity of the integrand $f(\alpha \epsilon, k)$ on the complex $s$ plane, thereby fixing the contour $C$ of the integration. It is enough for our purpose to look at the positive real axis $s>0$, because, being a Laplace transform, $f(\alpha \epsilon, k)$ should be analytic on the part Res $>\sigma$ of the $s$ plane if it is finite on the portion $s>\sigma$ of the real axis. The function $f(\alpha \epsilon, k)$ as defined by (A15) has three factors. All the first factor $2 / \alpha^{2}=1 /(4 \mathrm{~s})$ can possibly do is to produce a pole at $s=0$. [But, see (A30) and (B7). ] Under the restriction (A2) of $\lambda_{1}$ and $\lambda_{2}$, the third factor is analytic all over the cut $s$ plane except possibly at $s=0$, as one sees from the integral representation, valid for $\operatorname{Re}(1-k+\mu)>0$,

$$
\begin{align*}
W_{k, m}(z)= & {[\Gamma(1-k+\mu)]^{-1} z^{1+\mu} 2^{-1-2 \mu} } \\
& \times \int_{\kappa}^{\infty} \exp \left(-\frac{1}{2} z \cosh \theta\right) \sinh ^{1+2 \mu} \theta \operatorname{coth}^{2 k}\left(\frac{1}{2} \theta\right) d \theta \tag{A18}
\end{align*}
$$

and the range of $k$ as remarked earlier.
The analyticity of the second factor depends critically on $\lambda_{1}$ and $\lambda_{2}$. In the case of $\lambda_{1}, \lambda_{2} \geqslant 0$, we shall show shortly that the derivative can have no zeros when $s \geqslant 0$. This implies, when combined with the analyticity of the other two factors, that $\sigma=0$, which in turn im-
plies that $f(\alpha \epsilon, k)$, being a Laplace transform with $\sigma=0$, is analytic everywhere on the right-hand half of the $s$ plane. To prove $d W_{k, m}(z) / d z \neq 0, z \geqslant 0$, we look at (A4) to notice that $W_{k, m}(z) \stackrel{k_{0} m}{=} N_{6} \psi(x)$ with $z=\alpha(x+\epsilon)$ is convex everywhere towards the $x$ axis, i. e. , $\left[d^{2} W_{k, m}(z) / d z^{2}\right] /$ $W_{k, m}(z)>0, z>0$. Then, $d W_{k, m}(z) / d z$ cannot change sign because it is continuous and has to vanish as $z \rightarrow \infty$.

Thus, in the case of $\lambda_{1} \geqslant 0, \lambda_{2} \geqslant 0$, we have found that $\sigma=0$ and therefore that the contour $C$ of the integral (A17) can be put on the imaginary axis of the $s$ plane.

When $\lambda_{1}=0, \lambda_{2}<0$, the derivative vanishes at one point, say $z=z_{0}>0$ giving a pole to $f(\alpha \epsilon, 0)$. To see this, observe from (A18) that $W_{0, m}(z)>0$ for $z>0$, which, if combined with the differential equation (A4), implies that $d^{2} W_{0, m}(z) / d z^{2}$ changes sign once and only once as $z$ varies over the positive real axis. Then, taking into account that $d W_{0, m}(z) / d z>0, d^{2} W_{0, m}(z) / d^{2} z<0$ in the neighborhood of $z=0$ and that $W_{0, m}(z) \rightarrow 0$ as $z \rightarrow \infty$, one sees that $d W_{0, m}(z) / d z$ should vanish once and only once on the positive real $z$ axis. In this case, $\sigma=\left(z_{0} / \epsilon\right)^{2} / 8$.

Among the different cases specified by (A2) to be considered, the ones with $\lambda_{1}=0$ admit rigorous and simple arguments based upon the Tauberian theorem of the Laplace transformation. Let us discuss this case first.

The case of $\lambda_{1}=0, \lambda_{2}>0$
When $\lambda_{1}=0$, we have $k=0$ and $f$ depends on $s$ through $\alpha \epsilon=\left(8 \epsilon^{2} s\right)^{1 / 2}$ only. Because $\sigma=0$ in this case, we can, by a change of variable to $u=\epsilon^{2} s$, rewrite (A17) as

$$
\begin{equation*}
F_{\mathrm{f}}(T)=\frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} f\left([8 u]^{1 / 2}, 0\right) \exp \left(u T / \epsilon^{2}\right) d u, \tag{A19}
\end{equation*}
$$

which is a function of $T / \epsilon^{2}$ only. Note that $T / \epsilon^{2} \rightarrow \infty$ as $\epsilon \rightarrow 0$ and the Tauberian theorem ${ }^{20}$ provides the asymptotic evaluation of the integral.

In general, let the Laplace transform on $t$ of $F(l)$ be $\widetilde{F}(u)$ and the abscissa of convergence be $\sigma$. If.
(a) $F(t) \geqslant 0, \quad t \geqslant 0$,
(b) $\sigma \geqslant 0$,
(c) $\widetilde{F}(u) \sim C u^{-\gamma},(C>0, \gamma>0)$ as $u \rightarrow 0$,
and further
(d) $\quad F(t)$ is monotone decreasing,
then

$$
F(I) \sim[C \gamma / \Gamma(1+\gamma)] i^{\gamma-1} \text { as } l \rightarrow \infty
$$

That $F(t) \equiv F_{\epsilon}(T), t=T / \epsilon^{2}$ satisfies the conditions (a) and (b) is clear. The condition (d) is obvious from the definition (A1). The condition (c) for $F(u) \equiv f\left([8 u]^{1 / 2}, 0\right)$ can be checked by the help of (A11):

$$
\begin{equation*}
f\left([8 u]^{1 / 2}, 0\right) \sim C u^{-\gamma} \quad(u \rightarrow 0) \tag{A20}
\end{equation*}
$$

with

$$
\gamma=(1-\mu) / 2
$$

and

$$
C=\frac{2^{(3 \mu+1) / 2}}{\pi^{1 / 2}} \frac{\Gamma(\mu) \Gamma(1+\mu / 2) \Gamma((1-\mu) / 2)}{\Gamma(2 \mu+1)}
$$

where the formula

$$
\begin{equation*}
\int_{0}^{\infty} W_{0, m}(t) d t=\frac{2}{\pi^{1 / 2}} \Gamma\left(1+\frac{\mu}{2}\right) \Gamma\left(\frac{1-\mu}{2}\right) \tag{A21}
\end{equation*}
$$

has been used.
By the theorem, thus, we can conclude that

$$
\begin{equation*}
F_{\epsilon}(T) \sim B \epsilon^{1+\mu} / T^{(1+\mu) / 2} \text { as } T / \epsilon^{2} \rightarrow \infty \tag{A22}
\end{equation*}
$$

where $B=C / \Gamma([1-\mu] / 2)$. This is a particular case of (2.4b).

The case of $\lambda_{1}=0, \lambda_{2}<0$
As we have seen before, the function $f(\alpha \epsilon, 0)$ has a pole, say at $\alpha \epsilon=z_{0}$, or $s=\left(z_{0} / \epsilon\right)^{2} / 8$, and is otherwise analytic all over the cut $s$ plane; we should note that the behavior of $f(\alpha \epsilon, 0)$ at $s=0$ as determined in (A20) is valid also here.

The use of the variable $u=\epsilon^{2} s$ gives

$$
\begin{equation*}
F_{\epsilon}(T)=\frac{1}{2 \pi i} \int_{C^{\prime}} f\left([8 u]^{1 / 2}, 0\right) \exp \left(u T / \epsilon^{2}\right) d u \tag{A23}
\end{equation*}
$$

where $C^{\prime}$ is a contour parallel to the imaginary $u$ axis and lying to the right of $\sigma=z_{0}^{2} / 8$. Deforming the contour into $C_{1}^{\prime}+C_{2}^{\prime}$, where $C_{1}^{\prime}$ encircles the pole and $C_{2}^{\prime}$ is on the imaginary axis,
$F_{\epsilon}(T)=A \exp \left[z_{0}^{2} T /\left(8 \epsilon^{2}\right)\right]+\frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} f\left([8 u]^{1 / 2}, 0\right)$
$\times \exp \left(u T / \epsilon^{2}\right) d u$.

The second term can be evaluated in the same way as in (A19) with the result $B \epsilon^{1+\mu} / T^{(\mu+1) / 2}$. The coefficient of the first term is the residue at $u=z_{0}^{2} / 8$ of $f\left([8 u]^{1 / 2}, 0\right)$, i.e.,

$$
\begin{equation*}
A=\frac{1}{2 z_{0}} \int_{x_{0}}^{\infty} W_{0, m}(t) d t /\left[-\frac{d^{2} W_{0, m}\left(z_{0}\right)}{d z_{0}^{2}}\right] \tag{A24}
\end{equation*}
$$

Because $d W_{0, m} / d z>0$ as $z \downarrow 0$ and $z=z_{0}$ is the only place the derivative vanishes on the positive $z$ axis, we see that $-d^{2} W_{0, m}\left(z_{0}\right) / d z_{0}>0$ and consequently $A>0$ as it should.

We can now conclude that, if $\lambda_{1}=0, \lambda_{2}<0$, then

$$
\begin{equation*}
F_{\epsilon}(T) \sim A \quad \exp \left(a T / \epsilon^{2}\right) \rightarrow \infty \quad \text { as } \epsilon \rightarrow 0, \tag{A25}
\end{equation*}
$$

where $A$ and $a \equiv z_{0}^{2} / 8$ are constants as determined by $\lambda_{2}$.
It may be interesting to remark that, if $0<-\mu \ll 1$ then (A11) gives

$$
z_{0} \approx-2 \mu
$$

which is close to 0 . Consequently,

$$
-d^{2} W_{0, m}\left(z_{0}\right) / d z_{0}^{2} \approx-\mu / z_{0}^{2}=1 /(-4 \mu)
$$

by (A11) again, and

$$
\int_{s_{0}}^{\infty} W_{0, m}(t) d t \approx 2
$$

by (A21). Then, (A25) becomes
$F_{\epsilon}(T)=2 \exp \left[2^{-1}(\mu / \epsilon)^{2} T\right], \quad\left(\lambda_{1}=0, \quad 0<-\lambda_{2} \ll 1\right)$.

It is amusing to compare the results of this subsection with the simple and universal upper bound on $F_{\epsilon}(T)$ given by replacing all paths $x(t)$ by zero which leads to

$$
\begin{aligned}
F_{\epsilon}(T)= & \left\langle\exp \left[-\lambda_{2} \int_{0}^{T}(|x(t)|+\epsilon)^{-2} d t\right]\right\rangle \\
& \leqslant \exp \left(\left|\lambda_{2}\right| T / \epsilon^{2}\right)
\end{aligned}
$$

The case of $\lambda_{1}>0, \lambda_{2} \geqslant 0$
In this case, it will be found convenient to divide the complex $s$ plane into two regions with a big circle of radius $R=\lambda_{1} /(4 \epsilon)$ : As $\epsilon \downarrow$, either $|\alpha \epsilon| \leqslant \sqrt{2 \lambda_{1} \epsilon} \rightarrow 0$ or $|k| \leqslant \sqrt{2 \lambda_{1} \epsilon} \rightarrow 0$ depending upon whether $s$ lies within or outside the circle.

Let us first look at the contribution $F_{\epsilon}^{\mathrm{t}}(T)$ to the integral (A17) from that portion of the contour $C$ lying inside the circle $R$. Here, the inverse derivative factor in (A15) can be evaluated by using the asymptotic forms as $z \rightarrow 0$ of Whittaker functions, namely (A11) or (A12):

$$
\begin{align*}
& 1 /\left[-\frac{d W_{k m}(z)}{d z}\right]_{z=\alpha \epsilon} \\
& =\left\{\begin{array}{ll}
{[\Gamma(1-k+\mu) / \mu \Gamma(1+2 \mu)](\alpha \epsilon)^{1+\mu}+O\left([\alpha \epsilon]^{2+\mu}\right)} & (\mu>0) \\
\Gamma(1-k) /\left[k \log \alpha \epsilon+\frac{1}{2}+O(\alpha \epsilon \log \alpha \epsilon)\right] & (\mu=0)
\end{array}\right\} \tag{A27}
\end{align*}
$$

in the second line, we notice, $|k \log \alpha \epsilon|$ grows indefinitely as $s \rightarrow 0$ and becomes very small when $s$ approaches the circle $R$, yet the denominator as a whole can never vanish. On the other hand, the integral in (A15) is given by

$$
\begin{equation*}
\int_{\alpha \epsilon}^{\infty} W_{k, m}(t) d t=\frac{\Gamma(2+\mu) \Gamma(1-\mu)}{\Gamma(2-k)} F\left(1-\mu, 2+\mu, 2-k ; \frac{1}{2}\right)+\Delta_{\epsilon} \tag{A28}
\end{equation*}
$$

for ( $-2<$ ) $\mu<1$, where $F$ denotes the Gauss hypergeometric function ${ }_{2} F_{1}$ [not to be confused with $F_{\epsilon}(T)$ ] and where the error term ${ }^{21} \Delta_{\epsilon}$ introduced by replacing the lower bound of the integral by 0 is $O\left(\epsilon^{1-\mu}\right)$ and $O\left(\epsilon^{2} \log \epsilon\right.$ ) for $\mu>0$ and $\mu=0$, respectively.

Let us verify that the approximate expressions above do give $f(\alpha \epsilon, k)$ the same analyticity as expected from the general argument presented before.

In view of the range of $k$ as remarked earlier, the gamma functions in (A27) and (A28) are analytic everywhere in the cut $s$ plane. The hypergeometric function in (A28) is also analytic as manifested by Euler's integral representation, valid when $|\mu|<1$ and $\operatorname{Re} k<0$ :

$$
\begin{align*}
& F\left(1-\mu, 2+\mu, 2-k ; \frac{1}{2}\right) \\
& =\frac{\Gamma(2-k)}{\Gamma(1-\mu) \Gamma(1-k+\mu)} \int_{0}^{t} t^{-\mu}(1-t)^{-k+\mu} \\
& \times(1-t / 2)^{-(2+\mu)} d t . \tag{A29}
\end{align*}
$$

Thus, we see from (A15) that $f(\alpha \epsilon, k)$ is analytic everywhere on the cut $s$ plane except possibly at $s=0$, even in the approximation that the error terms in (A27) and (A28) are disregarded.

As $s \rightarrow 0$, one has $|k| \rightarrow \infty$ and (A29) shows that ${ }^{22}$

$$
F\left(1-\mu, 2+\mu, 2-k ; \frac{1}{2}\right) \underset{\mathrm{R} \in k^{+-\infty}}{\rightarrow} 1,
$$

for in this limit the contribution to the integral comes from $t \sim 1$ reducing it to the beta function $B(1-\mu, 1-k+\mu)$. Then, a short calculation leads to
$\epsilon^{2} f(\alpha \epsilon, k) \underset{s \rightarrow 0}{\sim} \begin{cases}\frac{\Gamma(2+\mu) \Gamma(1-\mu)}{\mu \Gamma(1+2 \mu)} \frac{2}{\left(2 \lambda_{1}\right)^{1-\mu}} \epsilon^{1+\mu} & (\mu>0) \\ \frac{2}{\left(2 \lambda_{1}\right)^{2}} \frac{1}{\log \left[(8 s)^{1 / 2} / \epsilon\right]} & (\mu=0) .\end{cases}$

We see that the singularity at $s=0$ is present only when $\mu=0$ and it is indeed very weak.

Now, we can estimate the contribution $F_{\epsilon}^{\text {in }}(T)$ to the integral (A17) from that part of the contour $C$ which lies inside the big circle $R$.

Let us divide the contour $C$ further with a circle having a fixed ( $\epsilon$-independent), yet sufficiently large radius $R_{0} \gg \lambda_{1}^{2} / 8$, so that
$F_{\epsilon}^{\ln }(T)=\frac{1}{2 \pi i}\left(\int_{-i R_{0}}^{i R_{0}}+\int_{i R_{0}}^{i R}+\int_{-i R}^{-i R_{0}}\right) \epsilon^{2} f(\alpha \epsilon, k) \exp (s T) d s$.

The first integral is obviously $O\left(\epsilon^{1+\mu}\right)$ and $O(1 / \log [1 / \epsilon])$ when $\mu>0$ and $\mu=0$, respectively; the smallness here is due mainly to the inverse derivative factor (A27). That the second and the third integrals are negligible compared to the first can be seen by using (A27), (A28) and the fact that (A29) is approximately constant when $|k|<\lambda_{1} /\left(2 R_{0}\right)^{1 / 2} \ll 1$. In fact, if $\mu>0$, one sees, e.g., that

$$
\begin{aligned}
\int_{i R_{0}}^{i R} \epsilon^{2} f(\alpha \epsilon, k) \exp (s T) d s & =\text { const } \epsilon^{1+\mu} \int_{i R_{0}}^{i R} s^{-(1-\mu) / 2} \exp (s T) d s \\
& =\text { const } \epsilon^{1+\mu} O\left(R_{0}^{-(1-\mu) / 2}\right) \quad\left(R_{0} \rightarrow \infty\right)
\end{aligned}
$$

with the aid of the asymptotic estimate

$$
\begin{align*}
\int_{i R_{0}}^{i R} s^{-\gamma} \exp (s T) d s= & {\left[\frac{1}{T} s^{-\gamma} \exp (s T)\right]_{i R_{0}}^{i R}+\frac{\gamma}{T} \int_{i R_{0}}^{i R} } \\
& \times s^{-(\gamma+1)} \exp (s T) d s \tag{A33}
\end{align*}
$$

as established by integration by parts; the second term here is bounded by $\left[s^{-\gamma} / T\right]_{R_{0}}^{R}$. A similar estimate may be made for the case of $\mu=0$.

Now, let us turn to the contribution $F_{\epsilon}^{\text {out }}(T)$ to the integral (A17) from the portion of $C$ outside the big circle $R$, where $|k| \leqslant \sqrt{2 \lambda_{1} \epsilon} \rightarrow 0$ as $\epsilon \downarrow 0$ :

$$
\begin{equation*}
F_{\epsilon}^{\mathrm{out}}(T)=\frac{1}{2 \pi i}\left(\int_{i R}^{i \infty}+\int_{-i \infty}^{-i R}\right) \epsilon^{2} f(\alpha \epsilon, k) \exp (s T) d s \tag{A34}
\end{equation*}
$$

When $\mu>0$, we may approximately set $k=0$ and change the variable of integration to $u=\epsilon^{2} s$,
$F_{\varepsilon}^{\text {out }}(T)=\frac{1}{2 \pi i}\left(\int_{-i \infty}^{i \infty}-\int_{-i \epsilon^{2} R}^{i \epsilon^{2} R}\right) f\left([8 u]^{1 / 2}, 0\right) \exp \left(u T / \epsilon^{2}\right) d u$,
recognizing that the first integral here is nothing but the one (A19) already evaluated with the result $[C / \Gamma(\gamma)] \epsilon^{1+\mu} /$ $T^{(1+1) / 2}, \gamma=(1-\mu) / 2$; see (A22). To evaluate the second, we may invoke (A20) on the ground that $\epsilon^{2} R$ $=\lambda_{1} \epsilon / 4 \rightarrow 0$ as $\epsilon \downarrow 0$, obtaining
$\frac{1}{2 \pi i} \int_{-i \epsilon^{2} R}^{i \epsilon^{2} R} f\left([8 u]^{1 / 2}, 0\right) \exp \left(u T / \epsilon^{2}\right) d u=C \int_{-i \lambda_{1} \epsilon / 4}^{i \lambda_{1} \epsilon / 4} u^{-\gamma}$

$$
\begin{equation*}
\times \exp \left(u T / \epsilon^{2}\right) d u \tag{A35}
\end{equation*}
$$

which, upon returning to the original variable $s=u / \epsilon^{2}$, turns out to be
$C \epsilon^{2(1-\gamma)} \int_{-i R}^{i R} s^{-\gamma} \exp (s T) d s=[C / \Gamma(\gamma)] \epsilon^{1+\mu}\left\{T^{-(1+\mu) / 2}+O\left(R^{-\gamma}\right)\right\}$,
the first term being the value at $R \rightarrow \infty$ and the error committed being estimated similarly to (A33). Thus, the main contributions of order $\epsilon^{1+\mu}$ cancel out, so that

$$
F_{\epsilon}^{\text {out }}(T)=o\left(\epsilon^{1+\mu}\right)
$$

which is of higher order in $\epsilon$ than is $F_{\varepsilon}^{\text {in }}(T)$.
When $\mu=0$, the approximation $k=0$ implies
$W_{k, m}(z) \sim W_{0,1 / 2}(z)=\exp (-z / 2)$, so that we can go back to (A15) and (A17), and write

$$
F_{\epsilon}^{\mathrm{out}}(T)=\frac{1}{2 \pi i}\left(\int_{i R}^{i \infty}+\int_{-i \infty}^{-i R}\right) \frac{1}{s} \exp (s T) d s
$$

Hence

$$
F_{\epsilon}^{\mathrm{out}}(T)=O\left(\frac{1}{R}\right)=O(\epsilon)
$$

which is again of higher order in $\epsilon$ than $F_{\epsilon}^{\ln _{n}}(T)$.
Summing up, thus, we can conclude for $F_{\epsilon}(T)$
$=F_{\epsilon}^{\operatorname{ing}}(T)+F_{\epsilon}^{\text {out }}(T)$ that
$F_{\epsilon}(T)=$ const $\left\{\begin{array}{ll}\epsilon^{1+\mu} & \left(\lambda_{1}>0, \mu>0\right) \\ 1 / \log [1 / \epsilon] & \left(\lambda_{1}>0, \mu=0\right)\end{array}\right\}$
as indicated in (2.4). The first line of (A36) is valid in fact for $\lambda_{1} \geqslant 0, \mu>0$ as one sees from (A22).

## APPENDIX B

This appendix is to show, for the case of the example (2.8), that there exists a regularization with parameter $b_{\epsilon}$ that leaves the average
$F_{\epsilon}(T)=\left\langle\exp \left\{-\lambda_{1} \int_{0}^{T}\left[(|x(t)|+\epsilon)^{-1}-b_{\epsilon}(|x(t)|+\epsilon)^{-2}\right] d t\right\rangle\right\rangle$,
nonvanishing in the limit $\epsilon \downarrow 0$ as indicated in (2.10). We assume that $b_{\epsilon} \downarrow 0$ in the limit because it is a regularization; consequently, we have $\mu \uparrow 0$ for the parameter $\mu$ defined as previously by

$$
\mu(\mu+1)=2 \lambda_{2}=-2 \lambda_{1} b_{\epsilon} \quad(\mu \geqslant-1 / 2)
$$

The average (B1) can be expressed as the inverse Laplace transform (A17). Here, however, the integra-
tion contour $\mathcal{C}$ may no longer be taken to be the imaginary axis of the $s$ plane, for the potential function has a negative part which may produce some singularities in $f(\alpha \epsilon, k)$ in the right-hand half of the $s$ plane.

Here again, it is convenient to divide the complex $s$ plane into two regions with a big circle of radius $R=\lambda_{1} / 4 \epsilon$.

Let us first look at the region outside the circle,
where $|k| \leqslant \sqrt{2 \lambda_{1} \epsilon} \rightarrow 0$ as $\epsilon \downarrow 0$ implying $W_{k, m}(z) \sim W_{o, m}(z)$. Moreover, since $\mu \uparrow 0$ in the limit, we have

$$
W_{k, m}(z) \sim W_{0,1 / 2}(z)=\exp (-z / 2)
$$

so that

$$
\begin{equation*}
\epsilon^{2} f(\alpha \epsilon, k) \sim 1 / s \quad\left(s>R=\lambda_{1} / 4 \epsilon\right) \tag{B2}
\end{equation*}
$$

which has no singularities in the region considered.
In the inside region $|\alpha \epsilon| \leqslant \sqrt{2 \lambda_{1} \epsilon} \rightarrow 0$ as $\epsilon+0$. For those factors comprising $\epsilon^{2} f(\alpha \epsilon, k)$ in (A15), we get, on the one hand from (A11), ${ }^{23}$

$$
\begin{align*}
{\left[-\frac{d W_{k, m}(z)}{d z}\right]_{\varepsilon=\alpha \epsilon}=} & \frac{1}{\Gamma(1-k)} \frac{2 \lambda_{1}}{(8 s)^{1 / 2}}\left[D_{0}(\epsilon)+D_{1}(s)\right. \\
& \left.+O\left(\epsilon \log \epsilon, \mu^{2} \epsilon^{-1} \log \epsilon\right)\right] \tag{B3}
\end{align*}
$$

where $k=-2 \lambda_{1} /(8 s)^{1 / 2}$ as before, and

$$
\begin{align*}
& D_{0}(\epsilon)=\mu /\left(2 \lambda_{1} \epsilon\right)-\log \epsilon  \tag{B4}\\
& D_{1}(s)=\log (-k)-1 /(2 k)-\Psi(1-k)-\log 2 \lambda_{1}-2 \gamma
\end{align*}
$$

with $\gamma=-\Psi(1)=0.577$ being Euler's constant. On the other hand, we have

$$
\begin{align*}
\int_{\alpha \epsilon}^{\infty} W_{k, 1 / 2}(t) d t= & \frac{2}{\Gamma(1-k)}\left[1+k\left\{\Psi(1-k / 2)-\Psi\left(\frac{1}{2}-k / 2\right)\right\}\right. \\
& +O(\mu, \epsilon)] . \tag{B5}
\end{align*}
$$

In fact, from (A28) we get
$\int_{\alpha \epsilon}^{\infty} W_{k, 1 / 2}(t) d t=\frac{1}{\Gamma(2-k)} F(1,2,2-k ; 1 / 2)+O(\mu, \epsilon)$,
of which the hypergeometric function can be evaluated in the following way: Use one of the Gauss recurrence relations

$$
a F(a+1, b, c ; x)=c F(a, b, c ; x)-(c-a) F(a, b, c+1 ; x)
$$

to derive

$$
\begin{aligned}
& F(1-\mu, 2+\mu, 2-k ; x)=[\mu(\mu+1)]^{-1} \\
& \quad \times[k(1-k) F(-\mu, 1+\mu,-k ; x) \\
& \quad+(1-k)(\mu+k) F(-\mu, 1+\mu, 2-k ; x) \\
& \quad-2 k(1-k) F(-\mu, 1+\mu, 1-k ; x)]
\end{aligned}
$$

and then go to the limit $\mu \rightarrow 0$ using
$F(a, 1-a, c ; 1 / 2)=2^{1-c} \sqrt{\pi} \Gamma(c) /\left[\Gamma\left(\frac{a+c}{2}\right) \Gamma\left(\frac{c-a+1}{2}\right)\right] ;$

## then we obtain

$F(1,2,2-k ; 1 / 2)=2(1-k)\left[1+k\left\{\Psi(1-k / 2)-\Psi\left(\frac{1}{2}-k / 2\right)\right\}\right]$
which we were unable to find in the available tables of mathematical formulas. ${ }^{18}$

Thus, substituting (B3) and (B5) into (A15), we get

$$
\begin{align*}
& \epsilon^{2} f(\alpha \epsilon, k)=-\frac{k}{\lambda_{1}^{2}}\left[1+k\left\{\Psi\left(1-\frac{k}{2}\right)-\Psi\left(\frac{1}{2}-\frac{k}{2}\right)\right\}\right] / \\
& {\left[D_{0}(\epsilon)+D_{1}(s)\right]} \tag{B6}
\end{align*}
$$

in the approximation to neglect those error terms which should eventually vanish in the limit $\epsilon \downarrow 0$. Note that this function goes over to the asymptotic form (B2) already within the circle $R$ if $|k| \ll 1$, or $|s| \gg \lambda_{1}^{2} / 2$. Thus, (B6) can be used all over the cut $s$ plane.

We can now see that the function $\epsilon^{2} f(\alpha \epsilon, k)$ is analytic all over the cut $s$ plane except possibly for poles due to the zeros of its denominator, $D_{0}(\epsilon)+D_{1}(s)$. To see this, it is enough to recall that $\lambda_{1}>0$ implies $\operatorname{Re} k \leqslant 0$, in which region the digamma functions comprising its numerator and denominator are all analytic. Despite the factor $-k=\lambda_{1} /(2 s)^{1 / 2}$ in front, (B6) remains finite as $s \rightarrow 0$ :
$\epsilon^{2} f(\alpha \epsilon, k) \underset{s \rightarrow 0}{\rightarrow}\left[\lambda_{1}^{2}\left\{D_{0}(\epsilon)-\left(\log 2 \lambda_{1}+2 \gamma\right)\right\}\right]^{-1}:$
for $s \rightarrow 0$ means $|k| \rightarrow \infty$ and

$$
\begin{gathered}
\Psi(x)=\log (x-1)+\frac{1}{2(x-1)}-\frac{1}{12(x-1)^{2}}+O\left(\frac{1}{(x-1)^{3}}\right) \\
(|x| \rightarrow \infty) .
\end{gathered}
$$

In order to decide on the possibility of poles, let us examine how the denominator of (B6) behaves on the positive real $s$ axis. Asymptotically we have
$D(s) \rightarrow D_{0}(\epsilon)-\left(\log 2 \lambda_{1}+2 \gamma\right) \equiv D(0) \quad(s \rightarrow 0)$
and

$$
D(s) \sim D_{0}(\epsilon)+(2 s)^{1 / 2} /\left(2 \lambda_{1}\right) \quad(s \rightarrow \infty) .
$$

The latter is an increasing function of $s$. As a matter of fact, $D(s)$ is monotone increasing over the entire range of $s$ from 0 to $\infty$ as one sees from the positivity of the weight function multiplying $\exp (k t)$ in

$$
D(s)=D_{0}(\epsilon)-\log 2 \lambda_{1}+\int_{0}^{\infty}\left(\frac{1}{e^{t}-1}-\frac{1}{l}+\frac{1}{2}\right) \exp (k t) d l,
$$

which is constructed by using Binet's formula
$\Psi(x)=\log x-\int_{0}^{\infty}\left(\frac{1}{e^{t}-1}-\frac{1}{t}+1\right) \exp (-x t) d t \quad(\operatorname{Re} x>0)$
and $\Psi(1+x)=\Psi(x)+(1 / x)$. Thus, $D(s)$ has a zero, and in fact one simple zero (say, at $s=s_{0}$ ) on the positive real $s$ axis if and only if ${ }^{24}$

$$
\begin{equation*}
D(0)=D_{0}(\epsilon)-\left(\log 2 \lambda_{1}+2 \gamma\right)<0 . \tag{B8}
\end{equation*}
$$

This is a necessary and sufficient condition for the function $\epsilon^{2} f(\alpha \epsilon, k)$ to have a pole on the positive real axis.

We remark here for later reference that the residue at the pole, if there is one, is positive:

$$
\begin{equation*}
\left.\operatorname{Res}\left[\epsilon^{2} f(\alpha \epsilon, k)\right]_{s=s_{0}}=[N(s) d D(s) / d s)\right]_{s=s_{0}}>0 \tag{B9}
\end{equation*}
$$

where $N(s)$ denotes the numerator of (B6). In fact, the right-hand side is positive not only at $s_{0}$, but also for any $0 \leqslant s<\infty$, for $d D(s) / d s>0$ follows from the monotonicity of $D(s)$ established above and $N(s)>0$ from its integral representation

$$
\begin{aligned}
\frac{N(s)}{\left(-k / \lambda^{2}\right)} & =1+(1-2 x) \int_{0}^{\infty} \frac{\exp [(1-2 x) t / 2]}{\exp (t / 2)+1} d t \\
& =\int_{0}^{\infty} \frac{\exp (-2 x t)}{(1+\exp (-t / 2))^{2}} d t>0,
\end{aligned}
$$

where $x \equiv(1-k) / 2 \geqslant 1 / 2$ and the first line derives from

$$
\Psi(z)=\int_{0}^{\infty}\left(\frac{\exp (-t)}{t}-\frac{\exp (-t x)}{1-\exp (-t)}\right) d t
$$

as applied to the numerator of (B6), the second line being obtained by integration by parts.

Now, we can turn to the discussion of $F_{\epsilon}(T)$, that is, the inverse Laplace transform (A17). There arise different cases depending on how $\mu 40$ as $\epsilon \downarrow 0$.

Let us begin with the simplest cases where $\epsilon^{2} f(\alpha \epsilon, k)$ has no poles on the right-hand half of the $s$ plane. In such cases, the contour $C$ of the integral (A17) can be put on the imaginary $s$ axis, which we divide into three regions: $|s|<R_{0}, R_{0}<|s|<R$, and $|s|>R$ with $R=\lambda_{1} /$ $4 \epsilon$ and an $\epsilon$-independent $R_{0} \gg \lambda_{1}^{2} / 8$. The limit of the contribution $F_{\epsilon}^{(1)}$ from the first region depends critically on the behavior of $D_{0}(\epsilon)$ as $\epsilon \downarrow 0$. If $\mu$ was taken to be a constant ( $|\mu| \ll 1$ as the foregoing argument requires), then $D_{0}(\epsilon) \sim \mu /\left(2 \lambda_{1} \epsilon\right)$ and $F_{\epsilon}^{(1)}$ would vanish like $\sim_{\epsilon} \downarrow 0$ in conformity with the previous result (A36). However, if it is arranged that $D_{0}(\epsilon)$ approaches a certain constant $-K$ as $\epsilon \Downarrow 0$, then $F_{\epsilon}^{(1)}$ has a nonvanishing limit. This is, in fact, the case if the regularization counter term is chosen such that

$$
\begin{equation*}
\mu=2 \lambda_{1} \epsilon\left[\log _{\epsilon}-K\right] . \tag{B10a}
\end{equation*}
$$

By (B8), we note, the condition of no pole requires that

$$
\begin{equation*}
K<-\left(\log 2 \lambda_{1}+2 \gamma\right) . \tag{B10b}
\end{equation*}
$$

When $F_{\epsilon}^{(1)}$ is nonvanishing in the limit, estimates similar to the one in Appendix A shows that the contributions to the integral (A17) from the second and the third regions do not outweigh $F_{\epsilon}^{(1)}$. Thus, under the conditions (B10) we have

$$
\begin{equation*}
F_{\epsilon}(T) \rightarrow \text { const } \neq 0 \quad \text { as } \epsilon \downarrow 0 . \tag{B11}
\end{equation*}
$$

Among the cases where the pole comes in, two will be of particular interest. In either case, we move the contour of integration $C$ to $C_{1}^{\prime}+C_{2}^{\prime}$, where $C_{2}^{\prime}$ encircles the pole and $C_{2}^{\prime}$ is on the imaginary axis.

$$
\text { (i) } \mu=\mu_{0} \epsilon^{1-6} \quad \text { with } \mu_{0}<0,0<\delta<1 .
$$

As $\epsilon \downarrow 0$, we have
$D(0)=\left(\mu_{0} / 2 \lambda_{1}\right) \epsilon^{-6}-\log \left(2 \lambda_{1} \epsilon\right)-2 \gamma \rightarrow-\infty$
and the position $s_{0}$ of the pole and the residue are given approximately by

$$
\begin{equation*}
s_{o}=\mu_{o /}^{2} /\left(2 \epsilon^{2 \sigma}\right) \text { and } \operatorname{Res}\left[\epsilon^{2} f(\alpha \epsilon, k)\right]=2 . \tag{B13}
\end{equation*}
$$

To make it certain that the pole lies within the circle $R$, however, we must change our $R$ to $R=\lambda_{1} /\left(2 \epsilon^{2 \rho}\right)$, $\rho>\delta$, taking advantage of the fact that the whole argument so far remains valid as long as $8 \epsilon^{2} R \rightarrow 0$ and $\lambda_{1}^{2} /$ $2 R \rightarrow 0$ as $\epsilon \downarrow 0$; these conditions impose $0<\rho<1$ and the existence of such a $\rho>\delta$ is guaranteed by our presumption $0<\delta<1$.

Thus,

$$
\begin{equation*}
F_{\epsilon}(T) \sim 2 \exp \left[2^{-1}\left(\mu_{0} / \epsilon^{8}\right)^{2} T\right] \quad(\epsilon \uparrow 0), \tag{B14}
\end{equation*}
$$

because the contribution from the contour $C_{2}^{\prime}$ vanishes as in (B10) in the limit $\epsilon \downarrow 0$. Note that, as $\delta \uparrow 1$, this $F_{\epsilon}(T)$ for $\lambda_{1}>0, \mu=\mu_{0} \epsilon^{1-\delta},\left(\mu_{0}<0\right)$ approaches the one, (A26), for $\lambda_{1}=0, \mu=\operatorname{const}(0<-\mu \ll 1)$.

$$
\text { (ii) } \mu=2 \lambda_{1} \epsilon[\log \epsilon-K] \text { with }-\left(\log 2 \lambda_{1}+2 \gamma\right)<K<\infty \text {, }
$$

$$
\begin{equation*}
K \neq 0 . \tag{B15}
\end{equation*}
$$

This means $D_{0}(\epsilon)=-K$ and

$$
D(0)=-K-\left(\log 2 \lambda_{1}+2 \gamma\right)<0
$$

In this case, we can only write

$$
\begin{align*}
F_{\epsilon}(T)= & \operatorname{Res}\left[\epsilon^{2} f(\alpha \epsilon, k)\right]_{s=s_{0}} \exp \left(s_{0} T\right) \\
& +\frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} \epsilon^{2} f(\alpha \epsilon, k) \exp (s T) d s \tag{B16}
\end{align*}
$$

where the pole $s_{0}$ should be determined as the zero of

$$
\begin{equation*}
D(s)=D_{1}(s)-K \tag{B17}
\end{equation*}
$$

and the residue determined by (B9); such a pole exists for any value of $K>-\left(\log 2 \lambda_{1}+2 \gamma\right)$ and it indeed lies in the circle $R$. We notice that the function $\epsilon^{2} f(\alpha \epsilon, k)$ is now independent of $\epsilon$ : In fact, it is given by ( B 6 ) with the denominator $D(s)$ in (B17) and this does cover the asymptotic behavior (B2) outside the circle $R$. It is clear nevertheless that the first term dominates over the second at least at large $T$. Therefore, $F_{\epsilon}(T)$ cannot vanish identically.

Denote the first term in (B16) by $F_{\epsilon}^{\mathrm{pol}}(T)$.
If, in particular, $0<K \ll 1$, we note, $s_{0} \approx 6 \lambda_{2}^{2} K$ and

$$
F_{\varepsilon}^{\mathrm{pol}}(T)=6 \exp \left[6 \lambda_{1}^{2} K T\right] .
$$

If, on the contrary, $K \gg 1$, then $s_{0} \approx 2 \lambda_{1}^{2} K^{2}$ and

$$
\begin{equation*}
F_{\epsilon}^{\text {pol }}(T)=2 \exp \left[2 \lambda_{1}^{2} K^{2} T\right] \tag{B18}
\end{equation*}
$$

[^2]${ }^{8}$ The concepts of local time and stochastic equations were already used by Symanzik in his pioneering study of Euclidean quantum field theory: K. Symanzik, Proceedings of the International School of Physics "Enrico Fermi", Varenna Course XLV, edited by R. Jost (Academic, New York, 1969).
${ }^{9}$ H. Ezawa, J.R. Klauder, and K.A. Shepp, Ann. Phys. (N.Y.) 88, 588 (1974).
${ }^{10}$ It is interesting to note that Umezawa and co-workers [ H . Matsumoto, N.J. Papastamatiou, and H. Umezawa, Phys. Lett. 46B, 73 (1973), and to be published; H. Umezawa, Lectures at the School on Renormalization and Invariance in Quantum Field Theory, Capri, July, 1973] have studied spontaneously-broken symmetry in field theory by exploiting functional integrals having auxiliary terms in the Lagrangian which, although formally vanishing in a suitable limit, serve to pick out one or another broken-symmetry solution.
${ }^{11} \mathrm{~K}$. Itô and H. McKean, Diffusion Processes and Their Sample Paths (Springer-Verlag, New York, 1965), Sec. 2.8. Note our definition differs by a factor two from that given here.
${ }^{12}$ The notation a.s. stands for "almost surely", meaning that the statement is true with the possible exception of a set of points (paths) of probability measure 0 in the sample space considered. In other words, the statement is true with probability 1.
${ }^{13}$ J. L. Doob, Stochastic Processes (Wiley, New York, 1953).
${ }^{14} \mathrm{H}$. McKean, Stochastic Integrals (Academic, New York, 1969).
${ }^{15}$ A.V. Skorokhod, Studies in the Theory of Randorn Processes (Addison-Wesley, Reading, Mass., 1965).
${ }^{16}$ This function $B(x, t)$ is obtained ${ }^{9}$ from the fundamental solution for absorbing Brownian motion, Ref. 5 ,
$\rho(x, y, t) \equiv\left\{\exp \left[-(x-y)^{2} / 2 t\right]-\exp \left[-(x-y-2 c)^{2} / 2 t\right]\right\} / \sqrt{2 \pi t}$, or $(x-c)(y-c)>0$, by $B(x, t)=\int \rho(x, y, T-t) d y$.
${ }^{17}$ I. V. Girsanov, Dokl. Akad. Nauk SSSR 138, 18 (1961) [Soviet Math. Dok1. 2, 506 (1961)].
${ }^{18}$ (a) A useful reference for these functions is the book by L.J. Slater, Confluent Hypergeometric Functions (Cambridge U.P., Cambridge, 1960). (b) Reference is made also to some tables of mathematical formulas: M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions with Formulas, Graphs and Mathematical Tables (Dover, New York, 1968); S. Moriguchi, K. Udagawa, and S. Hitotumatu, Mathematical Formulas, (Wwanami Shoten, Tokyo, 1960), Vol. III (in Japanese).
${ }^{19}$ Here is a minor departure from the customary notation $\psi(\cdot)$ for the digamma function [see Ref. 18 b )].
${ }^{20} \mathrm{G}$. Doetsch, Theorie und Anwendung der Laplace-Transform (Springer-Verlag, Berlin, 1937; Dover edition, New York, 1943).
${ }^{21}$ For $\mu \geq 1$, a drastically different evaluation of the integral applies. The other places where our restriction to $\mu<1$ is vital are (A32) and (A35).
${ }^{22}$ This behavior of the hypergeometric function can be seen also from its series definition.
${ }^{23}$ We use the notation $O(a, b) \equiv O(a)+O(b)$
${ }^{24}$ If $\lambda_{1}+0$, then $D_{0}(\epsilon) \sim \mu / 2 \lambda_{1} \epsilon \rightarrow-\infty$ overwhelms $-\log 2 \lambda_{1} \cdots \omega$; hence $D(0)<0$ and $\epsilon^{2} f(\alpha \in, k)$ has a pole in accordance with the assertion given previously.
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#### Abstract

The unitary continuous representations of $U(n, 1)$ and $O(n, 1)$ are discussed from the point of view of deformation of $I U(n)$ and $I O(n)$. It is shown that there are two general ways of writing the matrix elements of the infinitesimal generators of the groups $U(n, 1)$ and $O(n, 1)$. The first one is to write them as either pure real or pure imaginary. The second one is to write them as complex. We show how these different ways are related to each other.


## I. INTRODUCTION

The infinitesimal method has been a very successful tool in the investigation of unitary representations of Lie groups. In the case of the compact groups $U(n)$ and $O(n)$, the first successful attempt was made by Gel'fand and Zetlin ${ }^{1}$ when they determined the matrix elements of the infinitesimal generators of the groups. In the case of noncompact groups, $U(n, 1)$ and $O(n, 1)$ have been studied by many authors. In particular, the matrix elements of the generators of $U(n, 1)$ have been determined by Gel' fand and Graev ${ }^{2}$ and by Ottoson. ${ }^{3}$ Those of $O(n, 1)$ have been determined by Hirai, ${ }^{4}$ Ottoson, ${ }^{5}$ Schwarz, ${ }^{6}$ and Wong. ${ }^{7}$ There is, however, another approach regarding the representations of $U(n, 1)$ and $O(n, 1)$, and that is through the deformation of $I U(n)$ and $I O(n)$. This was first done by Chakrabarti. ${ }^{8}$ Similar results were obtained by Wolf ${ }^{9}$ through multiplier representations. On the other hand, Rosen and Roman ${ }^{10}$ have discussed in detail the Lie algebra of these groups.

In an attempt to unify these investigations, we came across an apparent problem. The problem is: The matrix elements of the infinitesimal generators of $U(n, 1)$ and $O(n, 1)$ obtained by Chakrabarti are complex, while those obtained by the other authors are either pure real or pure imaginary. We shall show in Secs. III and IV that there is no contradiction between these results. We have thus reached the following conclusion: There are two general ways of expressing the matrix elements of the generators of $U(n, 1)$ and $O(n, 1)$. The first one is to write them as either pure real or pure imaginary. This is a matter of definition of the generators. One can see this already in the case of the compact group $O(n)$. The original Gel' fand-Zetlin matrix elements for $O(n)$ were in terms of the matrix $A_{i k}$, which has 1 at the $i$ th row and $k$ th column and -1 at the $k$ th row and $i$ th column. As a result, $A_{2 k+1,2 k}$, for example, has matrix elements which are pure real. On the other hand, the later papers by Pang and Hecht ${ }^{11}$ and by Wong ${ }^{12}$ used $J_{i j}$, where $J_{i j}$ has $i$ at the $i$ th row and $j$ th column and $-i$ at the $j$ th row and $i$ th column. As a result, their $J_{2 k+1,2_{k}}$ has matrix elements which are pure imaginary. We see therefore that this is purely a matter of definition of the generators of the group. This difference of definition, however, has an influence on at least two properties of the generators. The first influence is on the commuta-
tion relations of the generators. The second influence is on the properties of the generators under Hermitian conjugation. We shall see in subsequent sections that for $U(n, 1)$ the difference of these two properties persists in the different definitions of the generators given by Rosen and Roman on the one hand and by Gel' fand and Graev and Ottoson on the other.

The second way is to write the matrix elements of the generators as complex. This is done by Chakrabarti. ${ }^{8}$ This, in principle, corresponds to adding a phase factor to the matrix elements. We shall show how Chakrabarti's results can be reconciled with the results of Gel' fand and Graev, and Ottoson in the case of $U(n, 1)$ and with Hirai, Ottoson, Schwarz, and Wong in the case of $O(n, 1)$.

## II. REPRESENTATIONS OF $I U(n)$ AND DEFORMATION TO $U(n, 1)$

$I U(n)$ is a group which is made of the semidirect product of $U(n)$ and $I(2 n)$. The generators of $U(n)$ are labeled by $A_{j}^{i}(i, j=1,2, \ldots, n)$ and the generators of $I(2 n)$ by $I_{n+1}^{i}, I_{i}^{n+1}(i=1,2, \ldots, n)$. The commutation relations are

$$
\begin{align*}
& {\left[A_{j}^{i}, A_{l}^{k}\right]=\delta_{l}^{i} A_{j}^{k}-\delta_{j}^{k} A_{l}^{i}}  \tag{1}\\
& {\left[A_{j}^{i}, I_{n+1}^{k}\right]=-\delta_{j}^{k} I_{n+1}^{i}}  \tag{2}\\
& {\left[A_{j}^{i}, I_{k}^{n+1}\right]=\delta_{k}^{i} I_{j}^{n+1},}  \tag{3}\\
& {\left[I_{n+1}^{i}, I_{n+1}^{j}\right]=\left[I_{i}^{n+1}, I_{j}^{n+1}\right]=\left[I_{i}^{n+1}, I_{n+1}^{j}\right]=0} \tag{4}
\end{align*}
$$

with

$$
\begin{align*}
& \left(A_{j}^{i}\right)^{+}=A_{i}^{j}  \tag{5}\\
& \left(I_{n+1}^{i}\right)^{+}=I_{i}^{n+1} \quad(i, j, k, l=1,2, \ldots, n) \tag{6}
\end{align*}
$$

Chakrabarti has shown that the matrix elements of $I_{n+1}^{n}$ are given by

$$
\begin{align*}
\left\langle\dot{h}_{j n}\right. & \left.-1\left|I_{n+1}^{n}\right| h\right\rangle \\
& =\kappa\left(\frac{\Pi_{122}^{n}\left(h_{i n+1}-h_{f n}-i+j+1\right) \Pi_{i c 1}^{n-1}\left(h_{i n-1}-h_{j n}-i+j\right)}{\prod_{\substack{1 \leqslant i \leqslant n \\
i \neq j}}\left(h_{i n}-h_{j n}-i+j+1\right)\left(h_{i n}-h_{j n}-i+j\right)}\right)^{1 / 2} \\
& =\langle h| I_{n}^{n+1}\left|h_{j n}-1\right\rangle^{*} \tag{7}
\end{align*}
$$

Without loss of generality, we can choose $\kappa$ to be equal to 1. The (infinite-dimensional) basis is labeled by ( $n$

- 1) numbers in the first row, followed by the familiar Gel'fand basis for $U(n)$,

with the usual inequalities

$$
h_{i j+1} \geqslant h_{i j} \geqslant h_{i+1 j+1} \quad(i, j=1, \ldots, n)
$$

and

$$
\begin{equation*}
h_{y n} \geqslant h_{2 n+1} \geqslant h_{2 n} \geqslant \cdots \geqslant h_{n n+1} \geqslant h_{n n} \tag{8}
\end{equation*}
$$

but allowing the two extreme numbers to tend to infinity:

$$
h_{1 n} \rightarrow \infty, h_{n n} \rightarrow-\infty .
$$

The matrix element in (7) differs from the Gel'fandZetlin matrix element in $A_{n+1}^{n}$ by a factor of

$$
\begin{equation*}
\left[-\left(h_{1 n+1}-h_{j n}+j\right)\left(h_{n+1 n+1}-h_{j n}-n+j\right)\right]^{1 / 2} . \tag{9}
\end{equation*}
$$

The group $U(n)$ is then extended to $U(n) \otimes U(1)$ by introducing an extra parameter $\xi$ and the generator $A_{n+1}^{n+1}$, such that

$$
\begin{equation*}
A_{n+1}^{n+1}|n\rangle=\left(\xi+\sum_{i=2}^{n} h_{i n+1}-\sum_{i=1}^{n} h_{i n}\right)|h\rangle_{。} \tag{10}
\end{equation*}
$$

The deformation to $U(n, 1)$ is then obtained by taking the semidirect product of $U(n) \otimes U(1)$ with $I_{2 n}:[U(n)$ $\otimes U(1)] \times I_{2 n} \rightarrow U(n, 1)$. If one defines

$$
\begin{align*}
& A_{n^{i}+1}^{i}= \pm\left[\Delta, I_{n+1}^{i}\right]+i \in I_{n+1}^{i}  \tag{11}\\
& A_{i}^{n+1}= \pm\left[\Delta, I_{i}^{n+1}\right]+i \in I_{n+1}^{i} \tag{12}
\end{align*}
$$

with

$$
\begin{align*}
& \Delta \equiv \frac{1}{2 \sqrt{\Delta_{(2)}}}\left[\sum_{i, j=1}^{n} A_{j}^{i} A_{i}^{j}+\left(\frac{\Delta_{(3)}}{\Delta_{(2)}}+n\right) A_{n+1}^{n+1}\right],  \tag{13}\\
& \Delta_{(2)} \equiv \sum_{i=1}^{n} I_{i}^{n+1} I_{n+1}^{i},  \tag{14}\\
& \Delta_{(3)} \equiv \sum_{i, j=1}^{n} I_{i}^{n+1} A_{j}^{i} I_{n+1}^{j}+A_{n+1}^{n+1} \Delta_{(2)}, \tag{15}
\end{align*}
$$

one finds that

$$
\begin{align*}
& A_{n+1}^{i}=-\left(A_{i}^{n+1}\right)^{+},  \tag{16}\\
& {\left[A_{n+1}^{i}, A_{n+1}^{j}\right]=\left[A_{i}^{n+1}, A_{j}^{n+1}\right]=0,} \tag{17}
\end{align*}
$$

and

$$
\begin{equation*}
\left[A_{i}^{n+1}, A_{n+1}^{j}\right]=A_{i}^{j}-\delta_{i}^{j} A_{n+1}^{n+1}, \tag{18}
\end{equation*}
$$

In other words, the generators $A_{j}^{i}(i, j=1, \ldots, n+1)$ now generate the algebra of $U(n, 1)$, according to the definition of Gel'fand and Graev.

The nonzero matrix elements of $A_{n+1}^{n}$ and $A_{n}^{n+1}$ turn out to be complex:

$$
\begin{align*}
\left\langle h_{j_{n}}\right. & \left.-1\left|A_{n+1}^{n}\right| h\right\rangle \\
& =\left[\frac{1}{2}(\xi-n)+i \varepsilon-\left(h_{j n}-j\right)\right]\left\langle h_{j n}-1\right| I_{n+1}^{n}|h\rangle \\
& =-\langle h| A_{n}^{n+1}\left|h_{j n}-1\right\rangle^{*} \quad(j=1, \ldots, n) . \tag{19}
\end{align*}
$$

## III. RECONCILIATION OF CHAKRABARTI'S RESULTS WITH THOSE OF GEL'FAND AND GRAEV

We know, however, from the results of $\mathrm{Gel}^{\prime}$ fand and Graev, that the matrix elements of $A_{n+1}^{n}$ for $U(n, 1)$ are pure imaginary. To reconcile the two results, we now calculate the value of $A_{n+1}^{n} A_{n}^{n+1}$ from Chakrabarti, obtaining

$$
\begin{align*}
& \sum_{h}\left\langle h_{f n}-1\right| A_{n+1}^{n}|h\rangle\langle h| A_{n}^{n+1}\left|h_{f_{n}}-1\right\rangle \\
& \quad=\sum_{n}-\left[\left(\frac{1}{2} \xi-\frac{1}{2} n-h_{j n}+j\right)^{2}+\epsilon^{2}\right]\left\langle h_{j n}-1\right| I_{n+1}^{n}|h\rangle^{2} . \tag{20}
\end{align*}
$$

We know that the principal continuous series of Gel'fand and Graev is given by

$$
\begin{align*}
& h_{1 n+1}=-n / 2+z,  \tag{21}\\
& h_{n+1 n+1}=n / 2+z^{*}, \tag{22}
\end{align*}
$$

where $z$ is a complex number and $z^{*}$ is the complex conjugate of $z$. Comparing (10) with (21) and (22), we obtain

$$
\begin{equation*}
\xi=2 \operatorname{Re} z \tag{23}
\end{equation*}
$$

Let us now make the identification

$$
\begin{equation*}
\epsilon=\operatorname{Im} z \tag{24}
\end{equation*}
$$

Then the first term on the right-hand side of (20) becomes

$$
\begin{align*}
&-\left[\left(\operatorname{Re} z-n / 2-h_{f n}+j\right)^{2}+(\operatorname{Im} z)^{2}\right] \\
&=-\left[\left(\operatorname{Re} z-n / 2-h_{f n}+j+i \operatorname{Im} z\right)\right. \\
&\left.\times\left(\operatorname{Re} z-n / 2-h_{f n}+j-i \operatorname{Im} z\right)\right] \\
&=- {\left[\left(z-n / 2-h_{f n}+j\right)\left(z^{*}-n / 2-h_{j n}+j\right)\right] } \\
&=-\left(h_{1 n+1}-h_{j n}+j\right)\left(h_{n+1 n+1}-h_{f n}-n+j\right) . \tag{25}
\end{align*}
$$

But the last expression in (25) is just the square of the factor suppressed [see (9)]. We see therefore that Chakrabarti's result (19) is in agreement with that of Gel'fand and Graev, except that Gel'fand and Graev now make a further demand that, in view of (16), one requires that the matrix elements of $A_{n+1}^{n}$ be pure imaginary. Thus the matrix elements of $A_{n+1}^{n}$, according to Gel'fand and Graev, are

$$
\begin{align*}
& \left\langle h_{j_{n}}-1\right| A_{n+1}^{n}|h\rangle \\
& \quad=\left(-\frac{\prod_{i=1}^{n+1}\left(h_{i n+1}-h_{f n}-i+j+1\right) \prod_{i=1}^{n-1}\left(h_{i n-1}-h_{j n}-i+j\right)}{\prod_{\substack{1 \leqslant i \leqslant n \\
i \neq j}}\left(h_{i n}-h_{j n}-i+j+1\right)\left(h_{i n}-h_{f n}-i+j\right)}\right)^{1 / 2} \\
& \quad=-\langle h| A_{n}^{n+1}\left|h_{j n}-1\right\rangle^{*} . \tag{26}
\end{align*}
$$

This is a pure imaginary quantity because the factor under the square root in (26) is negative, due to the branching laws of $U(n, 1)$.

We would like to mention here that, in this connection, there are two different ways of defining the generators of $U(n, 1)$. One way is according to Gel'fand and Graev: Eqs. (1), (5), (16), (17), and (18). In this case the commutation relations are exactly the same as for the generators of $U(n+1)$. However, Eq. (16) is different from the corresponding equation for $U(n+1)$. As a result, the matrix elements of $A_{n+1}^{i}, A_{i}^{n+1}, i=1, \ldots, n$, are pure imaginary. The second way of defining the
generators of $U(n, 1)$ is according to Rosen and Roman, where instead of Eqs. (1), (16), and (18), we have

$$
\begin{equation*}
A_{n+1}^{i}=\left(A_{i}^{n+1}\right)^{+} \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[A_{j}^{i}, A_{l}^{k}\right]=g_{l}^{i} A_{j}^{k}-g_{j}^{k} A_{l}^{i}, \tag{28}
\end{equation*}
$$

where

$$
\begin{align*}
& g_{1}^{1}=g_{2}^{2}=\cdots=g_{n}^{n}=-g_{n+1}^{n+1}=1, \\
& g_{j}^{i}=0, \text { for } i \neq j . \tag{29}
\end{align*}
$$

According to this definition the generators of $U(n, 1)$ under Hermitian conjugation, Eq. (27), behave the same way as the generators of $U(n+1)$. However, the commutation relations (28) are different. If one uses this definition, then the matrix elements of $A_{n+1}^{i}, A_{i}^{n+1}$ ( $i=1, \ldots, n$ ) are real, but they differ from those of the generators of $U(n+1)$, i.e., the Gel'fand-Zetlin results, by a factor of $v-1$.

Speaking of the definition by Rosen and Roman, we would also like to point out that the connection Chakrabarti makes of his result with those of Rosen and Roman, i.e.,

$$
\begin{equation*}
E_{i j}=A_{j}^{i}-A_{i}^{j}, \quad F_{i j}=i\left(A_{j}^{i}+A_{i}^{j}\right) \tag{30}
\end{equation*}
$$

is valid only for $i, j=1,2, \ldots, n$. For $i=j=n+1$, one has to make the identification

$$
\begin{array}{ll}
E_{n+1, j}=i\left(A_{j}^{n+1}-A_{n+1}^{j}\right), & F_{n+1, j}=-\left(A_{j}^{n+1}+A_{n+1}^{j}\right), \\
E_{i, n+1}=i\left(A_{n+1}^{i}-A_{i}^{n+1}\right), & F_{i, n+1}=-\left(A_{n+1}^{i}+A_{i}^{n+1}\right),
\end{array}
$$

and

$$
\begin{equation*}
F_{n+1, n+1}=-2 i A_{n+1}^{n+1} \tag{31}
\end{equation*}
$$

in order that the commutation relations (42), (43), and (44) of Rosen and Roman may be satisfied, i.e.,

$$
\begin{align*}
& {\left[E_{\mu \nu \nu} E_{\rho \sigma}\right]=g_{\mu \rho} E_{\nu \sigma}-g_{\nu \rho} E_{\mu \sigma}+g_{\mu \sigma} E_{\rho \nu}-h_{\nu \sigma} E_{\rho \mu},}  \tag{32}\\
& {\left[F_{\mu \nu} F_{\rho \sigma}\right]=g_{\mu \rho} E_{\nu \sigma}+g_{\nu \rho} E_{\mu \sigma}-g_{\mu \sigma} E_{\rho \nu}-g_{\nu \sigma} E_{\rho \mu},}  \tag{33}\\
& {\left[E_{\mu \nu}, F_{\rho \sigma}\right]=g_{\mu \rho} F_{\nu \sigma}-g_{\nu \rho} F_{\mu \sigma}+g_{\mu \sigma} F_{\rho \nu}-g_{\nu \sigma} F_{\rho \mu},} \tag{34}
\end{align*}
$$

where $g_{11}=\cdots=g_{n n}=-g_{n+1, n+1}=1$.
One sees therefore that if one uses the $E_{\mu \nu}$ and $F_{\mu \nu}$ of Rosen and Roman as the infinitesimal generators, then the matrix elements of $E_{n+1, j}$, for example, are
real and under Hermitian conjugation:

$$
\begin{equation*}
E_{n+1, j}{ }^{+}=E_{j, n+1} . \tag{35}
\end{equation*}
$$

We therefore conclude that another way of expressing the matrix elements of the infinitesimal generators of $U(n, 1)$ is by means of the $E_{\mu \nu}$ and $F_{\mu \nu}$ of Rosen and Roman. In that case the matrix elements of $E_{n+1, j}$ are real, and under Hermitian conjugation, $E_{n+1, j}{ }^{+}=E_{j, n+1}$.

## IV. $1 O(n) \rightarrow O(n, 1)$

$I O(n)$ is actually the Euclidean group in $n$ dimensions, consisting of combining rotation and translation in an $n$-dimensional Euclidean space. For example, $I O$ (2) consists of rotation and translation in a plane. There are three parameters: one for rotation and two for translation. This is called $E_{3}$ by Miller, ${ }^{13}$ where the number 3 refers to the number of parameters. Miller's $E_{6}$ is the same as $I O(3)$. The matrix elements of $E_{6}$, as found by Miller (Theorem 6.3, Eq. 6. 30), are in agreement with Chakrabarti's results for $I O(3)$ upon the following identification:

$$
\begin{equation*}
m=m_{12}, \quad u=m_{13}, \quad s=m_{24}, \quad \omega=\kappa=1 . \tag{36}
\end{equation*}
$$

For the $I O(n)$ group the generators obey the following commutation relations:

$$
\begin{align*}
& {\left[J_{a b}, j_{c d}\right]=i\left(\delta_{a c} J_{b d}+\delta_{b d} J_{a c}-\delta_{a d} J_{b c}-\delta_{b c} J_{a d}\right),}  \tag{37}\\
& {\left[J_{a b}, I_{n+1 c}\right]=i\left(\delta_{a c} I_{n+1 b}-\delta_{b c} I_{n+1 a}\right),}  \tag{38}\\
& {\left[I_{n+1 a}, I_{n+1 b}\right]=0} \tag{39}
\end{align*}
$$

$$
(a, b, c, d=1, \ldots, n)
$$

Chakrabarti has shown that the matrix elements of $I_{2 k+12 k}$ for $I O(2 k)$ are made up of representations with ( $k-1$ ) numbers in the first row, followed by the $\mathrm{Gel}^{9}$ fand pattern for $O(2 k)$ :
$|h\rangle=\left|\begin{array}{lllll} & h_{2 k+12} 2 & \cdots & h_{2 k+1 k-1} & h_{2 k+1 k} \\ h_{2 k 1} & h_{2 k 2} & & h_{2 k k-1} & h_{2 k k} \\ \cdots & & & & \\ h_{31} & & & & \\ h_{21} & & & & \end{array}\right\rangle$
with

$$
\begin{align*}
\left\langle l_{2 k j}+1\right| I_{2 k+1: 2 k}|h\rangle & =\langle h| I_{2 k+12 k}\left|h_{2 k j}+1\right\rangle^{*}=\frac{i}{2}\left(\frac{\prod_{k, 2}^{k}\left(l_{2 k+1 \beta}-l_{2 k j}-1\right)\left(l_{2 k+1 \beta}+l_{2 k j}\right) \prod_{\alpha \alpha k}^{k-1}\left(l_{2 k-1 \alpha}-l_{2 k j}-1\right)\left(l_{2 k-1 \alpha}+l_{2 k j}\right)}{\Pi_{\alpha \neq j}^{k}\left(l_{2 k-1 \alpha}^{2}-l_{2 k j}^{2}\right)\left(l_{2 k \alpha}^{2}-l_{2 k j}^{2}-2 l_{2 k j}-1\right)}\right)^{1 / 2} \\
& =-\left\langle h_{2 k j}+1\right| I_{2 k 2 k+1}|h\rangle \tag{40}
\end{align*}
$$

where

$$
\begin{equation*}
l_{2 k}=h_{2 k}+k-\alpha, \quad l_{2 k-1}=h_{2 k-1}+k-\alpha_{\circ} \tag{41}
\end{equation*}
$$

For $I O(2 k-1)$ the basis vectors are

$$
|h\rangle=\left|\begin{array}{lllll} 
& h_{2 k 2} \cdots & h_{2 k k-1} & h_{2 k k}  \tag{42}\\
h_{2 k-11} & h_{2 k-12} & & h_{2 k-1 k-1} \\
\cdots & & & \\
h_{31} & & & \\
h_{21} & & &
\end{array}\right\rangle
$$

with
$\left\langle h_{2 k-1 j}+1\right| I_{2 k-12 k}|h\rangle=-i\left(\frac{\prod_{682}^{k}\left(l_{2 k B}^{2}-l_{2 k-1 j}^{2}\right)}{l_{2 k-1 j}^{2}\left(4 l_{2 k-1 j}^{2}-1\right)}\right.$
$\left.\times \frac{\prod_{\alpha=1}^{k-1}\left(l_{2 k-2 \alpha}^{2}-l_{2 k-1,}^{2}\right)}{\Pi_{\alpha \neq j}^{k-1}\left(l_{2 k-1 \alpha}^{2}-l_{2 k-1 j}^{2}\right)\left[\left(l_{2 k-1 \alpha}^{2}-1\right)^{2}-l_{2 k-1 j}^{2}\right]}\right)^{1 / 2}$,

$$
\begin{equation*}
\langle h| I_{2 k-12 k}|h\rangle=\frac{\prod_{k e^{k} l_{2 k-\beta}} I_{\alpha \alpha l}^{k} l_{2 k-2 \alpha}}{\prod_{\alpha=1}^{k-1} l_{2 k-1 \alpha}\left(l_{2 k-1 \alpha}-1\right)} . \tag{44}
\end{equation*}
$$

The deformation to $O(n, 1)$ is given by

$$
\begin{equation*}
J_{n n+1}=\left(i / \sqrt{\Delta_{(2)}}\right)\left[\Delta / 2, I_{n n+1}\right]+\lambda I_{n+1} \tag{45}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.\Delta_{(2)}|h\rangle=\sum_{k=1}^{n} I_{n+1 k} I_{n+1 k}\right)|h\rangle=1|h\rangle \tag{46}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta=\sum_{i<j=1}^{n} J_{i j}^{2} \tag{47}
\end{equation*}
$$

Notice that we have added a factor of $\frac{1}{2}$ to $\Delta$ in Eq.
(45). This is necessary in order to obtain the correct commutation relations for $O(n, 1)$ :

$$
\begin{equation*}
\left[J_{n+1 a}, J_{n+1 b}\right]=-i J_{a b} 。 \tag{48}
\end{equation*}
$$

This factor has been correctly added by Wolf in his deformation formula, Eq. (4.4) ${ }^{14}$ This also changes Chakrabarti's Eq. (6.14) to read

$$
\begin{array}{r}
J_{j n+1}=\sum_{i=1}^{n} \frac{1}{2}\left(I_{i n+1} J_{i j}+J_{i j} I_{i n+1}\right)+\lambda I_{j n+1}  \tag{49}\\
(j=1, \ldots, n) .
\end{array}
$$

Accordingly the matrix elements are

$$
\begin{align*}
&\left\langle h_{2 k j}\right.\left.+1\left|J_{2 k+12 k}\right| h\right\rangle \\
& \quad=\left\{-i\left(h_{2 k j}+k-j+\frac{1}{2}\right)+\lambda\right\}\left\langle h_{2 k j}+1\right| I_{2 k+12 k}|h\rangle,  \tag{50}\\
&\left\langle h_{2 k-1 j}\right.\left.+1\left|J_{2 k-12 k}\right| h\right\rangle \\
& \quad=\left\{-i\left(h_{2 k-1 j}+k-j\right)+\lambda\right\}\left\langle h_{2 k-1 j}+1\right| I_{2 k-12 k}|h\rangle, \tag{51}
\end{align*}
$$

and

$$
\begin{equation*}
\langle h| J_{2 k-12 k}|h\rangle=\lambda\langle h| I_{2 k-12 k}|h\rangle . \tag{52}
\end{equation*}
$$

Comparing this with the results of $O(n, 1)$, obtained by Hirai, Ottoson, Schwarz, and Wong, we find that they agree if one makes the following identifications:

$$
\begin{equation*}
\text { First for } O(2 k-1,1): \lambda=i l_{2 k} 1 \tag{53}
\end{equation*}
$$

This is especially consistent with the results of Wong, ${ }^{7}$ who has explicitly stated that $l_{2 k 1}$ must be either zero or pure imaginary, since $\lambda$ is real.

Again, (51) gives a complex quantity. So we shall find the value of $\left|J_{2 k-12 k}\right|^{2}$ from (51):

$$
\begin{align*}
& \left.\left|\left\langle h_{2 k-1 j}+1\right| J_{2 k-12 k}\right| h_{2 k-1 j}\right\rangle\left.\right|^{2}=\left(\lambda^{2}+l_{2 k-1 j}^{2}\right), \\
& \left.\left|\left\langle h_{2 k-1 j}+1\right| I_{2 k-12 k}\right| h_{2 k-1 j}\right\rangle\left.\right|^{2} \\
& \left.\quad=\left(-l_{2 k-1}^{2}+l_{2 k-1}^{2}+l_{2 k-1 j}^{2}\right)\left|\left\langle h_{2 k-1 j}+1\right| I_{2 k-12 k}\right| h_{2 k-1}\right\rangle\left.\right|^{2} . \tag{54}
\end{align*}
$$

(54) agrees with the results of $O(n, 1)$.

Next for $O(2 k, 1)$ : One has from the principal series

$$
\begin{equation*}
h_{2 k+11}=\frac{1}{2}-k+i c . \tag{55}
\end{equation*}
$$

If one makes the identification

$$
\begin{equation*}
c=\lambda \tag{56}
\end{equation*}
$$

one obtains from (50)

$$
\begin{aligned}
& \left.\left.\left|\left\langle h_{2 k j}+1\right| J_{2 k+12 k}\right| h\right\rangle\left.\right|^{2} /\left|\left\langle h_{2 k j}+1\right| I_{2 k+12 k}\right| h\right\rangle\left.\right|^{2} \\
& \quad=\lambda^{2}+\left(l_{2 k j}+\frac{1}{2}\right)^{2} \\
& \quad=-\left(h_{2 k+11}-\frac{1}{2}+k\right)^{2}+\left(l_{2 k j}+\frac{1}{2}\right)^{2}
\end{aligned}
$$

$$
\begin{align*}
& =-\left(l_{2 k+11}-\frac{1}{2}\right)^{2}+\left(l_{2 k j}+\frac{1}{2}\right)^{2} \\
& =\left(l_{2 k j}+l_{2 k+11}\right)\left(l_{2 k j}-l_{2 k+11}+1\right) \\
& =-\left(l_{2 k+11}-l_{2 k j}-1\right)\left(l_{2 k+11}+l_{2 k j}\right) . \tag{57}
\end{align*}
$$

Equation (57) again agrees with the results of $O(2 k, 1)$ obtained by Ottoson and others.

## V. CONCLUSION

We see therefore that Chakrabarti's results in both $I U(n) \rightarrow U(n, 1)$ and $I O(n) \rightarrow O(n, 1)$ can be reconciled with the results of Gel'fand and Graev, and Ottoson and others. The representations of $U(n, 1)$ and $O(n, 1)$ thus obtained are continuous representations. The matrix elements obtained by Chakrabarti appear to be complex, but they can be reduced to either pure real or pure imaginary by working out their absolute value squared and then taking the square root. The results then agree with each other. We can therefore say that the matrix elements of the generators of $U(n, 1)$, at least for the continuous representation, can be (a) complex or (b) pure imaginary or pure real. The first case (a) corresponds to the results obtained by Chakrabarti. The second case, i.e., pure imaginary, corresponds to the results of Gel'fand and Graev. In the case where one defines the generators according to Rosen and Roman, then one obtains the matrix elements as pure real, which, however, is just a variation of case (b).

In the case of $O(n, 1)$, for the continuous representation, the matrix elements of the generators again can be either (a) complex or (b) pure imaginary, for the offdiagonal part of $J_{2 k+12 k}$ and $J_{2 k-12 k}$. The case where the matrix elements are pure real is just a variation of the definition of the generators from case (b). For the diagonal matrix elements of $J_{2 k-12 k}$, it is always real. The first case (a) corresponds to Chakrabarti's results (with a correction of a factor of $\frac{1}{2}$ ) and the second case (b) corresponds to the results given by several authors, among whom are Hirai, Ottoson, Schwarz, and Wong.
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# Killing inequalities for relativistically rotating fluids* 

R. O. Hansen and Jeffrey Winicour<br>Department of Physics, University of Pittsburgh, Pittsburgh, Pennsylvania 15260 (Received 18 September 1974)<br>For rigidly rotating fluids in general relativity, it is shown that the angular momentum density is everywhere positive. This result depends on a global inequality satisfied by the Killing scalars. The inequality follows, via the Hopf theorem, from an elliptic equation (essentially one of the field equations) on the scalars. A derivation of the field equations in terms of the manifold of Killing orbits is presented. Possible generalizations of the result to systems with differential rotation or interior event horizons are discussed.

## 1. INTRODUCTION

In a general asymptotically flat space-time, the assymptotic symmetries define certain energy-momentum linkages in terms of two-dimensional integrals over surfaces at infinity. ${ }^{1}$ The resulting total energy-momentum is unique up to the usual transformation properties of a Lorentz four-vector as in special relativity. However, the total angular momentum not only contains an arbitrary amount of momentum (corresponding to the choice of axis freedom in special relativity) but also an arbitrary amount of supermomentum resulting from the su-per-translational freedom associated with radiative space-times. From an asymptotic point of view, total angular momentum is less rigid a concept than total en-ergy-momentum. However, when these surface integrals are converted to three-dimensional volume integrals over the interior, neither the energy-momentum density nor the angular momentum density have their usual degree of special relativistic uniqueness. While total en-ergy-momentum is well defined, there is no density rigidly associated with it. Consequently, neither energy density nor angular momentum density retain the same local physical significance they possess in special relativity.

For space-times with global symmetries the situation is quite different. The linkages reduce to the corresponding Komar integrals ${ }^{2}$ for which unique densities can be defined. Here we consider asymptotically flat space-times with two global commuting Killing vectors corresponding to a time translation and a spatial rotation, so that the associated components of total energy and total angular momentum and their densities are all mathematically well defined. For such systems, the energy density and angular momentum density are in close agreement with their standard forms in the special relativistic limit (see Sec. 2). This gives some assurance that these densities have useful physical meaning in general relativity. More reassuring is the positive-definite nature of the energy density in the strong curvature case given reasonable matter conditions. Similar results concerning the angular momentum density would not be expected even for axisymmetric special relativistic systems since different portions of the system could have opposing rotational motion about the same axis. However, in special relativity, the angular momentum density of a system with uniform sense of rotation about a given axis is uniformly positive (or negative). Our major result is a similar property of the angular momentum density of a uniformly rotating general relativistic fluid.

We begin in Sec. 2 with a discussion of the Komar integrals which shows that our result is not manifestly obvious as in the flat space case, but depends upon a certain global inequality involving the Killing scalars. To establish this inequality, we set up in Sec. 3 a geometrical formalism for interior solutions based upon the Geroch treatment of the manifold of Killing trajectories. In Sec. 4, we show that a certain combination of Killing scalars satisfies a two-dimensional elliptic equation whose source terms do not depend upon the material properties of the interior. This equation leads via the Hopf theorem to the desired inequality.

## 2. THE KOMAR INTEGRALS

Let $\xi_{0}{ }^{a}$ and $\xi_{1}{ }^{a}$ be commuting Killing vectors corresponding to a time translation and spatial rotation, respectively. We fix their extensions by the requirements that

$$
\xi_{0}{ }^{a} \xi_{0 a} \rightarrow-1
$$

at infinity and that solutions of

$$
d x^{a} / d \phi=\xi_{1}{ }^{a}
$$

describe closed rotational orbits for the parameter range $0 \leqslant \phi \leqslant 2 \pi$. The mass and angular momentum are then given by the Komar integrals over two-surfaces at infinity

$$
\begin{equation*}
M=-\frac{1}{8 \pi} \oint \nabla^{[a} \xi_{0}^{b]} d S_{a b} \tag{2,1}
\end{equation*}
$$

and

$$
\begin{equation*}
J=\frac{1}{16 \pi} \oint \nabla^{\left[a \xi_{1} b\right]} d S_{a b} \tag{2,2}
\end{equation*}
$$

The minus sign difference between the forms of these integrals arises because the Komar integral gives the covariant energy component. The factor of 2 difference is less trivial: It arises from virial effects (see below).

> By means of Einstein's equations

$$
\begin{equation*}
G^{a b}=8 \pi T^{a b} \tag{2,3}
\end{equation*}
$$

and the Gauss theorem, these integrals lead to the volume integrals over the interior

$$
\begin{equation*}
M=-2 \int \xi_{0}^{a}\left[T_{a}^{b}-\frac{1}{2} \delta_{a}^{b} T\right] d S_{b} \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
J=\int \xi_{1}^{a} T_{a}^{b} d S_{b} \tag{2,5}
\end{equation*}
$$

where we choose our integration regions to contain the rotational orbits, ${ }^{3}$ so that

$$
\xi_{1}{ }^{b} d S_{b}=0 .
$$

The integrand in Eq. (2.5) is the standard angular momentum density of a special relativistic system. The special relativistic energy density, $\xi_{0}{ }^{a} T_{a}{ }^{b}$, does not agree with the integrand in (2.4). However, Eq. (2.4) does give the correct total energy for a stationary (but rotating) special relativistic system via the virial theorem,

$$
\int \xi_{0}{ }^{b} T d S_{b}=\int \xi_{0}{ }^{a} T_{a}{ }^{b} d S_{b} .
$$

The energy densities agree to the extent that stresses are negligible compared with energy density. Furthermore, the energy density defined by (2.4) is positive for general relativistic systems without unduly negative stresses, so that it provides a useful density associated with total active gravitational mass.

For an axisymmetric rotating fluid, the stressenergy is given by

$$
\begin{equation*}
T^{a b}=(\mu+p) u^{a} u^{b}+p g^{a b} \tag{2.6}
\end{equation*}
$$

with

$$
\begin{equation*}
u^{a}=(-\psi)^{-1 / 2}\left(\xi_{0}{ }^{a}+\Omega \xi_{1}{ }^{a}\right), \tag{2.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi=\lambda_{00}+2 \Omega \lambda_{01}+\Omega^{2} \lambda_{11} \tag{2.8}
\end{equation*}
$$

and

$$
\lambda_{A B}=\xi_{A}{ }^{a} \xi_{B a^{0}}
$$

This leads to

$$
\begin{equation*}
M=\int\left[\mu+3 p-2 \Omega(\mu+p) \psi^{-1}\left(\lambda_{01}+\Omega \lambda_{11}\right)\right] \xi_{0}^{b} d S_{b} \tag{2,9}
\end{equation*}
$$

and

$$
\begin{equation*}
J=-\int(\mu+p) \psi^{-1}\left(\lambda_{01}+\Omega \lambda_{11}\right) \xi_{0}^{b} d S_{b} . \tag{2,10}
\end{equation*}
$$

The timelike nature of the hydrodynamical stream lines implies that $\psi$ is negative, so that the sign of the angular momentum density is determined by $\lambda_{01}+\Omega \lambda_{11}$, where $\lambda_{11}>0$ except on the axis where it vanishes. In the special relativistic limit, $\lambda_{01} \rightarrow 0$ and the density is strictly positive when the angular velocity $\Omega$ is positive. However, to decide this question in the strong curvature case, we need the interior Einstein equations.

## 3. THE FIELD EQUATIONS

We use a formalism developed by Geroch ${ }^{4}$ for spacetimes admitting two commuting Killing vectors. Since the field equations have been given only for source-free fields, we here present a general derivation of the equations with sources.

Let ( $M, g_{a b}$ ) be a space-time admitting a pair of commuting Killing vectors, $\xi_{0}{ }^{a}$ and $\xi_{1}{ }^{a}$. We assume that $\xi_{0}{ }^{a}$ is everywhere timelike and $\xi_{1}{ }^{a}$ everywhere spacelike。 It is convenient to introduce upper-case Latin indices ${ }^{4}$ with the range $0,1,{ }^{5}$ and write $\xi_{A}{ }^{a}$ for the Killing vectors. Upper-case Latin indices will be raised and low-
ered with the alternating symbol $\epsilon_{A B}$ (with $\epsilon_{00}=\epsilon_{11}=0$, $\epsilon_{01}=-\epsilon_{10}=1$ ), using the rules

$$
\begin{equation*}
\epsilon^{A M} \epsilon_{B M}=\delta_{B}^{A}, \quad p^{A}=\epsilon^{A M} p_{M}, \quad p_{A}=p^{H} \epsilon_{M A} . \tag{3,1}
\end{equation*}
$$

Two points $p$ and $q$ in $M$ are said to lie on the same orbit if there is a curve from $p$ to $q$ whose tangent is everywhere a linear combination of $\xi_{0}{ }^{a}$ and $\xi_{1}{ }^{\circ}$. The set $S$ of orbits possesses (locally) a manifold structure. Furthermore, there is a natural, one-to-one correspondence ${ }^{4}$ between tensor fields $\tilde{T}^{a \ldots b}{ }_{c \times c}$ on $S$ and tensor fields $T^{a \cdots b}{ }_{c \ldots a}$ on $M$ which satisfy

$$
\begin{align*}
& \xi_{A m} T^{m \cdots b}{ }_{c \cdots d}=0, \cdots, \xi_{A}{ }^{m} T^{a \cdots b}{ }_{c \cdots m}=0,  \tag{3.2}\\
& \mathscr{\xi}_{\xi_{A}} T^{a \cdots b}{ }_{c \cdots d}=0 . \tag{3.3}
\end{align*}
$$

Thus, we shall speak of tensor fields on $M$ satisfying (3.2) and (3.3) as tensor fields on $S$.

The Killing scalars $\lambda_{A_{B}}=\xi_{A}{ }^{m} \xi_{B m}$ are scalar fields on $S$; the timelike character of the orbits requires that

$$
\begin{equation*}
\boldsymbol{\tau}^{2}=-\lambda^{M_{N} \lambda_{M_{N}}} \tag{3.4}
\end{equation*}
$$

define a positive scalar field $\tau^{2}$ on $S$. A metric $h_{a b}$ and alternating tensor $\epsilon_{a b}$ on $S$ are given by

$$
\begin{align*}
& h_{a b}=g_{a b}+2 \tau^{-2} \lambda^{M N} \xi_{M a} \xi_{N b},  \tag{3.5}\\
& \epsilon_{a b}=(1 / \sqrt{2}) \tau^{-1} \epsilon^{M N} \epsilon_{a b m n} \xi_{M}^{m} \xi_{N}{ }^{n} . \tag{3.6}
\end{align*}
$$

Note that indices of tensors on $S$ may be raised and lowered using either $h_{a b}$ or $g_{a b}$, with the same result. Furthermore, if $T^{a \cdots b}{ }_{c \cdots a}$ is a tensor field on $S$, then so is

$$
\begin{equation*}
D_{a} T^{b \cdots \cdots c_{d \ldots e}}=h_{a}{ }^{m} h^{b}{ }_{n} \cdots h_{p}^{c} h_{d}{ }^{q} \cdots h_{e}^{r} \nabla_{m} T^{n \cdots{ }_{c} \ldots . .} \tag{3.7}
\end{equation*}
$$

Equation (3.7) defines the derivative operator $D_{a}$ on $S$. The Riemann tensor $R_{a b c}{ }^{d}$ of $S$ is given by

$$
\begin{equation*}
D_{[a} D_{b]} k_{c}=\frac{1}{2} R_{a b c}{ }^{m} k_{m}, \tag{3.8}
\end{equation*}
$$

where $k_{a}$ is any vector field on $S$.
We wish to write a collection of equations, equivalent to Einstein's equation, involving only tensor fields on $S$. To do this, we require one more pair of scalar fields, $c_{A}$, defined by

$$
\begin{equation*}
c_{A}=\frac{1}{2} \epsilon^{M N} \epsilon^{m n p_{q}} \xi_{M m} \xi_{N n} \nabla_{p} \xi_{A_{q}} \tag{3.9}
\end{equation*}
$$

Following the procedure given by Geroch, ${ }^{4}$ we obtain the equations

$$
\begin{align*}
& D^{m}\left(\tau^{-1} D_{m} \lambda_{A B}\right)= \tau^{-3} \lambda_{A B}\left(D^{m} \lambda^{M N}\right)\left(D_{m} \lambda_{B N}\right) \\
&+2 \tau^{-3} c_{A} c_{B}-2 \tau^{-1} R_{m n} \xi_{A}{ }^{m} \xi_{B}{ }^{n},  \tag{3.10}\\
& D_{a} c_{A}=-\sqrt{2} \tau \epsilon_{a}{ }^{m} R_{m n} \xi_{A}{ }^{n},  \tag{3.11}\\
& R_{a b}=\frac{1}{2} \tau^{-2}\left(D_{a} \lambda^{3{ }^{H N}}\right)\left(D_{b} \lambda_{M N}\right)+\tau^{-1} D_{a} D_{b} \tau \\
& \quad-2 \tau^{-4} h_{a b} \lambda^{M N} c_{M} c_{N}+h_{a}^{m} h_{b}{ }^{n} R_{m n}, \tag{3.12}
\end{align*}
$$

where $R_{a b}$ is the Ricci tensor of $M$.

It is convenient to separate (3.12) into its trace and trace-free parts:

$$
\begin{align*}
R= & \frac{1}{2} \tau^{-2}\left(D^{m} \lambda^{M N}\right)\left(D_{m} \lambda_{M N}\right)+\tau^{-1} D^{m} D_{m} \tau \\
& -4 \tau^{-4} \lambda^{M N} c_{M} c_{N}+h^{m n} R_{m n},  \tag{3.13}\\
R_{a b}-\frac{1}{2} h_{a b} R= & \frac{1}{2} \tau^{-2}\left(D_{a} \lambda^{H N}\right)\left(D_{b} \lambda_{M N}\right) \\
& -\frac{1}{4} \tau \tau^{-2} h_{a b}\left(D^{m} \lambda^{M N}\right)\left(D_{m} \lambda_{M N}\right) \\
& +\tau^{-1} D_{a} D_{b} \tau-\frac{1}{2} \tau^{-1} h_{a b} D^{m} D_{m} \tau \\
& +h_{a}{ }^{m} h_{b}{ }^{n} R_{m n}-\frac{1}{2} h_{a b} h^{m n} R_{m n} . \tag{3.14}
\end{align*}
$$

Equation (3.13) may be simplified somewhat. Contract (3.10) with $\lambda^{A B}$, to obtain

$$
\begin{equation*}
D^{m} D_{m} \tau=-2 \tau^{-3} \lambda^{M N} c_{M} c_{N}+2 \tau^{-1} \lambda^{M N} R_{m n} \xi_{M}^{m} \xi_{N}{ }^{n} \tag{3.15}
\end{equation*}
$$

and substitute into (3.13):

$$
\begin{align*}
R= & \frac{1}{2} \tau^{-2}\left(D^{m} \lambda^{M N}\right)\left(D_{m} \lambda_{M N}\right)-6 \tau^{-4} \lambda^{M N} c_{M} c_{N} \\
& +h^{m n} R_{m n}+2 \tau^{-2} \lambda^{M N} R_{m n} \xi_{M}{ }^{m} \xi_{N}{ }^{n} . \tag{3.16}
\end{align*}
$$

The left-hand side of (3.14) vanishes identically; thus we have

$$
\begin{align*}
& D_{a} D_{b} \tau-\frac{1}{2} h_{a b} D^{m} D_{m} \tau+\frac{1}{2} \tau^{-1}\left(D_{a} \lambda^{M N}\right)\left(D_{b} \lambda_{M N}\right) \\
& \quad-\frac{1}{4} \tau^{-1} h_{a b}\left(D^{m} \lambda^{M N}\right)\left(D_{m} \lambda_{M N}\right)+\tau\left(h_{a}{ }^{m} h_{b}{ }^{n} R_{m n}-\frac{1}{2} h_{a b} h^{m n} R_{m n}\right) \\
& \quad=0 . \tag{3.17}
\end{align*}
$$

The Bianchi identity

$$
\begin{equation*}
\nabla^{m}\left(R_{a m}-\frac{1}{2} g_{a m} R\right)=0 \tag{3.18}
\end{equation*}
$$

takes the form

$$
\begin{align*}
& \quad D^{m}\left(\tau h_{m}{ }^{n} R_{n p} \xi_{A}{ }^{p}\right)=0,  \tag{3.19}\\
& D^{m}\left[\tau\left(h_{a}{ }^{n} h_{m}{ }^{p} R_{n p}-\frac{1}{2} h_{a m} h^{n p} R_{n p}\right)\right] \\
& \quad+\frac{1}{2} h^{m n} R_{m n} D_{a} \tau+\tau^{-1} \lambda^{M N} D_{a}\left(R_{m n} \xi_{M}{ }^{m} \xi_{N}{ }^{n}\right) \\
& \quad+2 \sqrt{2} \tau^{-2} \lambda^{M N} c_{M} \epsilon_{a}^{m} R_{m n} \xi_{N}{ }^{n}=0 . \tag{3.20}
\end{align*}
$$

Equation (3, 19) is the integrability condition for (3, 11). The role of (3.20) is more subtle. The divergence of the left-hand side of (3.17) vanishes if (3.10), (3.11), (3.16), and (3.20) are satisfied. But the left-hand side of (3.17) is a symmetric, trace-free tensor field $S_{a b}$ on $S$. If $S_{a b}$ vanishes on a closed curve bounding some region in $S$, and if its divergence vanishes everywhere in the region, then $S_{a b}$ vanishes there. Thus, if (3.10), (3.11), ( 3.16 ), and $(3,20)$ are satisfied, and if (3.18) is satisfied on some closed curve in $S$, then (3.18) is satisfied everywhere in the region bounded by the curve.

Let $T_{A B}, \theta_{A a}$, and $t_{a b}$ be defined by

$$
\begin{align*}
& T_{A B}=T_{m n} \xi_{A}{ }^{m} \xi_{B}{ }^{n},  \tag{3.21}\\
& \theta_{A a}=h_{a}^{m} T_{m n} \xi_{A}{ }^{n},  \tag{3.22}\\
& t_{a b}=h_{a}{ }^{m} h_{b}{ }^{n} T_{m n} . \tag{3.23}
\end{align*}
$$

Substituting for $R_{a b}$ from the Einstein equation (2.3) in (3.10), (3.11), (3.16), (3.20), and (3.18), we obtain

$$
\begin{align*}
D^{m}\left(\tau^{-1} D_{m} \lambda_{A B}\right)= & \tau^{-3} \lambda_{A B}\left(D^{m} \lambda^{M N}\right)\left(D_{m} \lambda_{M N}\right)+2 \tau^{-3} c_{A} c_{B} \\
& -16 \pi \tau^{-1}\left(T_{A B}-\frac{1}{2} \lambda_{A B} T\right),  \tag{3.24}\\
D_{a} c_{A}= & -8 \sqrt{2} \pi \tau \epsilon_{a}^{m} \theta_{A m},  \tag{3,25}\\
R= & \frac{1}{2} \tau^{-2}\left(D^{m} \lambda^{M N}\right)\left(D_{m} \lambda_{M N}\right)-6 \tau^{-4} \lambda^{M N} c_{M} c_{N} \\
& +8 \pi\left(T+4 \tau^{-2} \lambda^{M N} T_{M N}\right), \tag{3.26}
\end{align*}
$$

$$
\begin{align*}
& D^{m}\left(\tau t_{a m}\right)-\tau T_{M N} D_{a}\left(\tau^{-2} \lambda^{M N}\right) \\
& \quad+2 \sqrt{2} \tau^{-2} \lambda^{M N} c_{M} \epsilon_{a}{ }^{m} \theta_{N m}=0, \tag{3.27}
\end{align*}
$$

$$
\begin{align*}
& D_{a} D_{b} \tau+\frac{1}{2} \tau^{-1}\left(D_{a} \lambda^{M N}\right)\left(D_{b} \lambda_{M N}\right)-\frac{1}{2} \tau^{-1} h_{a b}\left(D^{m} \lambda^{M N}\right)\left(D_{m A^{M N}} \lambda\right) \\
& \quad+\tau^{-3} h_{a\rangle} \lambda^{M N} c_{M} c_{N}+8 \pi \tau t_{a b}=0, \tag{3.28}
\end{align*}
$$

where

$$
\begin{equation*}
T=T^{m}{ }_{m}=h^{m n} t_{m n}-2 \tau^{-2} \lambda^{M N} T_{M N} . \tag{3.19}
\end{equation*}
$$

Equations (3.24)-(3.28) are equivalent to Einstein's equation. That is to say, a 2 -manifold $S$ with metric $h_{a b}$ and fields $\lambda_{A B}, c_{A}, T_{A B}, \theta_{A a}$, and $t_{a b}$ satisfying (3.24)-(3.27) in some region of $S$, and (3.28) on the boundary of that region, determines a unique spacetime ( $M, g_{a b}$ ), with two commuting Killing vectors, satisfying Einstein's equation.

We require the field equations only for perfect fluids, described by (2.6). Decompose the four-velocity $u^{a}$ into

$$
\begin{equation*}
u_{A}=u_{m} \xi_{A}^{m}, \quad v_{a}=h_{a}{ }^{m} u_{m} . \tag{3.30}
\end{equation*}
$$

Substitution into the field equations gives

$$
\begin{align*}
& D^{m}\left(\tau^{-1} D_{m} \lambda_{A B}\right)= \\
& \quad \tau^{-3} \lambda_{A B}\left(D^{m} \lambda^{M N}\right)\left(D_{m} \lambda_{M N}\right)+2 \tau^{-3} c_{A} c_{B}  \tag{3.31}\\
& \quad-16 \pi \tau^{-1}\left[(\mu+p) u_{A} u_{B}+\frac{1}{2}(\mu-p) \lambda_{A B}\right],  \tag{3,32}\\
& D_{a} c_{A}=-8 \sqrt{2} \pi(\mu+p) \tau_{u_{A} \epsilon_{a}{ }^{m} v_{m}} \quad \mathrm{R}=\frac{1}{2} \tau^{-2}\left(D^{m} \lambda^{M N}\right)\left(D_{m} \lambda_{M N}\right)-6 \tau^{-4} \lambda^{M N} c_{M} c_{N}+8 \pi(\mu+p),  \tag{3.33}\\
& v_{a} D^{m}\left[(\mu+p) \tau v_{m}\right]+(\mu+p) \tau v^{m} D_{m} v_{a} \\
& \quad-(\mu+p) \tau v^{m} D_{a} v_{m}+\tau^{-1}(\mu+p) \lambda^{M N} D_{a}\left(u_{M} u_{N}\right) \\
& \quad+\tau D_{a} p-2 \sqrt{2} \tau^{-2}(\mu+p) \lambda^{M N} c_{M} c_{N} \epsilon_{a}^{m} v_{m}=0,  \tag{3,34}\\
& D_{a} D_{b} \tau+\frac{1}{2} \tau^{-1}\left(D_{a} \lambda^{M N}\right)\left(D_{b} \lambda_{M N}\right)-\frac{1}{4} \tau^{-1} h_{a b}\left(D^{m} \lambda^{M N}\right)\left(D_{m} \lambda_{M N}\right) \\
& \quad+\tau^{-3} h_{a b} \lambda^{M N} c_{M} c_{N}+8 \pi \tau\left[(\mu+p) v_{a} v_{b}+p h_{a b}\right]=0 . \tag{3.35}
\end{align*}
$$

Equation (3.34) can be simplified by substituting from (3, 32). This gives

$$
\begin{align*}
& \tau^{-1}(\mu+p) \lambda^{M N} D_{a}\left(u_{M} u_{N}\right) \\
&=-\tau\left(h_{a}{ }^{m}+v_{a} v^{m}\right) D_{m} p+(\mu+p) \epsilon_{a}{ }^{m} v_{m}\left(\tau \epsilon^{m b} D_{n} v_{p}\right. \\
&\left.-2 \sqrt{2} \tau^{-2} \lambda^{M N} c_{M} u_{N}\right),  \tag{3.36}\\
&(\mu+p) v^{m} D_{m} u_{A}=-u_{A} v^{m} D_{m} p,  \tag{3,37}\\
& D^{m}\left(\tau \mu v_{m}\right)=-p D^{m}\left(\tau v_{m}\right) . \tag{3,38}
\end{align*}
$$

Equations (3.36) and (3.37) are the equations of hydrostatic support in the directions perpendicular and parallel to the flow of convective circulation, respectively.

Equation（3．38）expresses the conservation of convective flux．

We now specialize to the case of vanishing convective circulation，i．e．，$v^{a}=0$ ．The four－velocity then takes the form

$$
\begin{equation*}
u^{a}=(-\psi)^{-1 / 2} s^{M} \xi_{M}{ }^{a} ; \tag{3,39}
\end{equation*}
$$

the field equations become

$$
\begin{align*}
D^{m}\left(\tau^{-1} D_{m} \lambda_{A B}\right)= & \tau^{-3} \lambda_{A B}\left(D^{m} \lambda^{\mu N}\right)\left(D_{m} \lambda_{M N}\right)+2 \tau^{-3} c_{A} c_{B} \\
& +8 \pi \tau^{-1}\left[(\mu+3 p) \lambda_{A B}+(\mu+p) \tau^{2} \psi^{-1} s_{A} s_{B}\right] \tag{3.40}
\end{align*}
$$

$$
\begin{equation*}
D_{a} c_{A}=0 \tag{3.41}
\end{equation*}
$$

$$
R=\frac{1}{2} \tau^{-2}\left(D^{m} \lambda^{M N}\right)\left(D_{m} \lambda_{M N}\right)-6 \tau^{-4} \lambda^{M N} c_{M} c_{N}+8 \pi(\mu+p),
$$

$$
\begin{equation*}
\frac{1}{2}(\mu+p) \psi^{-1} D_{a} \psi-\frac{1}{2}(\mu+p) \psi^{-1} \lambda^{M N} D_{a}\left(s_{M} s_{N}\right)=-D_{a} p \tag{3.42}
\end{equation*}
$$

$$
\begin{equation*}
D_{a} D_{b} \tau+\frac{1}{2} \tau^{-1}\left(D_{a} \lambda^{M N}\right)\left(D_{b} \lambda_{M N}\right)-\frac{1}{4} \tau^{-1} h_{a b}\left(D^{m} \lambda^{M N}\right)\left(D_{m} \lambda_{M N}\right) \tag{3.43}
\end{equation*}
$$

$$
\begin{equation*}
+\tau^{-3} h_{a b} \lambda^{M N} c_{M} c_{N}+8 \pi p \tau h_{a b}=0 . \tag{3.44}
\end{equation*}
$$

Roughly speaking，$s^{A}$ represents the angular velocity of the system with respect to infinity，${ }^{7}$ and $\psi$ the Newtonian plus centrifugal potentials．We further assume that the system rotates rigidly，so that the second term in（3．43） vanishes．

We now impose the condition that the system possess a regular axis of symmetry，${ }^{8}$ where $\tau=0$ ．We take as our axis conditions that the manifold $S$ be extendable to a manifold with boundary $\hat{S}$ ，the boundary corresponding to the axis，and that $\hat{S}$ have a regular metric $\hat{h}_{a b}$ which agrees with $h_{a b}$ on the interior．${ }^{9}$ We henceforth assume that $S$ has been so extended，and delete the carets．

Several results follow immediately from the axis as－ sumptions．First，since the Killing vectors are linearly dependent on the axis，$c_{A}$ vanishes there．Thus，in the absence of convective circulation，$c_{A}$ vanishes every－ where．Next，the regularity of the left－hand side of （3．14）requires that（3．44）be satisfied on the axis． Thus，we need only satisfy（3．44）on some curve，bound－ ing the region of interest，with end points on the axis． We take this to be a curve at infinity，on which（3．44）is again automatically satisfied by virtue of asymptotic flatness．Furthermore，since $\lambda_{A B}, \mu, p, s^{A}$ ，and $\psi$ are all well－behaved fields on $M$ ，they must have vanishing normal derivatives on the axis．${ }^{8}$

Finally，we simplify our notation by identifying a Greek index with each symmetric pair of upper－case Latin indices．${ }^{4}$ Greek indices are raised and lowered with the symmetric metric $G_{\alpha \beta}$ defined by

$$
\begin{equation*}
G_{\alpha \beta}=-\epsilon_{A(C} \epsilon_{D) B}, \quad \alpha-(A B), \quad \beta-(C D) . \tag{3.45}
\end{equation*}
$$

In this spirit，we write $S_{\alpha}=s_{A} s_{B}$ ．The field equations for a stationary axisymmetric，asymptotically flat，ri－ gidly rotating perfect fluid then take the form

$$
\begin{align*}
D^{m}\left(\tau^{-1} D_{m} \lambda_{\alpha}\right)= & \tau^{-3} \lambda_{\alpha}\left(D^{m} \lambda^{\mu}\right)\left(D_{m} \lambda_{\mu}\right) \\
& +8 \pi \tau^{-1}\left[(\mu+3 p) \lambda_{\alpha}+(\mu+p) \tau^{2} \psi^{-1} S_{\alpha}\right] \tag{3.46}
\end{align*}
$$

$$
\begin{align*}
& R=\frac{1}{2} \tau^{-2}\left(D^{m} \lambda^{\mu}\right)\left(D_{m} \lambda_{\mu}\right)+8 \pi(\mu+p),  \tag{3.47}\\
& \frac{1}{2}(\mu+p) \psi^{-1} D_{a} \psi=-D_{a} p . \tag{3.48}
\end{align*}
$$

## 4．THE KILLING INEQUALITIES

We now return to the question of the sign of $\eta=\lambda_{01}$ $+\Omega \lambda_{11}$ which determines the sign of the angular momen－ tum density．We assume uniform fluid rotation with po－ sitive angular velocity $\Omega$ ．The problem then is to show that $\eta$ is positive throughout the fluid interior．

Equations（3．46）－（3．48）are the entire set of field equations for such a system．The key equation for our purpose results from skewing Eq．（3．46）with $\lambda_{\beta}$ and $S_{\gamma}$ to obtain

$$
\begin{equation*}
\epsilon^{\alpha \beta \gamma} \lambda_{\beta} S_{\gamma} D^{m}\left(\tau^{-1} D_{m} \lambda_{\alpha}\right)=0 \tag{4.1}
\end{equation*}
$$

This is equivalent to

$$
\begin{equation*}
N^{[\alpha} S^{\beta]} \lambda_{\beta} D^{m}\left(\tau^{-1} D_{m} \lambda_{\alpha}\right)=0, \tag{4,2}
\end{equation*}
$$

where

$$
N^{\alpha}=\left(\begin{array}{c}
0 \\
\frac{1}{2} \\
\frac{1}{2} \\
\Omega
\end{array}\right)
$$

so that $\eta=\lambda_{\alpha} N^{\alpha}$ ．Also，note that $\psi=\lambda_{\alpha} S^{\alpha}$ 。Because $N^{\alpha}$ and $S^{\alpha}$ are constant matrices，we can rewrite（4．2）in the form

$$
\begin{equation*}
D^{m}\left[\tau^{-1}\left(\psi D_{m} \eta-\eta D_{m} \psi\right)\right]=0 \tag{4,3}
\end{equation*}
$$

Viewed as an elliptic equation for $\psi^{-1} \eta$ ，（4．3）becomes

$$
\begin{equation*}
\tau^{-1} \psi^{2} D^{m} D_{m}\left(\psi^{-1} \eta\right)+D^{m}\left(\tau^{-1} \psi^{2}\right) D_{m}\left(\psi^{-1} \eta\right)=0 \tag{4.4}
\end{equation*}
$$

This is a well－behaved equation to which the Hopf theo－ $\mathrm{rem}^{10}$ is applicable in the open region $D$ bounded by the axis $\tau=0$ and the velocity of light curve ${ }^{11} \psi=0$ ．Conse－ quently，each point of $D$ has a neighborhood in which $\psi^{-1} \eta$ is either constant or does not have a maximum．

Consider the boundary of $D$ ．On the axis $\psi^{-1} \eta$ vanishes． On the velocity of light curve，

$$
\lambda_{00}+2 \Omega \lambda_{01}+\Omega^{2} \lambda_{11}=0
$$

which implies that

$$
\eta=\frac{1}{2} \Omega^{-1}\left(\Omega^{2} \lambda_{11}-\lambda_{00}\right)>0
$$

Consequently $\psi^{-1} \eta \rightarrow-\infty$ as the velocity of light curve is approached from the interior of $D$ ．Furthermore，as－ ymptotic flatness implies that $\eta>0$ for all points in $D$ sufficiently far from the source．Consequently，the set of points $E \subset D$ for which $\psi^{-1} \eta>0$ must have compact closure．If $E$ were nonempty，then $\psi^{-1} \eta$ would attain a maximum at some interior points．But this would vio－ late the Hopf theorem．${ }^{12}$

We conclude that $\psi^{-1} \eta<0$ in $D$ ．Since any fluid source must be restricted to the region $D$ plus the axis，this establishes the required result concerning the angular momentum density．

Furthermore，in the region $\psi>0$ outside the velocity of light curve，the same argument implies that $\psi^{-1} \eta>0$ 。 Consequently，$\eta>0$ throughout the space－time except on the axis where $\eta=0$ 。

## Similarly, consider the Killing scalar

$$
\nu=\lambda_{00}+\Omega \lambda_{01}=\psi-\Omega \eta
$$

Then $\psi^{-1} \nu$ satisfies Eq. (4.4) when $\eta$ is replaced everywhere by $\nu$. Repeating the above argument, the Hopf theorem then implies that $\nu<0$ throughout the space-time.

## 5. DISCUSSION

The global inequalities for the Killing scalars $\eta$ and $\nu$ obtained in Sec. 4 provide fundamental restrictions on the possible interior and exterior geometries for uniformly rotating fluid stars. In particular, the inequality for $\eta$ insures a positive angular momentum density for such systems. There are, however, two conditions underlying our derivation of this result which deserve further investigation.

First is the condition of completeness of the spacetime as a stationary manifold and the resulting implications for the manifold of trajectories $S$. This rules out not only the possibility of singularities but also the existence of black holes interior to the fluid region, as described by Bardeen. ${ }^{13}$ The existence of black holes would complicate the establishment of the necessary boundary conditions on the Killing scalars needed for application of the Hopf theorem.

Second is the uniform rotation condition $\Omega=$ const. If this were weakened to the condition $\Omega \geqslant 0$, would our results still hold? In the general case of differential rotation with uniform sense, Eq. (4.2) still applies but the steps leading to Eq. (4.3) would no longer be valid. Consequently, the arguments presented in Sec. 4 are not applicable to this case. One might expect on the basis of the Newtonian limit that the angular momentum density remain positive. But in the Newtonian case this result follows from strictly local arguments whereas even in the case of uniform rotation non-local features play
an important role in the general relativistic case. The problem can be restated in terms of the velocity $v$, introduced by Bardeen, ${ }^{13}$ which measures the rotational velocity of the fluid relative to local zero angular momentum observers. The angular momentum density has the same sign as $v_{*}$ It is conceivable for differential rotation with $\Omega \geqslant 0$ that global inertial effects might cause portions of the fluid with small angular velocities to behave as if they were counterrotating ( $v<0$ ) with respect to the local observers.
${ }^{1}$ J. Winicour and L. Tamburino, Phys. Rev. Letters 15, 601 (1965).
${ }^{2}$ A. Komar, Phys. Rev. 113, 934 (1959).
${ }^{3}$ Because of the surface independence of the Komar integrals, this choice does not limit generality.
${ }^{4}$ R. Geroch, J. Math, Phys. 13, 394 (1972).
${ }^{5}$ More precisely, we regard the upper-case Latin indices as abstract indices over the Lie algebra of Killing vector fields on M.
${ }^{6}$ B. Carter, J. Math. Phys. 10, 70 (1969).
${ }^{7}$ We scale $s^{A}$ so that its component in the Killing direction which is timelike at infinity is unity [cf. (2.7) and (2.8)].
${ }^{8}$ B. Carter, Comm. Math. Phys. 17, 233 (1970).
${ }^{9}$ It appears that our conditions are equivalent to the usual axis regularity conditions. However, on the axis, $h_{a b}$ becomes a direction-dependent tensor field on $M$, so that the equivalence is not immediately evident.
${ }^{10}$ See, e.g., S. Bochner and K. Yano, Curvature and Betti Number (Princeton U. P., Princeton, N.J., 1953), p. 26.
${ }^{11}$ In the Newtonian limit, this curve is a straight line parallel to the axis. Here, we make no assumptions concerning connectivity.
${ }^{12}$ The boundary conditions rule out the possibility $\psi^{-1} \eta=$ const.
${ }^{13} \mathrm{~J}$. M. Bardeen, in Black Holes, edited by C. DeWitt and B. S. DeWitt (Gordon and Breach, New York, 1973), p. 241.
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We have shown that the lattice Green's function at an arbitrary site with nearest neighbor interactions for the body-centered cubic lattice is expressed as a finite sum of products of the complete elliptic integrals of the first and the second kinds with real values of moduli for the entire range of energy.

## 1. INTRODUCTION

A lattice Green' s function at a lattice point ( $l, m, n$ ) for a body-centered cubic (b.c.c.) lattice with nearest neighbor interactions is given by
$G(l, m, n)=\frac{1}{\pi^{3}} \int_{0}^{\pi} \int_{0}^{\pi} \int_{0}^{\pi} d x d y d z \frac{\cos l x \cos m y \cos n z}{E-i \delta-\cos x \cos y \cos z}$,
where $l, m$ and $n$ are zero or integers, $E$ is a real number, and $\delta$ is an infinitesimal number. Maradulin et al. ${ }^{1}$ proved that the above function at the origin $G(0,0,0)$ is reduced to a product of the complete elliptic integral of the first kind. In this paper, we show that $G(l, m, n)$ for an arbitrary point $(l, m, n)$ is expressed as a finite sum of products of complete elliptic integrals of the first and second kind. In proving this, we use the method developed previously for the case of a face-centered cubic lattice, ${ }^{2}$ in which the knowledge of a group of the Green' s function $G(2 p, 0,0)$ ( $p=0$ or an integer) is sufficient to determine the rest of $G(l, m, n)$ by successive applications of two recurrence formulas. From (1.1), $G(2 p, 0,0)$ is real for $|E|>1$ and is complex for $|E|<1$. However, by extending the procedure of analytical continuation it is shown that $G(2 p, 0,0)$ is expressed in terms of the complete elliptic integrals of the first and the second kind with real values of moduli for $-\infty<E$ $<\infty$ 。

## 2. RECURRENCE FORMULAS

For a cubic lattice, nonequivalent lattice sites are in a portion of $1 / 48$ of the entire space, and it is generally possible by successive applications of two recurrence relations for the Green's function to determine the whole family of $G(l, m, n)$ in terms of $G(2 p, 0,0)$ 's for a zero or positive integer $p{ }^{2}$

For a b.c.c. lattice the first formula holds for $G(l, m, n)$ 's connecting the nearest neighbor sites and is given by

$$
\begin{align*}
& G(l+1, m+1, n+1)+G(l-1, m-1, n-1) \\
& \quad+G(l+1, m+1, n-1)+G(l-1, m-1, n+1) \\
& \quad+G(l+1, m-1, n+1)+G(l-1, m+1, n-1) \\
& \quad+G(l-1, m+1, n+1)+G(l+1, m-1, n-1) \\
& =  \tag{2.1}\\
& 8 E G(l, m, n)-8 \delta_{l 0} \delta_{m 0} \delta_{n 0},
\end{align*}
$$

where $\delta_{i 0}$ is Kronecker's delta.
The second furmula holds for Eq. (1.1) on nine lattice sites which lie inside and on the edges of a square formed by lines joining the $2 p$ th and the $2 p+4$ th sites
along the $x$ and $y$ axis on the $(0,0,1)$ plane. This recurrence relation enables one to express any $G(2 l, 2 m, 0)$ in terms of $G(2 p, 0,0)$ 's for $p \leqslant l$, and the derivation is similar to the derivation for the f.c.c. lattice, as described in Ref. 2.

Assume $|E|>1$, and we integrate (1.1) over $z$ to get

$$
\begin{align*}
G(2 l, 2 m, 0) & =\frac{1}{\pi^{2}} \int_{0}^{\pi} \int_{0}^{\pi} d x d y \frac{\cos 2 l x \cos 2 m y}{\left(E^{2}-\cos ^{2} x \cos ^{2} y\right)^{1 / 2}} \\
& =\frac{1}{\pi^{2}} \int_{0}^{\pi} d x \cos 2 l x F_{m}(E, x) \tag{2.2}
\end{align*}
$$

where

$$
\begin{equation*}
F_{m}(E, x)=\int_{0}^{\pi} d y \frac{\cos 2 m y}{\left(E^{2}-\cos ^{2} x \cos ^{2} y\right)^{1 / 2}} \tag{2,3}
\end{equation*}
$$

Next, we introduce an integral

$$
\begin{equation*}
f_{m}(E, x)=\int_{0}^{\pi} d y \cos 2 m y\left[E^{2}-\cos ^{2} x \cos ^{2} y\right]^{1 / 2} \tag{2.4}
\end{equation*}
$$

which is written in terms of $F_{m}(E, x)$ :
$f_{m}(E, x)=E^{2} F_{m}(E, x)-\frac{\cos ^{2} x}{4}\left[F_{m+1}(E, x)+F_{m-1}(E, x)\right.$

$$
\begin{equation*}
\left.+2 F_{m}(E, x)\right] \tag{2.5}
\end{equation*}
$$

For $m \neq 0$ we integrate (2.4) by parts, so that

$$
\begin{equation*}
f_{m}(E, x)=-\frac{\cos ^{2} x}{2 m} \int_{0}^{\pi} d y \frac{\sin 2 m y \cos y \sin y}{\left[E^{2}-\cos ^{2} x \cos ^{2} y\right]^{1 / 2}} \tag{2.6}
\end{equation*}
$$

After combining (2.2), (2.5), and (2.6) and rearranging terms, we get

$$
\begin{align*}
2\left(4 E^{2}\right. & -1) G(2 l, 2 m, 0)-G(2 l+2,2 m, 0)-G(2 l-2,2 m, 0) \\
& -\frac{1}{2}(1+1 / 2 m)[G(2 l+2,2 m+2,0)+G(2 l-2,2 m+2,0) \\
& +2 G(2 l, 2 m+2,0)]-\frac{1}{2}(1-1 / 2 m)[G(2 l+2,2 m-2,0) \\
& +G(2 l-2,2 m-2,0)+2 G(2 l, 2 m-2,0)] \tag{2.7}
\end{align*}
$$

For $m=0$, we calculate directly from (1.1):

$$
\begin{align*}
G(2,2,0)= & -\frac{4}{\pi^{2}} \int_{0}^{\pi} \int_{0}^{\pi} d x d y\left[E^{2}-\cos ^{2} x \cos ^{2} y\right]^{1 / 2} \\
& +\left(4 E^{2}-1\right) G(0,0,0)-2 G(2,0,0) \tag{2.8}
\end{align*}
$$

The integral on the right-hand side of (2.5) is expressed in terms of the generalized hypergeometric series,
$I=\int_{0}^{\pi} \int_{0}^{\pi} d x d y\left[E^{2}-\cos ^{2} x \cos ^{2} y\right]^{1 / 2}$

$$
\begin{align*}
& =E \pi^{2} \sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n}\left(\frac{1}{2}\right)_{n}\left(\frac{1}{2}\right)_{n}}{(1)_{n}(1)_{n}(1)_{n}} \frac{1}{E^{2 n}} \\
& =\frac{E \pi^{2}}{2} \sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n}}{(1)_{n}(1)_{n}(1)_{n}}\left[\left(\frac{3}{2}\right)_{n}\left(-\frac{1}{2}\right)_{n}+\left(\frac{1}{2}\right)_{n}\left(\frac{1}{2}\right)_{n}\right] \frac{1}{E^{2 n}} \\
& =\frac{E \pi^{2}}{2}\left[{ }_{3} F_{2}\left(\frac{1}{2}, \frac{3}{2},-\frac{1}{2} ; 1,1 ; \frac{1}{E^{2}}\right)+{ }_{3} F_{2}\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2} ; 1,1 ; \frac{1}{E^{2}}\right)\right] . \tag{2.9}
\end{align*}
$$

By use of the formula ${ }^{3}$

$$
\begin{align*}
& { }_{3} F_{2}\left(a, c-a, \frac{1}{2} c ; c, \frac{1}{2} c+\frac{1}{2} ; z\right) \\
& \quad=\left[{ }_{2} F_{1}\left(a, c-a, \frac{1}{2} c+\frac{1}{2} ; \frac{1}{2}-\frac{1}{2} \sqrt{1-z}\right)\right]^{2} \tag{2.10}
\end{align*}
$$

and the Gauss' transformation for ${ }_{2} F_{1}(a, b, c ; x)$, we get for $I$

$$
\begin{equation*}
I=2^{2} E\left\{\left[K\left(k_{0}\right)\right]^{2}-2 K\left(k_{0}\right) E\left(k_{0}\right)+2\left[E\left(k_{0}\right)\right]^{2}\right\}, \tag{2.11}
\end{equation*}
$$

with

$$
k_{0}^{2}=\frac{1}{2}-\frac{1}{2}\left(1-1 / E^{2}\right)^{1 / 2} .
$$

Then, $G(2,2,0)$ is given by

$$
G(2,2,0)=\left(4 E^{2}-1\right) G(0,0,0)-2 G(2,0,0)
$$

$$
\begin{equation*}
-\frac{2^{4} E}{\pi^{2}}\left\{\left[K\left(k_{0}\right)\right]^{2}-2 K\left(k_{0}\right) E\left(k_{0}\right)+2\left[E\left(k_{0}\right)\right]^{2}\right\} \tag{2.12}
\end{equation*}
$$

## 3. CALCULATIONS OF $G(2 p, 0,0)$ for $|E|>1$

From (1.1), we have

$$
\begin{equation*}
G(2 p, 0,0)=\frac{1}{\pi^{2}} \int_{0}^{\pi} \int_{0}^{\pi} d x d y \frac{\cos 2 p x}{\left(E^{2}-\cos ^{2} x \cos ^{2} y\right)^{1 / 2}} \tag{3.1}
\end{equation*}
$$

Integration of ( 3,1 ) over $y$ leads to

$$
G(2 p, 0,0)=\frac{1}{\pi E} \int_{0}^{\pi} d x \cos 2 p x_{2} F_{1}\left(\frac{1}{2}, \frac{1}{2}, 1 ; \frac{\cos ^{2} x}{E^{2}}\right)
$$

By expanding ${ }_{2} F_{1}\left(\frac{1}{2}, \frac{1}{2}, 1 ; \cos ^{2} x / E^{2}\right)$ in a power series and integrating over $x$ term by term, we get

$$
\begin{align*}
& G(2 p, 0,0)=\frac{1}{\pi E} \sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n}\left(\frac{1}{2}\right)_{n}}{(1)_{n}(1)_{n} E^{2 n}} \int_{0}^{\pi} d x \cos 2 p x \cos ^{2 n} x \\
& = \\
& \frac{1}{E} \sum_{r=0}^{p} \frac{(-1)^{r} p}{(2 p-r)}\binom{c p-r}{r} 2^{2 p-2 r} \frac{\left(\frac{1}{2}\right)_{p-r}}{(1)_{p-r}} F_{2}\left(\frac{1}{2}, \frac{1}{2}, p-r+\frac{1}{2} ;\right.  \tag{3.2}\\
& \\
& \left.1, p-r+1 ; 1 / E^{2}\right) .
\end{align*}
$$

Next, we show that ${ }_{3} F_{2}\left(\frac{1}{2}, \frac{1}{2}, p-r+\frac{1}{2} ; 1, p-r+1 ; z\right)$ ( $\rho-r=0$ or a positive integer) can always be expanded in a finite sum of products of simple hypergeometric functions ${ }_{2} F_{1}\left(a+\frac{1}{2}, b+\frac{1}{2}, c ; \frac{1}{2}-\frac{1}{2} \sqrt{1-z}\right)$ with integers $a$, $b$, and $c$. We start with an identity which holds for ${ }_{3} F_{2}\left(\frac{1}{2}, \frac{1}{2}, p+\frac{1}{2} ; 1, p+1 ; z\right)$ with $p$ a postive integer,
${ }_{3} F_{2}\left(\frac{1}{2}, \frac{1}{2}, p+\frac{1}{2} ; 1, p+1 ; z\right)$

$$
\begin{align*}
= & \sum_{s=0}^{q} D_{s, q}^{p} F_{2}\left(\frac{1}{2}, \frac{1}{2}, p-s-\frac{1}{2} ; 1, p-s ; z\right) \\
& +\frac{\Gamma(p+1) \Gamma\left(q+\frac{3}{2}\right) \Gamma\left(p-q-\frac{1}{2}\right)}{\left[\Gamma\left(\frac{1}{2}\right)\right]^{3}\left[\Gamma\left(p+\frac{1}{2}\right)\right]^{2}} \\
& \times \sum_{n=0}^{\infty} \frac{\left[\Gamma\left(n+\frac{1}{2}\right)\right]^{2} \Gamma\left(n+p-q-\frac{1}{2}\right)}{[\Gamma(n+1)]^{2} \Gamma(n+p+1)} z^{n} \prod_{s=0}^{q}\left(n+s+\frac{1}{2}\right), \tag{3.3}
\end{align*}
$$

where $q<p$ and

$$
\begin{align*}
D_{s, q}^{\phi}= & \frac{(-1)^{s} \Gamma(p+1)\left[\Gamma\left(p-s-\frac{1}{2}\right)\right]^{2}}{\Gamma(p-s)\left[\Gamma\left(p+\frac{1}{2}\right)\right]^{2}} \\
& \times \sum_{r=0}^{q-s}\binom{r+s}{s}(p-2 r-2 s-1) \frac{\Gamma(p-r-s)}{\Gamma(p-r-2 s)} \tag{3.4}
\end{align*}
$$

Validity of (3.3) and (3.4) is readily proved by induction. Now, if we put $p=2 m$ and $q=m-1$ in (3.3), we get after some calculations

$$
\begin{align*}
&{ }_{3} F_{2}\left(\frac{1}{2},\right.\left.\frac{1}{2}, 2 m+\frac{1}{2} ; 1,2 m+1 ; z\right) \\
&= \sum_{s=0}^{m-1} D_{s, m-13}^{2 m} F_{2}\left(\frac{1}{2}, \frac{1}{2}, 2 m-s-\frac{1}{2} ; 1,2 m-s ; z\right) \\
&+\left(\frac{\Gamma\left(m+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2}\right)}\right)^{3} \frac{1}{\left[\Gamma\left(2 m+\frac{1}{2}\right)\right]^{2} \Gamma(m+1) 2^{2 m}} \\
& \quad \times \sum_{a=0}^{2 m}\binom{2 m}{a} \Gamma\left(a+\frac{1}{2}\right) \Gamma\left(2 m-a+\frac{1}{2}\right) \\
& \times{ }_{3} F_{2}\left(a+\frac{1}{2}, 2 m-a+\frac{1}{2}, m+\frac{1}{2} ; 2 m+1, m+1 ; z\right) . \tag{3.5}
\end{align*}
$$

Similarly, for $p=2 m+1$, and $q=m$, Eq. (3.3) is written as
${ }_{3} F_{2}\left(\frac{3}{2}, \frac{1}{2}, 2 m+\frac{3}{2} ; 1,2 m+2 ; z\right)$

$$
\begin{align*}
= & \sum_{s=0}^{m} D_{s, m}^{2 m+1} F_{3}\left(\frac{1}{2}, \frac{1}{2}, 2 m-s+\frac{1}{2} ; 1,2 m-s+1 ; z\right) \\
& +\left[\frac{\Gamma\left(m+\frac{1}{2}\right)}{\Gamma\left(2 m+\frac{3}{2}\right)}\right]^{2} \frac{\Gamma\left(m+\frac{3}{2}\right)}{\left[\Gamma\left(\frac{1}{2}\right)\right]^{3} \Gamma(m+1) 2^{2 m+1}} \\
& \times \sum_{a=0}^{2 m+1}\binom{2 m+1}{a} \Gamma\left(a+\frac{1}{2}\right) \Gamma\left(2 m-a+\frac{3}{2}\right) \\
& \times{ }_{3} F_{2}\left(a+\frac{1}{2}, 2 m-a+\frac{3}{2}, m+\frac{1}{2} ; 2 m+2, m+1 ; z\right) . \tag{3,6}
\end{align*}
$$

Then, by successive use of (3.5) and (3.6), we can reduce ${ }_{3} F_{2}\left(\frac{1}{2}, \frac{1}{2}, p+\frac{1}{2} ; 1, p+1 ; z\right)$ to a linear combination of ${ }_{3} F_{2}\left(r+\frac{1}{2}, 2 q-r+\frac{1}{2}, q+\frac{1}{2} ; 2 q+1, q+1 ; z\right)$ and ${ }_{3} F_{2}\left(r+\frac{1}{2}, 2 q-r+\frac{3}{2}, q+\frac{1}{2} ; 2 q+2, q+1 ; z\right)$, where $q$ and $r$ are zero or positive integers satisfying $2 q-r+\frac{1}{2}>0$. Furthermore, those generalized hypergeometric functions are reduced to a sum of products of a simple hypergeometric functions. By use of (2.10), we get

$$
\begin{align*}
& { }_{3} F_{2}\left(r+\frac{1}{2}, 2 q-r+\frac{1}{2}, q+\frac{1}{2} ; 2 q+1, q+1 ; z\right) \\
& \quad=\left[{ }_{2} F_{1}\left(r+\frac{1}{2}, 2 q-r+\frac{1}{2}, q+1 ; \frac{1}{2}-\frac{1}{2} \sqrt{1-z}\right)\right]^{2} \tag{3.7}
\end{align*}
$$

and we also have

$$
\begin{align*}
& { }_{3} F_{2}\left(r+\frac{1}{2}, 2 q-r+\frac{3}{2}, q+\frac{1}{2} ; 2 q+2, q+1 ; z\right) \\
& \quad=\left[{ }_{2} F_{1}\left(r+\frac{1}{2}, 2 q-r+\frac{1}{2}, q+1 ; \frac{1}{2}-\frac{1}{2} \sqrt{1-z}\right)\right]^{2} \\
& \quad+\left(\frac{r+\frac{1}{2}}{2 q+2}\right)^{2} z\left[{ }_{2} F_{1}\left(r+\frac{3}{2}, 2 q-r+\frac{3}{2}, q+2 ; \frac{1}{2}-\frac{1}{2} \sqrt{1-z}\right)\right]^{2} . \tag{3.8}
\end{align*}
$$

The relation (3.8) is easily obtained by applying Gauss' transformation of the simple hypergeometric series to the formula derived by Burchnall and Chaundy. ${ }^{4}$ Finally, we note that $F\left(a+\frac{1}{2}, b+\frac{1}{2}, c ; k_{0}{ }^{2}\right)$ for integers $a, b$, and $c$ is reduced to a linear combination of $K\left(k_{0}\right)$ and $E\left(k_{0}\right)$.

To illustrate, we give below the explicit expressions for $G(2 p, 0,0)$ for $p=0,1,2,3$ calculated by our method


FIG. 1. The values of $k_{1}$ in the complex plane.
described above:

$$
\begin{align*}
G(0,0,0)= & \left(4 / \pi^{2} E\right)\left[K\left(k_{0}\right)\right]^{2},  \tag{3.9}\\
G(2,0,0)= & \frac{4\left(1-k_{0}{ }^{2}\right)}{\pi^{2} E k_{0}{ }^{2}}\left(K\left(k_{0}\right)-\frac{1}{1-k_{0}{ }^{2}} E\left(k_{0}\right)\right)^{2},  \tag{3.10}\\
G(4,0,0)= & \frac{4}{9 \pi^{2} E k_{0}{ }^{4}}\left(\left(2-3 k_{0}{ }^{2}\right) K\left(k_{0}\right)-\frac{2\left(1-2 k_{0}{ }^{2}\right)}{1-k_{0}{ }^{2}} E\left(k_{0}\right)\right)^{2}, \\
G(6,0,0)= & \frac{4}{\pi^{2} E k_{0}{ }^{2}\left(1-k_{0}{ }^{2}\right)}\left[\left(1-k_{0}{ }^{2}+\frac{4\left(k_{0}{ }^{2}-2\right)}{15 k_{0}{ }^{2}}\right) K\left(k_{0}\right)\right.  \tag{3.11}\\
& \left.+\left(\frac{8\left(k_{0}{ }^{4}-k_{0}{ }^{2}+1\right)}{15 k_{0}{ }^{2}\left(1-k_{0}{ }^{2}\right)}-1\right) E\left(k_{0}\right)\right]^{2}, \tag{3.12}
\end{align*}
$$

where $k_{0}$ is given by ( $2.11^{\prime}$ ).

## 4. ANALYTICAL CONTINUATION OF $G(2 p, 0,0)$ FOR

## $|E|<1$

The Green' s function $G(l, m, n)$ represented by (1.1) has a nonvanishing imaginary part for $|E|<1$. Notice that the real and the imaginary parts of $G(l, m, n)$ satisfy the following relations with respect to the change in sign of $E$, namely,

$$
\operatorname{Re} G(l, m, n, E)=\operatorname{Re} G(l, m, n,-E)(-1)^{l+m+n+1}
$$

and

$$
\operatorname{Im} G(l, m, n, E)=\operatorname{Im} G(l, m, n,-E)(-1)^{l+m+n}
$$

so that it is sufficient to evaluate $G(l, m, n)$ for $0 \leqslant E$ $<+\infty$. The two recurrence relations in Sec. 2 are valid for all values of $E$, applying analytical continuation to $G(l, m, n)$ 's.

The expressions for $G(2 p, 0,0)$ derived in the preceding section are valid for $1<E<+\infty$. In order to obtain $G(2 p, 0,0)$ for $0 \leqslant E \leqslant 1$, we extend the procedure of analytical continuation ${ }^{5,6}$ to transform $K\left(k_{0}\right)$ and $E\left(k_{0}\right)$ having real modulus $k_{0}$ for $E>1$ given by ( $2.11^{\prime}$ ) into $K(q)$ and $E(q)$ with real modulus $q$ for $0 \leqslant E \leqslant 1$. By applying a transformation,
${ }_{2} F_{1}\left(\frac{1}{2}, \pm \frac{1}{2}, 1 ; k_{0}{ }^{2}\right)=\left(1-k_{0}{ }^{2}\right){ }_{2}{ }_{2} /{ }_{2} F_{1}\left(\frac{1}{2}, \pm \frac{1}{2}, 1 ; k_{0}{ }^{2} /\left(k_{0}{ }^{2}-1\right)\right)$,
we get $K\left(k_{1}\right)$ and $E\left(k_{1}\right)$ for which the modulus $k_{1}=k_{0}$ $\sqrt{k_{0}{ }^{2}-1}$ is on a line along the negative imaginary axis
for $E>1$ and on a circle of unit radius for $0 \leqslant E \leqslant 1$ in the complex $k_{1}$ plane, as shown in Fig. 1. When $k_{1}$ is a complex number with $\left|k_{1}\right|=1$, it is possible to map $k_{1}$ into a line along the real axis starting from the point greater than unity in the complex $q$ plane by the transformation

$$
\begin{equation*}
q=2 \sqrt{k_{1}} /\left(1+k_{1}\right) . \tag{4.3}
\end{equation*}
$$

The functions $K\left(k_{1}\right)$ and $E\left(k_{1}\right)$ are accordingly transformed to

$$
K\left(k_{1}\right)=\left[1 /\left(1+k_{1}\right)\right] K(q)
$$

and

$$
\begin{equation*}
E\left(k_{1}\right)=\frac{1}{2}\left[\left(1+k_{1}\right) E(q)+\left(1-k_{1}\right) K(q)\right] . \tag{4.4}
\end{equation*}
$$

In applying the above transformations, care is to be taken to put

$$
\begin{equation*}
(E-c)^{1 / 2}=(E-c)^{1 / 2} \text { for } E-c \geqslant 0, \tag{4.5}
\end{equation*}
$$

and

$$
(E-c)^{1 / 2}=-i(c-E)^{1 / 2} \text { for } E-c<0,
$$

when we take the limiting values $E-i \delta$ as $\delta \rightarrow 0$ for $\delta>0$. Furthermore, $K(q)$ and $E(q)$ with $q>1$ are expressed in terms of $K(1 / q), E(1 / q)$ and those with the complementary modulus $1 / q^{\prime}=\left(1-1 / q^{2}\right)^{1 / 2}$ as

$$
K(q)=(1 / q)\left[K(1 / q)-i K^{\prime}(1 / q)\right]
$$

and

$$
\begin{equation*}
E(q)=q\left[E\left(\frac{1}{q}\right)+i E^{\prime}\left(\frac{1}{q}\right)-\left(1-\frac{1}{q^{2}}\right) K\left(\frac{1}{q}\right)-i \frac{1}{q^{2}} K^{\prime}\left(\frac{1}{q}\right)\right] . \tag{4.6}
\end{equation*}
$$

Finally, by combining (4.2), (4.4), and (4.6), we write $K\left(k_{0}\right)$ and $E\left(k_{0}\right)$ in terms of $K(1 / q), K^{\prime}(1 / q), E(1 / q)$, and $E^{\prime}(1 / q)$ as

$$
K\left(k_{0}\right)=\frac{E^{1 / 2}}{2}(1+i)\left[K\left(\frac{1}{q}\right)-i K^{\prime}\left(\frac{1}{q}\right)\right]
$$

and

$$
\left.\begin{array}{rl}
E\left(k_{0}\right)= & \frac{1}{2 E^{1 / 2}}\left\{(1-i)\left[E\left(\frac{1}{q}\right)+i E^{\prime}\left(\frac{1}{q}\right)\right]\right. \\
& +\frac{1}{2}\left[(1-E)^{1 / 2}+i(1+E)^{1 / 2}\right\}\left[(1+E)^{1 / 2}\right. \\
& \left.-(1-E)^{1 / 2}\right] K\left(\frac{1}{2}\right)-\left[(1+E)^{1 / 2}\right. \\
& \left.\left.\left.+(1-E)^{1 / 2}\right] K^{\prime}(1 / q)\right\}\right\}, \tag{4,7}
\end{array}\right\}
$$

$$
1 / q=\frac{1}{2}\left[(1+E)^{1 / 2}+(1-E)^{1 / 2}\right]
$$

Clearly, $1 / q$ is real and smaller than unity for $0 \leqslant E \leqslant 1$. Therefore, by simply replacing $K\left(k_{0}\right)$ and $E\left(k_{0}\right)$ by the expression, (4.7) and (4.7') together with Eq. (4.5) in the relevant coefficients involved in $G(l, m, n)$ in the preceding section, we can evaluate $G(l, m, n)$ in terms of the complete elliptic integrals of the first and the second kinds with real moduli for $0 \leqslant E<1$.

## 5. SUMMARY

We have developed a general method to express the lattice Green's function ( $l, m, n$ ) at an arbitrary site
( $l, m, n$ ) for b.c.c. lattice as a finite sum of products of the complete elliptic integrals of the first and the secono kind with real moduli for the entire range of values of energy. The present method is particularly useful for high-accuracy numerical evaluations of $G(l, m, n)$ and can be extended to evaluation of the lattice Green's functions for non-cubic symmetry.

Note added in proof: Since this paper was written, the author has learned that G.S. Joyce had already shown that $G(l, m, n)$ given by our Eq. (1.1) was expressed in terms of the complete elliptic integrals of the first and second kind for $|E|>1$, and that he also derived the analytical continuation of $G(0,0,0)$ for $|E|<1$ [J. Phys, C1, 1510(1971) ; J. Math. Phys. 12, 1390 (1971)]. The author is grateful to Professor S. Katsura for pointing out the papers of Joyce.
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#### Abstract

We prove that a projection of the solutions to a linear functional equation of the Fredholm type with a compact kernel, projected into the Cini-Fubini subspaces, converge strongly to the solution in the whole space. Here either the whole sequence converges for all nonsingular points of the functional equation with at most one exceptional point, or by selecting at most two infinite subsequences we can obtain convergence for all nonsingular points. We then prove that the diagonal Padé approximants to the inner product of the solution with another element converge. For certain kernels of trace class, the numerator and denominator separately converge. As applications of these results, we prove the pointwise convergence of the Pade approximants to a wide class of meromorphic functions. We also prove the convergence, for decent potentials, of the Pade approximants to the scattering amplitudes for nonrelativistic quantum mechanical scattering problems. The numerators and denominators of the Pade approximants to the partial wave scattering amplitudes for single signed potentials converge separately to entire functions of the coupling constant.


## 1. INTRODUCTION AND SUMMARY

In this paper we discuss the relation between Pade approximants and the solutions of linear functional equations. Our discussion is substantially different in approach than the classical matrix theory of continued functions ${ }^{1}$ and different in results as well. Our study had its genesis in an effort to remove a number of unnecessary restrictions in the work of Garibotti and Villani ${ }^{2}$ on the convergence of Pade approximants in nonrelativistic quantum mechanical scattering theory.

Since Chisholm ${ }^{3}$ first considered the solution of integral equations by Padé approximants, the field has developed in two directions. On one hand, there has been considerable study of the definition and properties of Padé approximants to matrix formal power series, as Chisholm originally had considered. For a recent review, see Bessis. ${ }^{4}$ The alternative approach was to consider the Padé approximants to the matrix elements separately. It is this latter approach that we shall take. Tani ${ }^{5}$ and Nuttall ${ }^{6}$ soon realized that the matrix element of the solution to an integral (or more generally a linear functional) equation when properly projected is exactly a Padé approximant to the solution to the equation in the whole space. In the scattering theory context, the proper projection is the Cini-Fubini one. ${ }^{7}$

In the second section of this paper we review, in a more general setting, the relationship between Padé approximation and projection in Hilbert space as it relates to the solution of linear, functional equations of the Fredholm type.

In the third section we review some of the known properties of the trace class of compact operators. In the fourth section we prove that the solutions to properly truncated Fredholm equations with a certain subclass of the trace class of kernels converge strongly to the correct solution. Furthermore, the numerator and denominator to the $[M-1 / M]$ Padé approximants separately converge to entire functions as $M \rightarrow \infty$.

In the fifth section we consider general Fredholmtype equations whose kernels are only assumed to be
compact. We again prove strong convergence of a projection of the solutions to properly projected equations. Either the whole sequence converges everywhere not a singular point of the functional equation with at most one exceptional point, or by selecting at most two infinite subsequences we can obtain convergence for all nonsingular points. The convergence of the Padé approximants, to the matrix elements is then immediate, but the numerators and denominators do not necessarily separately converge. This result proves a modification of a theorem conjectured by Chisholm. ${ }^{3}$

In the sixth section we consider a wide class of meromorphic functions which can be associated with functional equations with compact kernels. We prove convergence for the Padé approximants in the same pointwise sense as in the fifth section. This result proves a modification of a theorem conjectured by Baker and Gammel. ${ }^{8}$ It also improves (for a narrower class of functions) Nuttall's results ${ }^{9}$ which proved convergence in measure (or capacity, Pommerenke ${ }^{10}$ ) for the whole class of meromorphic functions. For a more restricted class we prove numerator and denominator converge as well.

Finally in the last section we treat nonrelativistic scattering theory. For decent potentials we prove convergence of the Padé approximants to the scattering amplitude for all real, physical momentum plus for short-range potentials for a strip about the real axis. In addition, we prove for single-signed potentials convergence for the partial wave scattering amplitude in the same region, where the numerator converges and the denominator converges to the Jost function. This last result extends the results of Garibotti and Villani ${ }^{2}$ for real momentum.

## 2. THE PADÉ APPROXIMANT AS THE EXACT SOLUTION IN THE CINI-FUBINI SUBSPACE

We are concerned with the solution of the functional equation

$$
\begin{equation*}
\mathbf{f}=\mathbf{g}+\lambda \mathbf{A f} \tag{2.1}
\end{equation*}
$$

where $f$ is an element of a Hilbert space $H$ and $\mathbf{A}$ is a linear operator whose properties we shall detail latter. It has been known for some time, Tani ${ }^{5}$ and Nuttall, ${ }^{6}$ in the context of scattering theory that the Padé approximants ${ }^{3}$ in $\lambda$ to ( $\mathrm{h}, \mathrm{f}$ ) are the exact solution to the truncation of Eq. (2.1) in the Cini-Fubini ${ }^{7}$ subspace where $\mathrm{h} \in H$. We repeat these arguments here in a more abstract setting to free them from a number of unnecessary restrictions.

Let us introduce the elements

$$
\begin{equation*}
\varphi_{i}=\mathbf{A}^{i-1} \mathbf{g}, \quad \varphi_{i}^{\prime}=\left(\mathbf{A}^{\dagger}\right)^{i-1} \mathbf{h} \tag{2.2}
\end{equation*}
$$

where $\mathbf{A}^{\dagger}$ is the Hermitian conjugate of $\mathbf{A}$.
Let us further define the $N \times N$ matrix

$$
\begin{align*}
R_{i j} & =\left(\varphi_{i}^{\prime}, \varphi_{j}\right)=\left(\left(\mathrm{A}^{\dagger}\right)^{i-1} \mathrm{~h}, \mathrm{~A}^{j-1} \mathrm{~g}\right)  \tag{2.3}\\
& =\left(\mathrm{h}, \mathrm{~A}^{i+j-2} \mathrm{~g}\right) \equiv \omega_{i+j-2} .
\end{align*}
$$

If $\operatorname{det}\left|R_{i j}\right| \neq 0$, we can define the operator

$$
\begin{equation*}
\mathbf{P}_{N}=\sum_{i, j=1}^{N} \varphi_{i}\left(R^{-1}\right)_{i j}\left(\varphi_{j^{\prime}}^{\prime}\right) . \tag{2.4}
\end{equation*}
$$

We can verify easily by direct computation that $\mathbf{P}_{N}^{2}=\mathbf{P}_{N}$, that is, $P_{N}$ is an idempotent. Further, since $P_{N} \varphi_{i}=\varphi_{i}$, the range of $\boldsymbol{P}_{N}$ is the space spanned by the $\varphi_{i}$ and no larger than (2.4). Hence, by known results, ${ }^{11} P_{N}$ is a projection operator on the space $S_{N}$ spanned by the $\varphi_{i}$. It may happen that $P_{N}$ is an oblique, rather than an orthogonal, projection. Then $\left\|P_{N}\right\|>1$. The operators $\mathbf{P}_{N}$ define a nesting sequence of spaces as $\mathbf{P}_{N} \mathbf{P}_{M}=\mathbf{P}_{M} \mathbf{P}_{N}$ $=\mathbf{p}_{M}$, if $M \leqslant N$.

Let us now consider the truncated equation

$$
\begin{equation*}
\mathbf{f}_{N}=\mathbf{g}+\lambda \mathbf{P}_{N} \mathbf{A} \mathbf{P}_{N} \mathbf{f}_{N} . \tag{2.5}
\end{equation*}
$$

By construction, the solution of (2.5) must be of the form

$$
\begin{equation*}
\mathbf{f}_{N}=\sum_{j=1}^{N} a_{j} \varphi_{j} \tag{2.6}
\end{equation*}
$$

By direct substitution we get

$$
\begin{equation*}
\sum_{j=1}^{N} a_{j} \varphi_{j}=\mathbf{g}+\lambda \mathbf{P}_{N} \sum_{j=1}^{N} a_{j} \mathbf{A} \varphi_{j} ; \tag{2.7}
\end{equation*}
$$

to obtain a convenient set of equations, we may take the inner product of these equations with the elements $\varphi_{i}^{\prime}$. If we use the definitions (2.3) and (2.4), we obtain the equations

$$
\begin{equation*}
\sum_{j=1}^{N} a_{j}\left(\omega_{i+j-2}-\lambda \omega_{i+j-1}\right)=\omega_{i-1} . \tag{2.8}
\end{equation*}
$$

If we introduce the $N \times N$ matrix

$$
\begin{equation*}
U_{i j}=\omega_{i+j-2}-\lambda \omega_{i+j-1} \tag{2.9}
\end{equation*}
$$

and the adjoint matrix $V_{i j}$ composed of the first order minors of $U$, then we may write the solution of (2.8) as

$$
\begin{equation*}
\mathrm{f}_{N}=\left(\sum_{i=1}^{N} \sum_{j=1}^{N} \varphi_{i} V_{i j} \omega_{j-1}\right) /\left(\operatorname{det}\left|U_{i j}\right|\right) \tag{2.10}
\end{equation*}
$$

Now, it follows directly from Eq. (2.9) that, as a function of $\lambda$, the coefficient of each $\varphi_{i}$ is a rational fraction whose numerator is of degree at most $N-1$ and whose denominator is of degree at most $N$. This solution is possible as, for $\lambda=0$, $\operatorname{det}\left|U_{i j}\right|=\operatorname{det}\left|R_{i j}\right| \neq 0$ by hypothesis.

Of particular interest in the rest of this section is the inner product

$$
\begin{equation*}
\left(\mathrm{h}, \mathrm{f}_{N}\right)=\left(\sum_{i=1}^{N} \sum_{j=1}^{N} \omega_{i-1} V_{i j} \omega_{j-1}\right) /\left(\operatorname{det}\left|U_{i j}\right|\right) \tag{2.11}
\end{equation*}
$$

Next let us consider forming the $[N-1 / N]$ Padé approximants to the Liouville-Neumann series to the solution of (2,1). The Liouville-Neumann series is

$$
\begin{equation*}
\mathbf{f}=\mathbf{g}+\lambda \mathbf{A g}+\lambda^{2} \mathbf{A}^{2} \mathbf{g}+\lambda^{3} \mathbf{A}^{3} \mathbf{g}+\cdots . \tag{2.12}
\end{equation*}
$$

If we take the inner product of $f$ given by Eq. (2.12) with some element $h$, we define a formal power series

$$
\begin{equation*}
(h, f)=h(\lambda)=\omega_{0}+\lambda \omega_{1}+\lambda^{2} \omega_{2}+\lambda^{3} \omega_{3}+\cdots, \tag{2,13}
\end{equation*}
$$

where we have used the definition (2.3). The defining equations for the $[L / M]$ Padé approximants ${ }^{12}$ to a formal power series, $s(z)$, are

$$
\begin{align*}
& s(z) Q_{M}(z)-P_{L}(z)=O\left(z^{L+M+1}\right)  \tag{2.14}\\
& Q_{M}(0)=1.0
\end{align*}
$$

where $Q_{M}$ is a polynomial of degree at most $M$ and $P_{L}$ is a polynomial of degree at most $L$. If we apply these equations to the calculation of the $[N-1 / N]$ Pade approximant to $h(\lambda)$, we obtain, after a little manipulation of the Cramer's rule solution of the linear equations (2.14), the Nuttall compact form ${ }^{6,12}$ result

$$
\begin{align*}
{[N-1 / N] } & =\left(\sum_{i=1}^{N} \sum_{j=1}^{N} \omega_{i-1} V_{i j} \omega_{j-2}\right) /\left(\operatorname{det}\left|U_{i j}\right|\right) \\
& =\left(\mathrm{h}, \mathrm{f}_{N}\right) . \tag{2.15}
\end{align*}
$$

Thus, provided $\operatorname{det}\left|\omega_{i+j-2}\right| \neq 0$, we have shown that the $[N-1 / N]$ Padé approximant to ( $\mathrm{h}, \mathrm{f}$ ), where f satisfies (2.1), is identically equal to ( $h, f_{N}$ ), where $f_{N}$ satisfies the truncated equation (2.5), of finite rank. Hence, in order to study the convergence of the Padé approximants, we may replace the difficult procedure of Pade approximation by the more easily controllable procedure of projection.

Now, with regard to the restriction $\operatorname{det}\left|\omega_{i+j-2}\right| \neq 0$. If this determinant for a given $N$ vanishes, then the set of $N$ elements $\varphi_{i}$ is not linearly independent in the space $S_{N}^{\prime}$ spanned by the elements $\varphi_{i}^{\prime}$. Since this determinant is also the determinant for the Padé equations, the possibilities have been extensively studied. ${ }^{13}$ The case must be that either ( $\mathbf{h}, \mathbf{f}$ ) is a rational fraction of finite degree (zero is specifically included in this case), or there exists an infinite number of $N$ 's for which that determinant is different from zero. When the determinant vanishes, the Padé approximant equations are either consistent or inconsistent. When they are consistent, the Padé approximant is unique, ${ }^{13}$ though not the numerator nor denominator separately, and it is equal to a Padé approximant of lower degree. We will not treat this problem further here since we are assured that either a finite order Pade approximant is the exact function $h(\lambda)$ or that there exists at least an infinite subsequence of $[M-1 / M]$ to which we can, without loss, confine our attention.

The results given above can be extended to any sequence $[M+J / M], J \geqslant-1$, of Padé approximants as a nesting family of subspaces can be defined for it and a modified equation

$$
\begin{equation*}
\mathbf{f}=\mathbf{A}^{J+1} \mathbf{g}+\lambda \mathbf{A f} \tag{2.16}
\end{equation*}
$$

associated with it, by the elementary properties of the Padé approximant. ${ }^{12}$

## 3. TRACE-CLASS OPERATORS

Since the properties of trace-class operators (see, Kato ${ }^{11}$ ) are not generally well known among physicists, we will review some of those that we need here. First suppose that the operator A is compact. That is to say, for every sequence of elements $\left\{f_{n}\right\}$ with the property that $\left\|f_{n}\right\| \leqslant C$, then the sequence of elements $\left\{\mathrm{Af}_{n}\right\}$ contains a convergent subsequence of elements $\left\{\mathrm{g}_{\mathrm{m}}\right\}$. The convergence is in the sense $\left\|\mathrm{g}_{j}-\mathrm{g}_{k}\right\| \rightarrow 0$ as $j$ and $k$ go to infinity.
It follows by well-known theory ${ }^{14}$ that the operator $\mathbf{A}^{\dagger} \mathbf{A}=\mathbf{T}$ is compact, self-adjoint, and nonnegative definite. Furthermore, it has at most a denumerably infinite number of eigenvalues. Thus we may write

$$
\begin{equation*}
\mathbf{T} \psi_{i}=\alpha_{i}^{2} \psi_{i} \tag{3.1}
\end{equation*}
$$

where the $\psi_{i}$ are the orthonormal eigenvectors and we take $\alpha_{i} \geqslant \alpha_{i+1} \geqslant 0$. The trace norm of the operator $\mathbf{A}$ is defined as

$$
\begin{equation*}
\|A\|_{1}=\sum_{i=1}^{\infty} \alpha_{i} . \tag{3.2}
\end{equation*}
$$

The trace class is all those operators of finite trace norm. It follows easily that $\|\alpha \mathbf{A}\|_{1}=|\alpha|\|\mathbf{A}\|_{1}$ and that $\|A\|_{1} \geqslant 0$ and equals zero only if $A f=0$ for all $f$ in $H$. In the study of the properties of this norm, it is convenient to introduce the canonical expansion of A. First define

$$
\begin{equation*}
\psi_{i}^{\prime}=\mathrm{A} \psi_{i} / \alpha_{i} \tag{3.3}
\end{equation*}
$$

The $\psi_{i}^{\prime}$ can easily be shown to form an orthonormal set of elements. Then, we have the canonical expansion

$$
\begin{equation*}
\mathrm{A}=\sum_{i} \psi_{i}^{\psi} \alpha_{i}\left(\psi_{i},\right) \tag{3.4}
\end{equation*}
$$

Since the trace norm is sometimes difficult to evaluate, it is convenient to bound it. Let us consider $\|A B\|_{1}$, where $\mathbf{A}$ and $\mathbf{B}$ belong to the Hilbert-Schmidt subclass of compact operators, defined by

$$
\begin{equation*}
\|\mathbf{A}\|_{2}=\sum_{i=1}^{\infty} \alpha_{i}^{2}<\infty . \tag{3.5}
\end{equation*}
$$

Then by using the canonical expansion

$$
\begin{equation*}
\mathrm{AB}=\sum_{i} \varphi_{i}^{\prime} \gamma_{i}\left(\varphi_{i},\right) \tag{3.6}
\end{equation*}
$$

we have by (3.6)

$$
\begin{align*}
& \|\mathrm{AB}\|_{1} \\
& \quad=\sum_{i} \gamma_{i}=\sum_{i}\left(\varphi_{i}^{\prime}, \mathrm{AB} \varphi_{i}\right)=\sum_{i}\left(\mathbf{A}^{\dagger} \varphi_{i}^{\prime}, \mathbf{B} \varphi_{i}\right) \\
& \quad \leqslant \sum_{i}\left\|A^{\dagger} \varphi_{i}\right\|\left\|B \varphi_{i}\right\| \\
& \quad \leqslant\left(\sum_{i}\left\|A^{\dagger} \varphi_{i}\right\|^{2}\right)^{1 / 2}\left(\sum_{i}\left\|B \varphi_{i}\right\|^{2}\right)^{1 / 2} \\
& \quad \leqslant\left\|A^{\dagger}\right\|_{2}\|B\|_{2}=\|A\|_{2}\|B\|_{2}, \tag{3.7}
\end{align*}
$$

where the properties of the inner product, the
Cauchy -Schwarz inequality, and the basis indepen-
dence of the Hilbert-Schmidt norm have been used. Clearly any operator of trace class is also in the Hilbert-Schmidt class. It is also true that any operator of trace class can be factored into two operators of Hilbert-Schmidt class. To see this result, introduce the operator

$$
\begin{equation*}
|A|=\sum_{i} \psi_{i} \alpha_{i}\left(\psi_{i},\right) \tag{3.8}
\end{equation*}
$$

which has the property $|A|^{2}=T$. As the $\alpha_{i}>0$, we may take the square root of $|A|$ in an obvious way. Further

$$
\begin{equation*}
\mathbf{A}=\sum_{i, j} \psi_{i}^{\prime}\left(\psi_{i}^{\prime}, \psi_{j}\right), \quad \alpha_{j}\left(\psi_{j},\right)=\mathbf{U}|\mathbf{A}|, \tag{3.9}
\end{equation*}
$$

where as $\psi_{i}^{\prime}$ and $\psi_{i}$ are orthonormal sets, U is unitary. By factoring $\mathbf{A}=\left(\mathbf{U}|\mathbf{A}|^{1 / 2}\right)\left(|\mathbf{A}|^{1 / 2}\right)$, we then have both factors of Hilbert-Schmidt class, if $\mathbf{A}$ is of trace class. Finally, we note that it can be shown ${ }^{11}$ that

$$
\begin{equation*}
\|\mathbf{A}+\mathbf{B}\|_{1} \leqslant\|\mathbf{A}\|_{1}+\|\mathbf{B}\|_{1} . \tag{3.10}
\end{equation*}
$$

There is one further inequality which we will need. It is

$$
\begin{equation*}
\|\mathbf{A} \mathbf{B}\|_{1} \leqslant \alpha_{1}(\mathbf{A})\|\mathbf{B}\|_{1} \leqslant\|\mathbf{A}\|_{1}\|\mathbf{B}\|_{1} \tag{3.11}
\end{equation*}
$$

which can be proved by use of (3.7) and factoring $A B$ $=\mathbf{A U}|\mathbf{B}|^{1 / 2}|\mathbf{B}|^{1 / 2}$ so that

$$
\begin{align*}
\|\mathbf{A} \mathbf{B}\|_{1} & \leqslant\left\|\mathbf{A U}|\mathbf{B}|^{1 / 2}\right\|_{2}\left\||\mathbf{B}|^{1 / 2}\right\|_{2} \\
& \leqslant \boldsymbol{\alpha}_{1}(\mathbf{A U})\left\||\mathbf{B}|^{1 / 2}\right\|_{2}^{2}=\alpha_{1}(\mathbf{A U})\|\mathbf{B}\|_{1} \tag{3.12}
\end{align*}
$$

but as $\alpha_{1}(\mathbf{A U})=\alpha_{1}(\mathbf{A})$ we have (3.11). If we apply (3.11) to $A^{k}$, we have

$$
\begin{equation*}
\left\|\mathbf{A}^{k^{2}}\right\|_{1} \leqslant\left(\|\mathbf{A}\|_{1}\right)^{k} . \tag{3.13}
\end{equation*}
$$

Next we see that for $\mathbf{A}$ of trace class that the trace is a well-defined function of $\mathbf{A}$. We define

$$
\begin{equation*}
\operatorname{tr}(\mathbf{A})=\sum_{i}\left(\varphi_{i}, \mathbf{A} \varphi_{i}\right) \tag{3.14}
\end{equation*}
$$

where $\varphi_{i}$ is any complete orthonormal set of elements in $H$. Using the $\psi_{i}$ defined in (3.1), we can now show that the sum in (3.14) is absolutely convergent, for

$$
\begin{align*}
\sum_{i}\left|\left(\varphi_{i}, \mathbf{A} \varphi_{i}\right)\right| & =\sum_{i}\left|\left(\varphi_{i}, \mathbf{A}^{\dagger} \varphi_{i}\right)\right| \\
& =\sum_{i}\left|\sum_{j}\left(\varphi_{i}, \psi_{j}\right)\left(\psi_{j}, \mathbf{A}^{\dagger} \varphi_{i}\right)\right| \\
& \leqslant \sum_{i} \sum_{j}\left|\left(\varphi_{i}, \psi_{j}\right)\right|\left|\left(\psi_{j}, \mathbf{A}^{\dagger} \varphi_{i}\right)\right| \\
& \leqslant \sum_{j}\left(\sum_{i}\left|\left(\varphi_{i}, \psi_{j}\right)\right|^{2}\right)^{1 / 2}\left(\sum_{i}\left|\left(\psi_{j}, \mathbf{A}^{\dagger} \varphi_{i}\right)\right|^{2}\right)^{1 / 2} \\
& =\sum_{j} \alpha_{j}(\mathbf{A})=\|\mathbf{A}\|_{1} \tag{3.15}
\end{align*}
$$

or

$$
\begin{equation*}
|\operatorname{tr}(\mathbf{A})| \leqslant \sum_{i}\left|\left(\varphi_{i}, \mathbf{A} \varphi_{i}\right)\right| \leqslant\|\mathbf{A}\|_{I} \tag{3.16}
\end{equation*}
$$

for any operator of trace class and any orthonormal family. Since the sum in (3.16) is absolutely convergent, the usual arguments can be applied and we conclude that $\operatorname{tr}(\mathbf{A})$ is independent of the basis set.

We conclude this section by defining the determinant

$$
\begin{equation*}
D(\lambda)=\operatorname{det}|\mathbf{I}+\lambda \mathbf{A}|=\lim _{N \rightarrow \infty} D_{N}(\lambda) \tag{3,17}
\end{equation*}
$$

where $I$ is the identity and $\mathbf{A}$ is of trace class, and by showing that $D(\lambda)$ is an entire function of $\lambda$.

We may write the definition

$$
\begin{equation*}
D_{N}(\lambda) \equiv \exp \left\{\operatorname{tr}_{N}[\ln (\mathbf{I}+\lambda \mathbf{A})]\right\}, \tag{3.18}
\end{equation*}
$$

which is an identity for small enough $\lambda$, where $\operatorname{tr}_{N}(\mathbf{X})$ is a partial trace over the first $N$ elements of an arbitrary orthonormal set. To give meaning to this definition, we expand the logarithm in a power series in $\lambda$. By use of inequalities (3.13) and (3.16) we may bound this series term by term by

$$
\begin{equation*}
\left\lvert\, \operatorname{tr}_{N}[\ln (\mathbf{I}+\lambda \mathbf{A})] \leqslant \sum_{j=1}^{\infty} \frac{1}{j}\left(|\lambda|\|\mathbf{A}\|_{1}\right)^{j}\right., \tag{3.19}
\end{equation*}
$$

which converges absolutely for $|\lambda|<\|A\|_{1}^{1}$. Thus at least for small $\lambda$, the function $D_{N}(\lambda)$ is an analytic function of $\lambda$, uniformly in $N$. We will now show that in fact $D_{N}(\lambda)$ is uniformly bounded in $N$ for all $\lambda$.

Following Dunford and Schwartz ${ }^{15}$ we may write, at least for $|\lambda|<\|A\|_{1}^{-1}$ where the relations hold term by term in $\lambda$,

$$
\begin{align*}
\left|D_{N}(\lambda)\right|^{2}= & \left|\operatorname{det}_{N}\right| \mathbf{I}-\lambda \mathbf{A}| |^{2} \\
= & \operatorname{det}_{N}\left|\left(\mathbf{I}-\lambda^{*} \mathbf{A}^{\dagger}\right)(\mathbf{I}-\lambda \mathbf{A})\right| \\
= & \exp \left[|\lambda|^{2} \operatorname{tr}_{N}\left(\mathbf{A}^{\dagger} \mathbf{A}\right)-\operatorname{tr}_{N}\left(\lambda^{*} \mathbf{A}^{\dagger}+\lambda \mathbf{A}\right)\right] \\
& \times \operatorname{det}_{N}^{\prime}\left|\left(1-\lambda^{*} \mathbf{A}^{\dagger}\right)(\mathbf{1}-\lambda \mathbf{A})\right|, \tag{3.20}
\end{align*}
$$

where we have used the definition

$$
\begin{equation*}
\operatorname{det}_{N}^{\prime}|\mathbf{I}+\mathbf{B}|=\exp \left\{\operatorname{tr}_{N}[-\mathbf{B}+\ln (\mathbf{I}+\mathbf{B})]\right\} . \tag{3.21}
\end{equation*}
$$

In the case $(I+B)=|I-\lambda A|^{2}, \ln (I+B)$ is well defined for all $\lambda$ since as $\mathbf{A}$ is of trace class it is also bounded. As noted above, we can evaluate the trace using any convenient complete orthonormal basis. If B is Hermitian and nonnegative definite, then we choose the eigenvectors of the truncation of B as our basis set. Then, if $B_{i}>0$ are the corresponding eigenvalues,

$$
\begin{align*}
& \operatorname{tr}[-\mathrm{B}+\ln (\mathrm{I}+\lambda \mathrm{B})] \\
& \quad=\frac{\sum_{i}}{}\left[-B_{i}+\ln \left(1+B_{i}\right)\right] \leqslant 0 \tag{3.22}
\end{align*}
$$

since $\ln (1+x)-x$ is monotonically decreasing for $x \geqslant 0$ with a maximum at $x=0$.

Thus we obtain the inequality from (3.20) and (3.22)

$$
\begin{equation*}
\left|D_{N}(\lambda)\right| \leqslant \exp \left(\frac{1}{2}|\lambda|^{2}\|\mathbf{A}\|_{1}^{2}+|\lambda|\|\mathbf{A}\|_{1}\right) \tag{3.23}
\end{equation*}
$$

uniformly in $N$. From inequality (3.23) it is a simple matter to derive from Cauchy's integral formula for the coefficients

$$
\begin{equation*}
D_{N}(\lambda)=\sum_{j=1}^{N} d_{N, j} \lambda^{j} \tag{3.24}
\end{equation*}
$$

the term by term bounds

$$
\begin{equation*}
\left|d_{N, j}\right| \leqslant\left[j^{-1 / 2} \exp \left(\frac{1}{2}\|\mathbf{A}\|_{1}^{2}+j^{-1 / 2}\|\mathbf{A}\|_{1}\right)\right]^{j} \tag{3.25}
\end{equation*}
$$

We can now see that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} D_{N}(\lambda)=D(\lambda) \tag{3.26}
\end{equation*}
$$

exists and is an entire function of $\lambda$. The argument is that for any fixed $\lambda$ we can, by Eq. (3.25), given any $\epsilon>0$ find an $M(\epsilon)$ such that

$$
\begin{equation*}
\left|D_{N}(\lambda)-\sum_{j=1}^{M} d_{N, j} \lambda^{j}\right|<\epsilon \tag{3,27}
\end{equation*}
$$

However, by Eq. $(3,18)$ every $d_{N_{t} j}$ is a polynomial function of $\operatorname{Tr}_{N}\left(\mathrm{~A}^{k}\right), 1 \leqslant k \leqslant j$, which by (3.16) must converge to a limit as $N \rightarrow \infty$ 。Thus as $M$ is independent of $N$ we deduce that (3.26) holds for any finite $\lambda$ and that, as the limiting coefficients must obey (3.25), the limit is an entire function of $\lambda$. It is plainly sufficient that the basis set used in the definition spans the range of $A$ for the result to be unique.

## 4. CONVERGENCE OF THE SOLUTION OF THE TRUNCATED PROBLEM FOR TRACE CLASS OPERATORS

In this section we examine by Fredholm methods for trace-class operators (Sec. 3) the strong convergence of the solutions $\mathrm{f}_{N}$ to the truncated equation (2.5) in the Cini-Fubini subspace to a limit $f_{\infty}$ and show that this limit satisfies Eq. (2.1). This result will then imply the convergence of the Padé approximants. In this section we will need the condition that $\left\|\mathbf{P}_{N} \mathbf{A} \mathbf{P}_{N}\right\|_{1}$ be uniformly bounded for any sequence of $N$ 's that we consider. We do not know a convenient way to express this condition, and so we will actually treat a less general case in which it must hold. We shall assume in this section that the spaces defined in Sec. 2 are equal, i. e., $S_{N}=S_{N}^{\prime}$. This assumption implies that $\mathbf{P}_{N}$ is an orthogonal projection, and $\mathbf{P}_{N}=\mathbf{P}_{N}^{\prime},\left\|\mathbf{P}_{N}\right\|=1$. If $\mathbf{A}=\mathbf{A}^{\dagger}$ and $\mathbf{h}=\mathbf{g}$ (of Sec. 2), then $S_{N}=S_{N}^{\prime}$ directly from the definition (2.2). A more general condition which will assure the equality $S_{N}=S_{N}^{\prime}$ is that if $\mathbf{A}$ is expressed in terms of the infinite set of orthonormal basis vectors $\mathrm{e}_{j}$, the first $N$ of which span $S_{N}$ for all $N$, then $\mathbf{A}$ is represented by a tridiagonal matrix. In other words, given $g=h$ as the starting vector, the upper Hessenberg form of $\mathbf{A}$ is tridiagonal.

In order to make this investigation, let us introduce the orthonormal basis $\chi_{i}$ for the Cini-Fubini subspace $S_{N}=S_{N}^{N}$ introduced in Sec. 2 (it is the space spanned by the elements $\left.\mathrm{A}^{i-1} \mathrm{~g}, i=1, \ldots, N\right)$. We then resolve the operator $\mathbf{P}_{N} \mathbf{A} \mathbf{P}_{N}$ in this space as an $N \times N$ matrix (it may be a smaller space, as pointed out in Sec. 2, but we may restrict our attention to the $N \times N$ case):

$$
\begin{equation*}
A_{i j}=\left(\chi_{i}, \mathbf{A} \chi_{j}\right), \quad i, j=1, \ldots, N . \tag{4.1}
\end{equation*}
$$

Then Eq. (2.5) becomes

$$
\begin{align*}
& \mathbf{f}_{N}=\sum_{j=1}^{N} b_{\boldsymbol{j}} \chi_{j}, \\
& b_{j}=\left(\chi_{j}, \mathrm{~g}\right)+\lambda \sum_{k=1}^{N} A_{j k} b_{k} . \tag{4.2}
\end{align*}
$$

The Fredholm solution of these equations is directly given, ${ }^{14}$ provided

$$
\begin{equation*}
D_{N}(\lambda)=\operatorname{det}_{N}\left|\delta_{i j}-\lambda A_{i j}\right| \neq 0 \tag{4.3}
\end{equation*}
$$

by the formula

$$
\begin{equation*}
\mathbf{f}_{N}=\mathbf{g}+\lambda \sum_{j, k=1}^{N} \chi_{j} D_{N, j k}(\lambda)\left(\chi_{k}, \mathrm{~g}\right) / D_{N}(\lambda) \tag{4.4}
\end{equation*}
$$

as $g$ lies in $S_{N}$ by construction, where
$D_{N, j k}(\lambda)=A_{j k}-\frac{\lambda}{1!} \sum_{l=1}^{N}\left|\begin{array}{cc}A_{j k} & A_{j l} \\ A_{t k} & A_{l l}\end{array}\right|$

$$
+\frac{\lambda^{2}}{2!} \sum_{t, m=1}^{N}\left|\begin{array}{lll}
A_{j k} & A_{j l} & A_{j m}  \tag{4.5}\\
A_{l k} & A_{v l} & A_{t m} \\
A_{m k} & A_{m l} & A_{m m}
\end{array}\right|-\cdots 。
$$

Naturally the terms in $\lambda^{n}, n \geqslant N$, vanish identically, in conformity with Eq. (2,10). The definition (4, 3) agrees with that of Eq. (3.18). That (4.4) is a solution of Eq. (2.5) may be verified by direct substitution through the usual arguments. We next wish to show that the operators $D_{N, j k}(\lambda)$ are uniformly bounded in $N$.

We have not yet specified which basis set we wish to choose for the $\chi_{j}$. We can select this set as we wish without loss of generality. We choose to define the $\chi_{j}$ by

$$
\begin{equation*}
\mathbf{T}_{N} \mathbf{\chi}_{j}=\left(\alpha_{j}^{(N)}\right)^{2} \boldsymbol{\chi}_{j} \quad \mathbf{T}_{N}=\left(\mathbf{P}_{N}^{\dagger} \mathbf{A}^{\dagger} \mathbf{P}_{N}^{\dagger}\right)\left(\mathbf{P}_{N} \mathbf{A} \mathbf{P}_{N}\right), \tag{4.6}
\end{equation*}
$$

the eigenfunctions of the analog $\mathbf{T}$ of Eq. (3.1) in the Cini-Fubini subspace. Analogously to (3.3) and (3.4) we have the canonical expansion

$$
\begin{equation*}
\mathbf{P}_{N} \mathbf{A} \mathbf{P}_{N}=\sum_{i} \chi_{i}^{\prime} a_{i}^{(N)}\left(\mathbf{\chi}_{i},\right) \tag{4.7}
\end{equation*}
$$

where $\chi_{i}^{\prime}$ is also an orthonormal set. Then we have the inequality for the matrix elements $A_{j k}$

$$
\begin{align*}
\left|A_{j k}\right| & \leqslant\left(\sum_{i=1}^{N}\left|A_{j i}\right|^{2}\right)^{1 / 2} \\
& =\left(\sum_{i=1}^{n}\left|\left(\chi_{i}, \chi_{j}^{\prime}\right)\right|^{2}\left(\alpha_{j}^{(N)}\right)^{2}\right)^{1 / 2}=a_{j}^{(N)} . \tag{4.8}
\end{align*}
$$

To establish that $D_{N, j k}(\lambda)$ is a bounded operator, we need the result of the Cauchy-Schwartz inequality

$$
\begin{equation*}
\left|\sum_{k=1}^{N} A_{j k} h_{k}\right|^{2} \leqslant \sum_{k=1}^{N}\left|h_{k}\right|^{2} \sum_{k=1}^{N}\left|A_{j k}\right|^{2}=\|\mathbf{h}\|^{2}\left(\alpha_{j}^{(N)}\right)^{2} \tag{4.9}
\end{equation*}
$$

by (4.8). We are now in a position to apply Hadamard's determinant inequality

$$
|\operatorname{det}| \begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n}  \tag{4.10}\\
a_{21} & 2_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1} & a_{n 2} & \cdots & a_{n n}
\end{array}\left|\mid \leqslant \prod_{i=1}^{n}\left(\sum_{j=1}^{n}\left|a_{i j}\right|^{2}\right)^{1 / 2}\right.
$$

to Eq. (4.5), acting on an arbitrary $h$ of unit norm in $S_{N .}$.Thus, using (4.9), we have

$$
\begin{align*}
& \left|\sum_{k=1}^{N} D_{N, j k}(\lambda) h_{k}\right| \\
& \quad \leqslant \alpha_{j}^{(N)}+\frac{|\lambda|}{1!} \sum_{l=1}^{N}\left[\left(\alpha_{j}^{(N)}\right)^{2}+\left|A_{j l}\right|^{2}\right]^{1 / 2} \\
& \quad \times\left[\left(\alpha_{l}^{(N)}\right)^{2}+\left|A_{l l}\right|^{2}\right]^{1 / 2} \\
& \quad+\frac{|\lambda|^{2}}{2!} \sum_{l=1}^{N} \sum_{k=1}^{N}\left[\left(\alpha_{j}^{(N)}\right)^{2}+\left|A_{j l}\right|^{2}+\left|A_{j m}\right|^{2}\right]^{1 / 2} \\
& \quad \times\left[\left(\alpha_{l}^{(N)}\right)^{2}+\left|A_{t l}\right|^{2}+\left|A_{l m}\right|^{2}\right]^{1 / 2} \\
& \quad \times\left[\left(\alpha_{m}^{(N)}\right)^{2}+\left|A_{m l}\right|^{2}+\left|A_{m m}\right|^{2}\right]^{1 / 2}+\cdots . \tag{4.11}
\end{align*}
$$

If we now apply (4.8) to the remaining matrix elements, we obtain

$$
\left|\sum_{k=1}^{N} D_{N, j k}(\lambda) h_{k}\right|
$$

$$
\begin{align*}
\leqslant & \alpha_{j}^{(N)}\left[1+\frac{|\lambda|}{1!} 2^{2 / 2} \sum_{l=1}^{N} \alpha_{l}^{(N)}\right. \\
& \left.+\frac{|\lambda|^{2}}{2!} 3^{3 / 2}\left(\sum_{l=1}^{N} \alpha_{l}^{(N)}\right)\left(\sum_{m=1}^{N} \alpha_{m}^{(N)}\right)+\cdots\right] \\
\leqslant & \alpha_{j}\left(1+\frac{|\lambda|}{1!} 2^{2 / 2}\|\mathbf{A}\|_{1}+\frac{|\lambda|^{2}}{2!} 3^{3 / 2}\|\mathbf{A}\|_{1}^{2}+\cdots\right) \tag{4.12}
\end{align*}
$$

as the characteristic values $\alpha_{j}$ are monotonically increasing as functions of the subspace size. Thus the square norm implied by (4.12) is

$$
\begin{align*}
& \left\|\mathbf{D}_{N}(\lambda) \mathbf{h}\right\| \leqslant\|\mathbf{A}\|_{2}\left(1+\frac{|\lambda|}{1!} 2^{2 / 2}\|\mathbf{A}\|_{1}\right. \\
& \left.\quad+\frac{|\lambda|}{2!} 3^{3 / 2}\|\mathbf{A}\|_{1}^{2}+\cdots\right) \tag{4.13}
\end{align*}
$$

and thus $D_{N}(\lambda)$ are a sequence of uniformly bounded operators in $N$ for any $\lambda$, provided the series (4.13) converges. But as $\|A\|_{1}$ is finite (which makes $\|A\|_{2}$ finite also), this convergence follows immediately by the ratio test. That the operators $\mathrm{D}_{N}(\lambda)$ converge in the norm follows directly, as we can show by standard arguments that for $j<J$ the coefficients of $\lambda^{j}$ tend uniformly to limits ( $N \rightarrow \infty$ ); by selecting $J$ large enough we can make $\sum_{j=J}^{\infty} \alpha_{j}^{2}$ as small as we like, which suffices to prove that $\left\|\left[\mathrm{D}_{N}(\lambda)-\mathrm{D}_{M}(\lambda)\right] \mathrm{h}\right\| \rightarrow 0$ as $M, N \rightarrow \infty$, for all $h,\|h\|=1$ 。

It is then easy to show $[D(\lambda) \neq 0]$ that the $f_{N}$ converge strongly to a limit $f_{\infty}$, as we have already shown in the previous section that the determinant $D_{N}(\lambda)$ converges to a limit $D(\lambda)$. That the limiting function satisfies the original equation (2.1) follows $[D(\lambda) \neq 0]$ directly as it does term by term in $\lambda$, and the square norm of the remainder can be made arbitrarily small by taking enough powers of $\lambda$ since the bounding series in (4.13) converges absolutely for all $\lambda$.

Thus it follows immediately from Sec. 2 and this result that the sequence of $[N-1 / N]$ Padé approximant to $g(\lambda)=(g, f)=\left(g, f_{\infty}\right)$ converges for all $\lambda, D(\lambda) \neq 0$, and furthermore the numerator and denominators converge separately to entire functions of $\lambda$. When $D(\lambda)$ vanishes, we expect a pole in the Padé approximant. Since $D(\lambda)$ is entire, it has only a finite or denumerably infinite number of zeros with no limit point in the finite $\lambda$ plane. In the context of scattering theory which we discuss in a latter section, $D(\lambda)$ is the Jost function, as Garibotti and Villani ${ }^{2}$ had previously shown.

## 5. CONVERGENCE OF THE SOLUTION OF THE TRUNCATED PROBLEM FOR COMPACT OPERATORS

In this section we assume only that A of Eq. (2.1) is compact, rather than restricted to a portion of the trace class as we did in the previous section. We also assume (5.11). In the previous section we showed that the solution $f_{N}$ of the truncated problem (2.5) converged strongly to the solution and the Padé numerator and denominator converged separately to entire functions. Here we will prove that either the projection $p_{N}^{\prime}$ of the $\mathrm{f}_{N}$ converges strongly to the solution of (2.1) for all finite $\lambda$ not a singular point of (2.1) with at most one exceptional value of $\lambda$, or there exist two infinite subse-
quences, for one or the other of which the projection of $\mathbf{f}_{N}$ converges strongly to the solution of (2.1) for all finite $\lambda$ not a singular point of (2.1).

From the general theory ${ }^{14}$ of Eq. (2.1) for a compact operator we know that there are only a finite or denumerably infinite number of singular values of $\lambda$ for which Eq. (2.1) fails to have a unique, bounded solution. These singular values do not have a limit point in the finite $\lambda$ plane. Suppose $\lambda$ is not a singular value of Eq. (2.1). Let us first suppose, with at most a finite number of exceptions, that all of the solutions of the truncated Eq. $(2,5)$ are uniformly bounded. Then, recalling (2.1) and (2.5), we have

$$
\begin{equation*}
\mathbf{f}=\mathbf{g}+\lambda \mathbf{A f}, \quad \mathbf{f}_{N}=\mathbf{g}+\lambda \mathbf{P}_{N} \mathbf{A} \mathbf{P}_{N} \mathbf{f}_{N} . \tag{5.1}
\end{equation*}
$$

Let us introduce the orthogonal projection operators $P_{N}$ and $P_{N}^{\prime}$ which project onto the spaces $S_{N}$ and $S_{N}^{\prime}$. One may verify directly the properties

$$
\begin{equation*}
p_{N}^{\prime} \mathbf{P}_{N}=p_{N}^{\prime}, \quad \mathbf{P}_{N} p_{N}=p_{N} \tag{5.2}
\end{equation*}
$$

from the definition (2.4) of $\mathbf{P}_{N}$, as long as $\operatorname{det}\left|R_{i j}\right| \neq 0$. By multiplication and subtraction we derive from (5.1) and (5.2), by use of $p_{\infty}^{\prime} \mathbf{A}=p_{\infty}^{\prime} \mathbf{A} p_{\infty}^{\prime}$,

$$
\begin{align*}
p_{\infty}^{\prime} \mathfrak{f}-p_{N}^{\prime} \mathfrak{f}_{N}= & \left(p_{\infty}^{\prime} \mathbf{g}-p_{N}^{\prime} \mathbf{g}\right)+\lambda p_{\infty}^{\prime} \mathbf{A}\left(p_{\infty}^{\prime} \mathbf{f}-p_{N}^{\prime} \mathbf{f}_{N}\right) \\
& +\lambda p_{\infty}^{\prime}\left(\mathbf{I}-p_{\infty}^{\prime}\right) \mathbf{A} \mathbf{f}_{N}-\lambda p_{\infty} \mathbf{A} p_{\infty}^{\prime}\left(\mathbf{I}-p_{\infty}^{\prime}\right) f_{N} \\
& \left.+\lambda\left(p_{\infty}-p_{N}^{\prime}\right) \mathbf{A} \mathbf{f}_{N}-\lambda p_{\infty} \mathbf{A}\left(p_{\infty}^{\prime}-p_{N}^{\prime}\right) \mathrm{f}_{N}\right) . \tag{5.3}
\end{align*}
$$

If $\left\|f_{N}\right\|$ is uniformly bounded for all, then we have:
(i) The first term on the right-hand side of (5.3) tends to zero as $N \rightarrow \infty$. (ii) The third and fourth terms are zero identically. (iii) The last two terms tend to zero as $\mathbf{A}$ is compact by standard arguments. ${ }^{16}$ Thus under this assumption (5.3) reduces to
$\lim _{N \rightarrow \infty} \lambda\left[\left(p_{\infty}^{\prime} f-p_{N}^{\prime} f_{N}\right)-\lambda A\left(p_{\infty}^{\prime} f-p_{N}^{\prime} f\right)\right]=0$,
and thus, as $\lambda$ is not a singular value of (2.1), we conclude by the uniqueness of the solution to

$$
\begin{equation*}
d=0+\lambda A d \tag{5.5}
\end{equation*}
$$

that

$$
\begin{align*}
& \lim _{N \rightarrow \infty}\left\|p_{N}^{\prime} \mathrm{f}_{N}-p_{\infty}^{\prime} \mathrm{f}\right\|=0 \\
& \begin{aligned}
\lim _{N \rightarrow \infty}\left(\mathbf{h}, \boldsymbol{p}_{N}^{\prime} \mathrm{f}_{N}\right) & =\lim _{N \rightarrow \infty}\left(\boldsymbol{p}_{N}^{\prime} \mathrm{h}, \mathrm{f}_{N}\right) \\
& =\lim _{N \rightarrow \infty}\left(\mathrm{~h}, \mathrm{f}_{N}\right)=\lim _{N \rightarrow \infty}[N-1 / N]=(\mathbf{h}, \mathbf{f})
\end{aligned} \tag{5.6}
\end{align*}
$$

as $p_{N}^{\prime} \mathrm{h}=\mathrm{h}$, for any sequence of $N \prime s$ for which $\left\|\mathbf{f}_{N}\right\|$ is uniformly bounded.

Next we must consider the question of the existence of a sequence of $N$ 's for which $\left\|\mathbf{f}_{N}\right\|$ is uniformly bounded. In order to do so, it is helpful to discuss the structure of $\mathbf{P}_{N} \mathbf{A} \mathbf{P}_{N}$ acting on $S_{N_{0}}$ First, by definition (2.2), $\mathrm{AP}_{N} \varphi_{i}$ is in $S_{N}$ when $i \leqslant N-1$, and so for these elements the left-hand $\mathbf{P}_{N}$ acts like $P_{N}$. Thus if we introduce the orthonormal set of elements $\mathbf{e}_{j}$ defined by the requirement that $\left\{\mathrm{e}_{j}, j=1, \ldots, N\right\}$ span $S_{N}$, any effect of the possible obliqueness of the projection $\mathbf{P}_{N}$ in this situation is felt only on elements in the direction $\mathbf{e}_{N}$. Thus we may write

$$
\begin{equation*}
\mathbf{P}_{N} \mathbf{A} \mathbf{P}_{N} \psi=p_{N} \mathbf{A} p_{N} \psi+\ell_{N} \rho_{N}\left(\mathbf{e}_{N}, \psi\right) \tag{5.7}
\end{equation*}
$$

for any $\psi$ in $S_{N}$. The element, $\ell_{N}$, is necessarily in $S_{N}$ and is taken to be of unit norm. The magnitude of the last term is given by $\rho_{N} \geqslant 0$ 。 It is to be noted that there may only be a finite number of $\mathbf{e}_{j}$. This case corresponds to the case where a finite order Padé approximant is the exact solution, and, as the convergence question does not then arise, we shall assume we are not treating this case.

Now, suppose there is an infinite sequence of $\mathrm{f}_{N}$ such that $\left\|\mathrm{f}_{N}\right\| \rightarrow \infty$. For this sequence define $\mathrm{d}_{N}=\mathrm{f}_{N} /\left\|\mathrm{f}_{N}\right\|$ of unit norm. For these elements, (5.1) becomes, by using (5.7),

$$
\begin{equation*}
\mathrm{d}_{N}=\mathbf{g} /\left\|\mathrm{f}_{N}\right\|+\lambda p_{N} \mathbf{A} p_{N} \mathrm{~d}_{N}+\lambda \ell_{N} \rho_{N}\left(\mathbf{e}_{N}, \mathrm{a}_{N}\right), \tag{5.8}
\end{equation*}
$$

which, as $p_{N} \mathrm{~A} p_{N}$ is a compact operator and $\lambda$ is explicitly assumed not to be a singular value of (2.1), may be rewritten as

$$
\begin{equation*}
\mathrm{d}_{N}=\left[\mathbf{I}-\lambda p_{N} \mathbf{A} p_{N}\right]^{-1}\left[\mathbf{g} /\left\|\mathbf{f}_{N}\right\|+\lambda \ell_{N} \rho_{N}\left(\mathbf{e}_{N}, \mathrm{~d}_{N}\right)\right] . \tag{5.9}
\end{equation*}
$$

Now as $\left\|\mathrm{d}_{N}\right\|=1$ and $\|\mathrm{g}\| /\left\|\mathrm{f}_{N}\right\| \rightarrow 0$ by assumption, we must turn our attention to the second term. By $(5,2)$ and (5.7), we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left\|p_{N}^{\prime} e_{N} \rho_{N}\right\|=0 \tag{5.10}
\end{equation*}
$$

where $\psi$ was selected as $\mathbf{e}_{N}$. To see this result, we multiply Eq. (5.7) on the left by $p_{N}^{\prime}$ and use (5.2) to eliminate $\mathbf{P}_{N}$. Then by taking the inner product with $\mathbf{e}_{N}$ we get Eq. (5.10) from the compactness of $A$ and the fact that the $\mathbf{e}_{j}$ are an orthonormal set. As we need not consider at this point the possibility $\rho_{N} \rightarrow 0$, as that would immediately preclude, by (5.9), $\left\|\mathrm{d}_{N}\right\|=1$, we conclude from (5.10) that

$$
\lim _{N \rightarrow \infty}\left\|P_{N \nless N}^{\prime}\right\|=0
$$

also. Thus, as $\left\|_{\ell_{N}}\right\|=1$, it must be that the projection of $e_{N}$ into $S_{N}^{\prime} \rightarrow 0$ in norm. We now assume that

$$
\begin{equation*}
\liminf _{N \rightarrow \infty}\left\|P_{N} \mathbf{A} P_{N} \mathbf{A} \mathbf{e}_{N}\right\|=0 \tag{5.11}
\end{equation*}
$$

Thus, in the limit as $N \rightarrow \infty$ there is a subsequence for which we may set $\mathbf{A}=0$ and $\mathbf{g}=0$ in ( 5,9 ) and conclude, from the normalization condition on $\mathrm{d}_{N}$ and $\ell_{N}$, that

$$
\begin{align*}
& \lim _{N \rightarrow \infty}\left\|\mathrm{~d}_{N}-\ell_{N}\right\|=0,  \tag{5.12}\\
& \lim _{N \rightarrow \infty} \lambda \rho_{N}\left(\mathbf{e}_{N}, \ell_{N}\right)=1 . \tag{5.13}
\end{align*}
$$

An explicit calculation in terms of $\mathrm{d}_{N}=a \Omega_{N}+b \mathrm{c}_{N}$, $\left(e_{N}, c_{N}\right) \equiv 0$, and condition (5.11) forces the error in $(5,13)$ to zero, even in the case $\rho_{N} \rightarrow \infty$.

Since the only dependence of (5.13) on $\lambda$ is that explicitly exhibited, for the particular sequence considered Eq. $(5.13)$ can hold only for a particular value of $\lambda$ and is a contradiction to the assumption that $\left\|f_{N}\right\| \rightarrow \infty$ for all other values. For those other values which are not singular values of (2.1), the arguments of (5.1)-(5.6) imply convergence. Of course, there may be other sequences of $N$ 's which correspond to other values of $\lambda$ 。

We may now summarize our results in the following theorem.

Theorem: Let $\Lambda$ be any closed, bounded region in the complex $\lambda$ plane not containing a singular point of Eq.
(2.1). If $f_{N}$ is the solution of Eq. (2.5), $p_{N}^{\prime}$ is the orthogonal projection onto the space $\int_{N}^{\prime}$ spanned by the elements $\varphi_{i}^{\prime}, i=1, \ldots, N$, of Eq. (2.2), and (5.11) holds, then either a finite order $f_{N}$ is exact, or

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left\|p_{N} f-p_{N} f_{N}\right\|=0 \tag{5.14}
\end{equation*}
$$

where the limit is over all of the infinite number of $N$ 's for which $\mathbf{P}_{N}$ exists, ${ }^{13}$ or for each $\lambda$ in $\Lambda$ for which (5.14) fails, there exists an infinite subsequence of $N$ 's for which (5.14) holds for every other $\lambda$ in $\Lambda$.

By Eqs. (2.15) and (5.6), Eq. (5.14) directly implies the convergence of the $[N-1 / N]$ Pade approximants. The two cases allowed by this theorem are: (a) The entire sequence of $f_{N}$ satisfy (5.14) everywhere in $\Lambda$ with at most one exception, or (b) by selecting at most two infinite subsequences of $f_{N}$, we may obtain convergence at every point of $\Lambda$.

If we make a stronger assumption, then we can prove convergence of the entire sequence, $f_{N}$. Let us assume, instead of (5.11) that

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left\|\left(\mathrm{I}-p_{N}^{\prime}\right) p_{N}^{\prime}\right\|=0 \tag{5,15}
\end{equation*}
$$

This condition holds automatically if for example $\mathbf{A}$ is Hermitian, or the upper Hessenberg form of $\mathbf{A}$ is tridiagonal, as discussed at the beginning of Sec. 4. Assume that $\left\|f_{N}\right\|$ are not uniformly bounded; then there must exist a subsequence $\mathrm{d}_{n}=\mathrm{f}_{N(n)} /\left\|\mathrm{f}_{N(n)}\right\|$ for which, as $\left\|f_{N(n)}\right\| \rightarrow \infty$, we have

$$
\begin{equation*}
\mathrm{d}_{n}-\lambda \mathbf{P}_{N(n)} \mathrm{Ad}_{n} \rightarrow 0 \tag{5.16}
\end{equation*}
$$

Now since $A$ is compact, there is a subsequence of the $\mathrm{d}_{n}, \mathrm{~d}_{m}$ such that

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \lambda \mathrm{Ad}_{m}=\mathrm{d} . \tag{5,17}
\end{equation*}
$$

By Eq. (5.2), (5.16), and (5.17)

$$
\begin{equation*}
\lim _{m \rightarrow \infty} P_{N(m)}^{\prime} \mathrm{d}_{m}=\lim _{m^{\rightarrow \infty}} p_{N(m)}^{\prime} \mathrm{d}=P_{\infty}^{\prime} \mathrm{d}=\mathrm{d} \tag{5,18}
\end{equation*}
$$

as condition (5.15) implies $S_{\infty}^{\prime} \supset S_{\infty}$ Now

$$
\begin{equation*}
\lim _{m \rightarrow \infty}\left\|\mathrm{~d}_{m}-p_{N(m)}^{\prime} \mathrm{d}_{m}\right\| \leqslant \lim _{m \rightarrow \infty}\left\|\left(\mathrm{I}-p_{N(m)}^{\prime}\right) p_{N(m)}\right\| \tag{5.19}
\end{equation*}
$$

as $\left\|d_{m}\right\|=1$. Thus by ( 5.15 ), $(5.18)$, and ( 5.19 ) for the subsequence $d_{m}$, we have

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \mathrm{~d}_{m}=\mathrm{d} \tag{5,20}
\end{equation*}
$$

or by (5.17)

$$
\begin{equation*}
\mathrm{d}=0+\lambda \mathrm{Ad}, \tag{5.21}
\end{equation*}
$$

which implies, as $\lambda$ is not a singular value of (2.1), that $d=0$, but $\|d\|=1$ which is a contradiction. Therefore, it must be that (5.15) implies that $\left\|\mathrm{f}_{N}\right\|$ is uniformly bounded and we obtain convergence by the argument (5.1) to (5.6).

If we only assume (5.15) to hold for a subsequence, then, for that subsequence, the $\left\|f_{N}\right\|$ is uniformly bounded and convergence is again obtained.

The results of this section prove a modified version of a theorem conjectured by Chisholm ${ }^{3}$ a decade ago.

Nole added in proof: An intermediate assumption between (5.11) and (5.15) would be that $\boldsymbol{A}$ is compact and

$$
\begin{equation*}
\liminf _{N \rightarrow \infty}\left\|\left(I-P_{N}\right) P_{N}\right\|=\sigma<1 \tag{5.22}
\end{equation*}
$$

As arguments (5.2) through (5.6) are valid for these assumptions, we need further analyze only the case where $\left\|\mathfrak{f}_{N}\right\| \rightarrow \infty$ for all $N$ for which the $\mathfrak{f}_{N}$ are defined; otherwise we could find a bounded, and hence convergent, subsequence in the sense of (5.14). Thus we may consider a subsequence for which both (5.16) and (5.22) hold. By multiplication by $P_{N(n)}^{\prime}$, we may rewrite ( 5.16 ) as
$p_{N(n)} \mathrm{d}_{n}-\lambda p_{N(n)}^{\prime} P_{N(n)} A d_{n} \rightarrow \lambda p_{N(n)}\left(P_{N(n)+1}-P_{N(n)}\right) A d_{n}$
where use was made of the fact that as $\mathrm{d}_{n} \in S_{N(n)}$, then $A d_{n} \in S_{N(n)+1}$. The right-hand side of Eq。 $(5,23)$ tends to zero, by the compactness of $A$ and $\left\|d_{n}\right\|=1$. Now, by the triangle inequality and $(5,22)$ we have

$$
\begin{align*}
\left\|P_{N} P_{N} \mathrm{k}\right\| & \geqslant\left\|P_{N} \mathrm{k}\right\|-\left\|\left(\mathrm{I}-p_{N}\right) P_{N} \mathrm{k}\right\| \\
& \geqslant\left\|P_{N} \mathrm{k}\right\|-\left\|\left(\mathrm{I}-P_{N}^{\prime}\right) P_{N}\right\| \cdot\left\|P_{N}\right\| \geqslant(1-\sigma)\left\|P_{N} \mathrm{k}\right\| \tag{5.24}
\end{align*}
$$

By the compactness of $A$, we may select a subsubsequence $d_{m}$ of the $d_{n}$ with property ( 5.17 ), where $d \in S_{\infty}$ necessarily. Consider now by ( 5.23 ), ( 5.24 ), and the compactness of $\mathbf{A}$

$$
\begin{align*}
0 & =\lim _{m \rightarrow \infty}\left\|P_{N(m)}^{\prime} P_{N(m)}\left(\mathrm{d}_{m}-\lambda A d_{m}\right)\right\| \\
& \geqslant(1-\sigma) \lim _{m \rightarrow \infty}\left\|P_{N(m)}\left(\mathrm{d}_{m}-\lambda A d_{m}\right)\right\| \\
& =(1-\sigma) \lim _{m \rightarrow \infty}\left\|\mathrm{~d}_{m}-\lambda A d_{m}\right\| \\
& \geqslant \frac{(1-\sigma)\left\|\mathrm{d}_{m}\right\|}{\left\|(I-\lambda \mathbf{A})^{-1}\right\|}>0 \tag{5,25}
\end{align*}
$$

since $\lambda$ is not a singular value of $A, \sigma<1$, and $\left\|d_{m}\right\|=1$. But this is a contradiction. Therefore ( 5,22 ) implies that there exists at least a subsequence of $\mathfrak{f}_{N}$ which are uniformly bounded; hence by (5.6) those $[N-1 / N]$ Padé approximants converge.

## 6. CERTAIN MEROMORPHIC FUNCTIONS AS SPECIAL CASES

In this section we apply the results of the previous sections to prove the convergence of the Padé approximants to a certain class of meromorphic functions. Consider any function, regular at the origin and meromorphic with only simple poles in the whole complex plane, which is bounded on a series of contours $C_{n}$ which tend to infinity. Then ${ }^{17}$ there exists a representation of it of the form

$$
\begin{align*}
f(z) & =f(0)+\sum_{n=1}^{\infty}\left(\frac{b_{n}}{a_{n}-z}-\frac{b_{n}}{a_{n}}\right) \\
& =f(0)+\sum_{m=1}^{\infty}\left(\sum_{n=1}^{\infty} b_{n} a_{n}^{-1-m}\right) z^{m}, \tag{6.1}
\end{align*}
$$

where we suppose that the $a_{n}$ are ordered, $\left|a_{n+1}\right| \geqslant\left|a_{n}\right|$, and that $\sum b_{n} a_{n}^{-2}$ converges by the existence of $f^{\prime}(0)$. In terms of the vector $g$ and matrix $A$

$$
\begin{equation*}
\mathbf{A}_{i j}=\delta_{i j} / a_{i}, \quad \mathbf{g}_{i}=\left(b_{i}\right)^{1 / 2} a_{i}^{-1}, \quad h_{i}=g_{i}^{*}, \tag{6.2}
\end{equation*}
$$

we may write the equation

$$
\begin{equation*}
\mathbf{f}=\mathbf{g}+z \mathbf{A} \mathbf{f} \tag{6.3}
\end{equation*}
$$

and verify directly that

$$
\begin{equation*}
f(z)=f(0)+z(\mathrm{~h}, \mathrm{f}) \tag{6.4}
\end{equation*}
$$

Since as $f(z)$ is meromorphic, there can be no point of accumulation of the $a_{n}$ in the finite complex plane; therefore, $1 /\left|a_{n}\right| \rightarrow 0$ and hence $A$ is a compact operator. Here when we have (5.11), then, by the results of the previous section that if $R$ is any finite, closed, bounded region in the complex $z$ plane not containing a pole of $f(z)$, then either a finite order $[N-1 / N]$ Padé approximant is $f(z)$ exactly, or the entire sequence of $[N-1 / N]$ Padé approximants (those which exist) converges everywhere in $R$, or for any point in $R$ for which $[N-1 / N]$ fails to converge there exists a subsequence of the $[N-1 / N]$ Padé approximants which converges at every other point of $R$. Therefore, either the entire sequence of [ $N-1 / N]$ Padé approximants converges everywhere in $R$ with at most one exception, or by selecting at most two infinite subsequences we may obtain convergence at every point in $R$. This result proves a modification of a theorem conjectured by Baker and Gammel ${ }^{8}$ over a decade ago. If the $a_{i}$ are real and $b_{i}>0$, then $\mathrm{A}=\mathrm{A}^{\dagger}$, $\mathbf{g}=\mathrm{h}$, and we have $S_{N}=S_{N}^{\prime}$ so that the entire sequence must converge. This case is the Hamburger moment problem.

The case where multiple poles occur is dealt with by a variant of the above method. First note that the $N \times N$ matrix identity

$$
\begin{align*}
\mathbf{U}^{n+1} & \equiv\left(\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
0 & 1 & \cdots & 1 \\
\vdots & \vdots & 0 & \vdots \\
0 & \vdots & 0 & \vdots \\
0 & 0 & \cdots & 1
\end{array}\right) \\
& =\left(\begin{array}{ccccc}
1 & \binom{-2}{n} & \binom{-3}{n} & \cdots & \binom{(-N}{0} \\
0 & 1 & (-2) \\
0 & 0 & 1 & \cdots & \binom{-N+2}{n} \\
\vdots & \vdots & \vdots & 0 & \vdots \\
\vdots & \vdots \\
0 & 0 & \vdots & 0 & \vdots \\
0 & 0 & 0 & \cdots & 1
\end{array}\right), \tag{6.5}
\end{align*}
$$

where $\left(\begin{array}{l}\binom{a}{b}\end{array}\right)$ is the usual binomial expansion coefficient. The power series expansion for

$$
\begin{equation*}
\sum_{j=1}^{N} A_{j} /(1-z)^{j} \tag{6.6}
\end{equation*}
$$

is formally generated by the expression

$$
\begin{equation*}
\left(\mathrm{h}, \sum_{n=0}^{\infty} z^{n} \mathrm{U}^{n+1} \mathbf{g}\right), \mathrm{h}=(\alpha, 0,0 \cdots 0), \quad \mathrm{g}_{j}=A_{j} / \alpha \tag{6.7}
\end{equation*}
$$

By including such $N \times N$ blocks U/ $a_{j}$ for $N$ th order poles in place of $1 / a_{j}$ in the definition of $A$, we may reproduce the higher order poles without destroying the compactness of A.

One may either, as $e^{x}=\lim _{N-\infty}(1-x / N)^{-N}$, work out the application of the theory of the relationship of compact operators to the convergence of Padé approximants by a limiting form of ( 6.5 ), or directly as

$$
\begin{equation*}
f(x)=1+\lambda \int_{0}^{x} f(y) d y \tag{6.8}
\end{equation*}
$$

has the solution $f(x)=e^{\lambda x}$. The operator $\int_{0}^{x} d y$ is compact, as it has $\left\|\int_{0}^{x} d x\right\|_{2}=\frac{1}{2}$ over the range $0 \leqslant x, y \leqslant 1$. Thus, the Pade approximants to $e^{x}$ converge, as is well known from the work of Padé ${ }^{18}$ Since the sum of two compact
operators acting on disjoint spaces is again compact, we can deduce that in addition the sum of any meromorphic function plus a finite number of exponentials is again represented by a compact operator and hence if (5.11) holds has convergent $[N / N]$ Padé approximants. Since, by the invariance theorem ${ }^{12}$ Pade approximation is invariant under linear fractional transformation, any function which is representable as $(A+B f) /(C+D f)$ ( $A D-B C \neq 0$ ) with $f$ of class (6.1) plus a finite number of exponentials again has convergent $[N / N]$ Padé approximants. It seems likely that the class of functions to which these results can be applied can be greatly extended. The entire-function examples of Gammel and Wallin ${ }^{13,19}$ show that we cannot prove convergence of the entire sequence of Padé approximants for the whole class of entire functions.

If we restrict the class of meromorphic functions given by ( 6.1 ) by the further requirements that $\sum_{n} 1 /\left|a_{n}\right|$ converges, the poles are simple, the $a_{i}$ are real, and the $b_{i}>0$, then A given by (6.2) is of trace class, and by Sec. 4 the Padé numerators and denominators separately converge in addition to the approximants themselves. Edrei ${ }^{20}$ has very recently also shown convergence of the numerator and denominator separately for this same special case, but over a wider set of Padé approximants.

We note in passing the interesting case of $e^{z}$. Padé ${ }^{18}$ showed that for the $[M / M]$ Padé approximant that as $M \rightarrow \infty$

$$
\begin{equation*}
P_{M}^{\infty} \rightarrow e^{z / 2}, \quad Q_{M} \rightarrow e^{-z / 2} . \tag{6.9}
\end{equation*}
$$

Furthermore, since $1 /\left(1+e^{z}\right)$ is of the class ( 6,1 ) as $C_{n}$ can be taken as a square contour $(z=x+i y), x, y$ $= \pm 2 \pi n$, we have by the results of this section and invariance the convergence of the $[M / M]$ Padé approximants as described above. The convergence of the numerator and denominators separately is not established as the poles are at $z= \pm(2 n+1) \pi i$ so that $\sum_{j=1}^{N} 1 /\left|a_{j}\right|$ diverges logarithmically as $N \rightarrow \infty$ so that A of (6.2) is not of trace class, even though $\operatorname{Tr}(\mathbf{A})=0$. It may be that the trace-class condition and our other conditions can be somewhat weakened for the convergence of the Pade numerator and denominator.

## 7. QUANTUM SCATTERING THEORY

In this section we shall consider nonrelativistic, quantum mechanical scattering by a fixed potential source. This scattering is governed by the Schrödinger equation which is

$$
\begin{equation*}
-\nabla^{2} \psi(\mathbf{r})+\lambda V(\mathbf{r}) \psi(\mathbf{r})=k^{2} \psi(\mathbf{r}), \tag{7.1}
\end{equation*}
$$

where $\nabla^{2}$ is the Laplacian operator, $\psi$ is the wavefunction, $r$ is a three-dimensional vector, $\lambda$ is the coupling constant, $V(r)$ is the potential energy, and $k^{2}$ is the energy. To complete the description of the scattering problem, we must specify the boundary conditions for (7.1). The standard ones are that at large distances $\psi$ should look like an incoming plane wave. That is,

$$
\begin{equation*}
\psi(\mathbf{r}) \approx \exp \left(i \mathbf{k}^{\circ} \mathbf{r}\right)-(\mathbf{1} / 4 \pi r) \exp \left(i k^{\prime} r\right) T\left(\mathbf{k}^{\prime}, \mathbf{k}\right) \tag{7.2}
\end{equation*}
$$

where $k$ is the wave vector of the incoming wave and $\mathbf{k}^{\prime}=|\mathbf{k}| \mathbf{r} /|\mathbf{r}|$ is thought of as the wave vector describing the outgoing wave. One may derive from the bound-
ary conditions and Eq. (7.1) the Green's function equation. It is

$$
\begin{align*}
\psi(\mathbf{r})= & \exp (i \mathbf{k} \cdot \mathbf{r})-\lambda \int \frac{\exp \left(i k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)}{4 \pi\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \\
& \times V\left(\mathbf{r}^{\prime}\right) \psi\left(\mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime} \tag{7.3}
\end{align*}
$$

which we may write symbolically as

$$
\begin{equation*}
\psi=\varphi-\lambda G V \psi . \tag{7.4}
\end{equation*}
$$

The quantity of physical interest is the scattering amplitude

$$
\begin{equation*}
T\left(\mathbf{k}^{\prime}, \mathbf{k}\right)=\lambda \int \exp \left(-i \mathbf{k}^{\prime} \circ \mathbf{r}\right) V(\mathbf{r}) \psi(\mathbf{r}) d \mathbf{r}=\lambda\left(\mathrm{V}^{\dagger} \chi, \psi\right) \tag{7.5}
\end{equation*}
$$

In order to use the results of the previous sections to discuss the convergences of the Padé approximants in $\lambda$ to $T\left(\mathbf{k}^{\prime}, \mathbf{k}\right)$ we must show the kernel is a compact operator. Instead of concerning ourselves with this general case, we will content ourselves with the well-known conditions for the Hilbert-Schmidt class $\|A\|_{2}<\infty$, which implies compactness.

First, let us recast Eq. (7.4) slightly, as the kernel is not Hilbert-Schmidt as it stands, by introducing

$$
\begin{equation*}
\mathrm{f}=\mathrm{V}^{1 / 2} \psi, \quad \mathrm{~g}=\mathrm{V}^{1 / 2} \varphi, \quad \mathrm{~h}=\left(\mathrm{V}^{1 / 2}\right)^{\dagger} \chi \tag{7.6}
\end{equation*}
$$

Then we have, multiplying Eq. (7.4) by $\mathrm{V}^{1 / 2}$,

$$
\begin{equation*}
\mathbf{f}=\mathbf{g}-\lambda V^{1 / 2} \mathbf{G} V^{1 / 2} \mathbf{f}, \quad T\left(\mathbf{k}^{\prime}, \mathbf{k}\right)=(\mathbf{h}, \mathbf{f}) \tag{7.7}
\end{equation*}
$$

where $V^{1 / 2}$ is any square root of $V$. The HilbertSchmidt norm is then

$$
\begin{align*}
\tau= & \left\|\mathrm{V}^{1 / 2} G \mathrm{~V}^{1 / 2}\right\|_{2}^{2}=\frac{1}{16 \pi^{2}} \iint d \mathbf{r} d \mathbf{r}^{\prime}|V(r)| \\
& \times \frac{\exp \left(-2 \nu\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{2}}\left|V\left(\mathbf{r}^{\prime}\right)\right| \tag{7.8}
\end{align*}
$$

where $\nu=\operatorname{Im}(k)$. Also $\|g\|_{2}$ and $\|h\|_{2}$ are finite if

$$
\begin{equation*}
\int d \mathbf{r}|V(\mathbf{r})| \exp (2|\nu \mathbf{r}|)<\infty \tag{7.9}
\end{equation*}
$$

where for $\|h\|_{2}$, the $\operatorname{Im}\left(k^{\prime}\right)$ replaces $\nu$. Following Scadron et al., ${ }^{21}$ we may rewrite (7.8) in the momentum representation

$$
\begin{align*}
\tau & =2 \pi^{2} \int d \mathrm{q} \frac{|U(\mathbf{q})|^{2} \tan ^{-1}(q / 2 \nu)}{q} \\
& \leqslant \pi^{2} \int d \mathrm{q} \frac{|U(\mathbf{q})|^{2}}{q} \tag{7,10}
\end{align*}
$$

for $\nu \geqslant 0$, where

$$
\begin{equation*}
U(\mathbf{q})=\int \exp \left(-i \mathbf{q}^{\circ} \mathbf{r}\right)|V(\mathbf{r})| d \mathbf{r} \tag{7,11}
\end{equation*}
$$

The implication is that for $\nu=0(7.9)$ and (7.10) are finite for decent potentials where $V(\mathbf{r})$ is less singular than $|\mathbf{r}|^{-2+\epsilon}, \epsilon>0$, as $|\mathbf{r}| \rightarrow 0$ and goes to zero faster than $|\mathbf{r}|^{-3-\epsilon}, \epsilon>0$, as $|\mathbf{r}| \rightarrow \infty$. For $\nu \neq 0$, it suffices to impose (7.9) and the condition that $V(\mathbf{r})$ be less singular at the origin than $|\mathbf{r}|^{-2+\epsilon}, \epsilon>0$.

Thus we conclude from Sec. 5 that if $V(r)$ satisfies the above conditions of being short ranged and not too singular at the origin and for reasonable choices of $\varphi$ and $\chi$ so that $(5.11)$ or $(5.22)$ hold, that the $[M / M]$ Pade approximants in $\lambda$ to the scattering amplitude
$T(\mathbf{k}, \mathbf{k})$ converge for all $k, k^{\prime}$ in a strip around the real axis determined by (7.9). By converge, we mean here, as in Sec. 5, that either the entire sequence converges when $\lambda$ is not a singular value except for at most one value $\lambda_{0}\left(k, k^{\prime}\right)$, or we may obtain convergence everywhere (fixed $k, k^{\prime}$ ) by selecting at most two infinite subsequences. In the special case of forward scattering where $k^{2}<0$ and $V(r)$ is of fixed sign, the kernel of Eq. (7.7) can be chosen to be Hermitian. As we have remarked previously, in this special case $S_{N}=S_{N}^{\prime}$ so that we can conclude convergence of the entire sequence.

Next we will treat the partial wave scattering amplitudes. Since the partial wave decomposition reduces the general case to block diagonal form, the partial wave kernels are automatically still compact, and so all the above results still apply. We get in fact, a slight loosening of the restrictions on the potential when we impose spherical symmetry in order to study the partial wave scattering amplitudes. In the case of a single-signed potential we can prove in addition the separate convergence of the numerator and denominator. The denominators converge to the Jost function. This result places the result of Garibotti and Villani ${ }^{2}$ within our general framework.
If we expand in partial waves

$$
\begin{equation*}
\psi(r)=\sum_{l}(2 l+1) P_{l}(\cos \theta) \psi_{l}(r) / k r \tag{7.12}
\end{equation*}
$$

then Eq. (7.3) becomes, if $V$ has spherical symmetry, the uncoupled set of equations ${ }^{22}$

$$
\begin{align*}
\psi_{l}(r)= & k r j_{l}(k r) \\
& -\lambda \int_{0}^{\infty} g_{l}\left(r, r^{\prime}\right) V\left(r^{\prime}\right) \psi_{l}\left(r^{\prime}\right) d r^{\prime} \tag{7.13}
\end{align*}
$$

where

$$
\begin{array}{rlrl}
g_{l}\left(r, r^{\prime}\right) & =k r r^{\prime} j_{l}(k r) k_{l}\left(k r^{\prime}\right), & r^{\prime} \geqslant r,  \tag{7.14}\\
& =k r r^{\prime} j_{l}\left(k r^{\prime}\right) k_{l}(k r), \quad r^{\prime}<r,
\end{array}
$$

is the Green's function. By using known inequalities ${ }^{22}$ for the spherical Bessel functions we may bound

$$
\begin{equation*}
\left|g_{\imath}\left(r, r^{\prime}\right)\right| \leqslant \frac{C^{2} \exp \left[(|\nu|-\nu) r_{\rangle}\right] r_{<}}{1+|k| r_{<}} \tag{7.15}
\end{equation*}
$$

through the whole complex $k$ plane, where $r_{<}$is the lesser and $r_{>}$the greater of $r$ and $r^{\prime}$ 。

We will now proceed to show that, for decent potentials, the kernel of an equation closely related to (7.13) is of trace class and so the $l$ th partial wave scattering amplitude

$$
\begin{equation*}
T_{l}(k)=\lambda k^{-1} \int_{0}^{\infty} j_{l}(k r) V(r) \psi_{l}(r) r d r \tag{7.16}
\end{equation*}
$$

has $[M / M]$ Padé approximants in $\lambda$ whose numerators and denominators converge. First we slightly recast Eq. (7.13) as

$$
\begin{align*}
V(r)^{1 / 2} \psi_{l}(r)= & V(r)^{1 / 2} k r j_{l}(k r) \\
& -\lambda \int_{0}^{\infty}\left[V(r)^{1 / 2} g_{l}\left(r, r^{\prime}\right) V\left(r^{\prime}\right)^{1 / 2}\right] \\
& \times V\left(r^{\prime}\right)^{1 / 2} \psi_{l}\left(r^{\prime}\right) d r^{\prime} \tag{7.17}
\end{align*}
$$

where we take any square root of $V(r)$ for the present. If $V(r) \geqslant 0$, we will later mean $V(r)^{1 / 2} \geqslant 0$ also, and if $V(r) \leqslant 0$, we will later mean $i V(r)^{1 / 2} \leqslant 0$. Then we factor
the kernel as

$$
\begin{align*}
K\left(r, r^{\prime}\right)= & \left(V(r)^{1 / 2} r^{1-\epsilon}(1+r)^{\epsilon \epsilon 6}\right) \\
& \times\left[r^{-1+\epsilon}(1+r)^{-\epsilon-6} g_{l}\left(r, r^{\prime}\right)\right. \\
& \left.\times\left(1+r^{\prime}\right)^{-\epsilon-6}\left(r^{\prime}\right)^{-1+\epsilon}\right] \\
& \times\left[\left(r^{\prime}\right)^{1-\epsilon}\left(1+r^{\prime}\right)^{\epsilon+6} V(r)^{1 / 2}\right] . \tag{7.18}
\end{align*}
$$

By the first part of inequality (3.11), we have for $\nu=\operatorname{Im}(k) \geqslant 0$,

$$
\begin{align*}
& \left\|K\left(r_{\gamma} r^{\prime}\right)\right\|_{1} \leqslant\left(\max _{0 \leqslant r<\infty}\left(|V(r)|^{1 / 2} r^{1-\epsilon}(1+r)^{\epsilon+6}\right)\right)^{2} \\
& \quad \times\left\|r^{-1+\epsilon}(1+r)^{-\epsilon-6} C^{2} r_{<}\left(r^{\prime}\right)^{-1+\epsilon}\left(1+r^{\prime}\right)^{-\epsilon-6}\right\|_{1} \tag{7.19}
\end{align*}
$$

where bound (7.15) has been used. Now it is elementary to show that the potential independent term in (7.19) is a Hermitian, positive definite operator, so that its trace norm is just its trace. Direct calculation shows this trace to be finite, if $\epsilon, \delta>0$. Thus by considering the other factor in (7.19), we see that if $V(r)$ is better behaved than $r^{-2}$ at 0 and $\infty$, the kernel of Eq. (7.17) is of trace class. Thus as the kernel is necessarily compact, we have, for $\nu=0$, again the convergence results obtained above. For $\nu$ different from zero, we must impose the normalization condition at infinity

$$
\begin{equation*}
\int^{\infty}|V(r)| \exp (2|\nu| r) d r<\infty \tag{7.20}
\end{equation*}
$$

in order to prove the convergence.
Now, to apply the results of Sec. 4, we need to show that $S_{N}=S_{N}^{\prime}$. Garibotti and Villani ${ }^{2}$ have shown the equivalent of this result for a single-signed potential and $k$ real. We retain the restriction to a single-signed potential, but generalize to nonreal $k$. First, for real $k$, we write out (7.14) explicitly in terms of its real and imaginary parts as

$$
\begin{align*}
g_{l}\left(r, r^{\prime}\right)= & k r r^{\prime}\left[j_{l}(k r) n_{l}\left(k r^{\prime}\right) \quad r^{\prime} \geqslant r,\right. \\
& \left.+i j_{l}(k r) j_{l}\left(k r^{\prime}\right)\right],  \tag{7,21}\\
= & k r r^{\prime}\left[j_{l}\left(k r^{\prime}\right) n_{l}(k r) \quad r^{\prime}<r\right. \\
& \left.+i j_{l}(k r) j_{l}\left(k r^{\prime}\right)\right],
\end{align*}
$$

It is to be noticed that the real part is Hermitian and the imaginary part is purely one-dimensional. In fact we may write, for a single signed potential, the structure of the kernel of Eq. (7.17) as

$$
\begin{equation*}
K\left(r, r^{\prime}\right)=\mathrm{H}+(i / k) \mathrm{g}(\mathbf{g},) \tag{7.22}
\end{equation*}
$$

where $H$ is Hermitian and $g$ is the inhomogeneous term in (7.17). Then, constructing the $\varphi_{i}$ of (2.2), we have

$$
\begin{align*}
& \varphi_{0}=\mathrm{g}, \quad \varphi_{1}=\mathrm{H} g+(i / k) \varphi_{0}\left\|\varphi_{0}\right\|^{2}  \tag{7.23}\\
& \varphi_{2}=\mathrm{H}^{2} \mathbf{g}+(i / k) \varphi_{1}\left\|\varphi_{0}\right\|^{2}, \cdots
\end{align*}
$$

so that the space $S_{N}$ is plainly the same as that generated by $H$ alone. An analogous argument shows the same result for $S_{N}^{\prime}$. Thus the upper Hessenberg representation of $k$ in terms of the orthonormal basis $\mathbf{e}_{j}$ which spans the $S_{N}$ is tridiagonal. Since for the study of the analytic continuation scattering amplitude, we may simply analytically continue the kernel in this representation, and as the analytic continuation of zero is zero, we find that the kernel stays tridiagonal. Hence,
we conclude that $S_{N}=S_{N}^{\prime}$, and so the results of Sec. 4 apply. Thus, under the same restrictions on the potential as given above [near (7. 20)] we conclude from Sec. 4 that the entire sequence of numerators and denominators converges, We remark that, for $k$ pure imaginary, it follows directly from (7.21) that $g_{l}\left(r, r^{\prime}\right)$ is real and so Hermitian. As $V(r)$ is of a single sign $\sqrt{V} g_{l} \sqrt{V}$ may be chosen as Hermitian, and so we verify directly that the upper Hessenberg form is tridiagonal, in agreement with our analytic continuation argument.

That the Padé denominators converge to the Jost function (see Newton ${ }^{22}$ or Goldberger and Watson, ${ }^{23}$ for example, for a definition of the Jost function) follows from the work of Sec. 3. As the $[M / M]$ Pade are the exact solutions to a sequence of truncated problems, their denominators are given by

$$
\lim _{m \rightarrow \infty} D_{M}(\mathrm{I}-\lambda \mathrm{A})=D(\mathrm{I}-\lambda \mathrm{A}),
$$

which is one definition of the Jost function.
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In this article the question of how experimental uncertainties affect the construction of the scattering amplitude from the differential cross section and unitarity at a fixed energy is examined. It is shown that in most cases in which the solution can be found by the method of Newton and Martin, the problem is
"well-posed" in the sense that the solution depends continuously on the data. A new proof is given of the fact that if the differential cross section is nearly constant and small enough, there is a unique solution of the problem. Some estimates for the scattering amplitude and other functions of interest are given.

## 1. INTRODUCTION

The main objective of this article is to show that the problem of determining the scattering amplitude from the differential cross section and unitarity at a fixed energy is "well-posed" for spin-zero elastic scattering under conditions which allow the integral operator which expresses the unitarity to be inverted.

A well-posed problem in the sense of Hadamard is a functional equation which, in some class of functions, has a unique solution which depends continuously on any given data. Historically, this notion was first introduced in connection with initial-value problems for elliptic partial differential equations. Here we will consider the behavior of solutions of a Hammerstein-like nonlinear integral equation under perturbations of the kernel of the linear part of the integral operator, because in this problem the kernel is obtained directly from the data, namely the differential cross section. For the sake of economy, we will call the problem described in the first paragraph of this introduction the problem of the unitarity equation. Accordingly, the problem of the unitarity equation will be said to be wellposed in the function space $X$ and for the class $G$ of differential cross sections if:
(1) To each differential cross section $G$ in $\mathcal{G}$ there corresponds a unique scattering amplitude $F$ in $X$ which satisfies the integral equation of unitarity and $|F|=G$;
(2) if $G_{1}$ is a differential cross section which is close to $G$ in the topology of $G$, then there corresponds to $G_{1}$ a unique scattering amplitude $F_{1}$ in $X$ which satisfies the integral equation of unitarity, $\left|F_{1}\right|=G_{1}$, and $F_{1}$ is close to $F$ in the topology of $X$.

As always, uniqueness is taken in Newton's sense of "essential uniqueness" as in Ref. 1.

This problem of continuous dependence of the solution of the integral equation of unitarity on the data, i. e., the differential cross section, is an interesting one because the differential cross section is obtained from measurements made with the aid of actual instruments and is therefore known only approximately. In previous treatments of the problem of the unitarity equation (including Refs. 1-4) it has been supposed that the differential cross section is given with "infinite accuracy." We will show that in many cases such a supposition is justified because the problem is well-posed.

Section 2 of the article is preparatory. In it we rewrite the unitarity integral equation in such a way as to
eliminate the need for dealing with the inverse sine function, which appears in all previous works on this equation. In this section we also obtain some simple but useful estimates on the imaginary part of the scattering amplitude and on some other related functions. In Sec. 3 we complete the program of showing the well-posedness of the problem of the unitarity equation in cases in which it is possible to invert the integral operator of unitarity by the Banach contraction mapping principle. In Sec. 4 we develop some results about branching of solutions of abstract equations of the form $u-K N(u)=0$, where $N$ is a nonlinear operator and $K$ is a bounded linear operator. In Sec. 5 this material is applied to the problem of the unitarity equation. Our results are principally for the case in which the scattering body or potential has spherical symmetry, although we will also indicate some results under less restrictive hypotheses. In conclusion, we obtain a new proof that if the differential cross section is nearly constant and small enough, there is a unique scattering amplitude that corresponds to this cross section and satisfies the unitarity integral equation.

We will now give a brief review of the background of the problem of the unitarity equation. This will also serve to exhibit the notation we will use. By the "unitarity equation" we mean the nonlinear integral equation

$$
\begin{equation*}
4 \pi \operatorname{Im} F\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)=\int_{S} F\left(\mathrm{n}_{1}, \mathrm{n}\right) \overline{F\left(\mathrm{n}_{2}, \mathrm{n}\right)} d \Omega(\mathrm{n}) \tag{1.1}
\end{equation*}
$$

where $S$ is the unit sphere in $\mathbb{R}^{3}, n_{1}, n_{2}$, and $n$ are unit vectors in $S$, and $F$ is a complex-valued function on $S \times S$ which is proportional to the scattering amplitude. The scattering body or potential is supposed to possess inversion symmetry, so that $F\left(\mathrm{n}_{2}, \mathrm{n}_{1}\right)=F\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right) .{ }^{5}$ The problem of determining the scattering amplitude from the differential cross section and unitarity is then that of finding those solutions of (1.1) which also satisfy

$$
\begin{equation*}
|F|=G, \tag{1.2}
\end{equation*}
$$

where $G$ is a nonnegative function on $S \times S$ which is proportional to the differential cross section.

Equating real and imaginary parts in (1.1), we obtain

$$
\begin{align*}
4 \pi \operatorname{Im} F\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)= & \int_{S}\left[\operatorname{Re} F\left(\mathrm{n}_{1}, \mathrm{n}\right) \operatorname{Re} F\left(\mathrm{n}_{2}, \mathrm{n}\right)\right. \\
& \left.+\operatorname{Im} F\left(\mathrm{n}_{1}, \mathrm{n}\right) \operatorname{Im} F\left(\mathrm{n}_{2}, \mathrm{n}\right)\right] d \Omega \\
0= & \int_{S}\left[\operatorname{Re} F\left(\mathrm{n}_{1}, \mathrm{n}\right) \operatorname{Im} F\left(\mathrm{n}_{2}, \mathbf{n}\right)\right. \\
& \left.-\operatorname{Re} F\left(\mathrm{n}_{2}, \mathrm{n}\right) \operatorname{Im} F\left(\mathrm{n}_{1}, \mathrm{n}\right)\right] d \Omega .
\end{align*}
$$

It is well-known that ( $1.1^{\prime \prime}$ ) is identically satisfied by
any integrable complex-valued function of the real variable $n_{1} \cdot n_{2}$, and so in the case of a spherically sym metric body or potential, Eqs. (1.1) and (1.1') are equivalent. We shall concentrate primarily on this case, although we shall also give some results for the case in which the scatterer has only inversion symmetry. In this case, $F$ will depend on $n_{1}$ and $\mathbf{n}_{2}$ independently, and ( $1.1^{\prime \prime}$ ) will no longer be identically satisfied. Our results for this case will be confined to those which we can obtain by continuing to take (1. $1^{\prime}$ ) as the unitarity condition; in other words, by supposing that (1.1) and (1.1') are still equivalent. ( $1.1^{\prime \prime}$ ) then represents an additional necessary condition to be satisfied by $F$ if it is to be a solution of (1.1). For some further remarks about this situation, see Ref. 4.

## 2. THE UNITARITY CONDITION

If we write $F=G e^{i \varphi}$, then from (1. $1^{\prime}$ ) we obtain

$$
\begin{align*}
& \sin \varphi\left(\mathbf{n}_{1}, \mathbf{n}_{2}\right) \\
& \quad=\int_{S} H\left(\mathbf{n}_{1}, \mathbf{n}_{2}, \mathbf{n}\right) \cos \left[\varphi\left(\mathbf{n}_{1}, \mathbf{n}\right)-\varphi\left(\mathrm{n}_{2}, \mathrm{n}\right)\right] d \Omega \tag{2.1}
\end{align*}
$$

where $H\left(\mathrm{n}_{1}, \mathrm{n}_{2}, \mathrm{n}\right)=\left[4 \pi G\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)\right]^{-1} G\left(\mathrm{n}_{1}, \mathrm{n}\right) G\left(\mathrm{n}_{2}, \mathrm{n}\right)$. One way to attack (2.1) is to look for fixed points of the transformation $M$, defined on a function space $X$, by

$$
\begin{align*}
M(\varphi)\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)= & \sin ^{-1}\left\{\int_{S} H\left(\mathrm{n}_{1}, \mathrm{n}_{2}, \mathrm{n}\right)\right. \\
& \left.\times \cos \left[\varphi\left(\mathrm{n}_{1}, \mathrm{n}\right)-\varphi\left(\mathrm{n}_{2}, \mathrm{n}\right)\right] d \Omega\right\} \tag{2.2}
\end{align*}
$$

This has been done, and results were obtained by Newton and others by using the Banach contraction mapping principle. We will show in the next section that, under the most general conditions known which allow (2.1) to be solved in this manner, the problem of the unitarity equation is well-posed in the sense we have indicated in the Introduction.

Before doing this, however, we will rewrite the unitarity equation in a way which will enable us to avoid dealing with the inverse sine function. The advantages of this become more apparent in Sec. 4, but for the sake of consistency we will make the change now and work with one form of the equation throughout the whole article. Assume $|\sin \varphi|<1$, and write $F=G\left[\left(1-u^{2}\right)^{1 / 2}\right.$ $+i u]$, where $u=\sin \varphi$ in the polar form $F=G \exp (i \varphi)$. Then (2.1) becomes
$u\left(\mathbf{n}_{1}, \mathbf{n}_{2}\right)=\int_{S} H\left(\mathbf{n}_{1}, \mathbf{n}_{2}, \mathbf{n}\right) \Phi\left(u\left(\mathbf{n}_{1}, \mathbf{n}\right), u\left(\mathbf{n}_{2}, \mathbf{n}\right)\right) d \Omega$,
where $\Phi(x, y)=\left(1-x^{2}\right)^{1 / 2}\left(1-y^{2}\right)^{1 / 2}+x y$ for $x, y \in[-1,1]$, and the positive square root is chosen. For $|\sin \varphi|<1$ the two equations ( 2,1 ) and (2.3) are completely equivalent because if $\varphi$ is a solution of (2.1), then $u=\sin \varphi$ is a solution of (2.3), and if $u$ is a solution of ( 2.3 ), then $\varphi=\sin ^{-1} u$ is a solution of (2.1).

Temporarily we will denote the right-hand side of (2.3) by $T(u)\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)$ :

$$
\begin{equation*}
T(u)\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)=\int_{S} H\left(\mathrm{n}_{1}, \mathrm{n}_{2}, \mathrm{n}\right) \Phi\left(u\left(\mathrm{n}_{1}, \mathrm{n}\right), u\left(\mathrm{n}_{2}, \mathrm{n}\right)\right) d \Omega \tag{2.4}
\end{equation*}
$$

We devote the rest of this section to obtaining some estimates on the imaginary part of the scattering amplitude and on functions of the form $T(u)$.

Proposition 2.1: Let $F: S \times S \rightarrow \mathbb{C}$ be square-integrable in the measure $d_{2} \Omega=d \Omega \times d \Omega$ and satisfy Eq. (1.1). Then $\left|\operatorname{Im} F\left(\mathbf{n}_{1}, \mathrm{n}_{2}\right)\right| \leqslant \max \left\{\operatorname{Im} F\left(\mathrm{n}_{j}, \mathrm{n}_{j}\right): j=1,2\right\}$.

Proof: From (1.1) and the Schwartz inequality,

$$
\begin{aligned}
4 \pi & \left|\operatorname{Im} F\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)\right| \\
& \leqslant\left(\int_{S}\left|F\left(\mathrm{n}_{1}, \mathrm{n}\right)\right|^{2} d \Omega\right)^{1 / 2}\left(\int_{S}\left|F\left(\mathrm{n}_{2}, \mathrm{n}\right)\right|^{2} d \Omega\right)^{1 / 2} \\
& \leqslant \max \left\{\int_{S}\left|F\left(\mathrm{n}_{j}, \mathrm{n}\right)\right|^{2} d \Omega: j=1,2\right\} \\
& \leqslant \max \left\{4 \pi \operatorname{Im} F\left(\mathrm{n}_{j}, \mathrm{n}_{j}\right): j=1,2\right\} .
\end{aligned}
$$

In the spherically symmetric case this inequality gives us even more information, because then $\operatorname{Im} f\left(\mathbf{n}_{1} \cdot \mathbf{n}_{2}\right)$ $\leqslant \max \left\{\operatorname{Im} f\left(\mathrm{n}_{j} \cdot \mathrm{n}_{j}\right): j=1,2\right\}=\operatorname{Im} f(1)$. Thus in this case, if $f$ is a square-integrable solution of (1.1), them $\operatorname{Im} f$ attains its maximum at the point $x=1$, that is, in the forward direction.

We shall continue the practice of denoting the quantities $F, G$, and $H$ in the spherically symmetric case by lower-case letters $f, g$, and $h$ respectively.

Proposition 2. 2: Let $u: S \times S \rightarrow[-1,1]$. Then $G\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)$ $\times T(u)\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right) \leqslant \max \left\{G\left(\mathrm{n}_{j}, \mathrm{n}_{j}\right) T(u)\left(\mathrm{n}_{j}, \mathrm{n}_{j}\right): j=1,2\right\}$.

Proof: To prove this, begin with Eq. (2.4) and use the Schwartz inequality as in the proof of Proposition 2.1.

Again in the spherically symmetric case we obtain the further information $g\left(\mathrm{n}_{1} \cdot \mathrm{n}_{2}\right) T(u)\left(\mathrm{n}_{1} \circ \mathrm{n}_{2}\right) \leqslant g(1) T(u)(1)$ for every $n_{1}$ and $n_{2}$ in $S$. Thus the product of the differential cross section with a function in the range of $T$ attains its maximum value over $[-1,1]$ at the point $x$ $=1$, the forward direction.

## 3. SUCCESSIVE APPROXIMATION

We will suppose the differential cross section $G$ is continuous. Let $Q(H)\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)=\int_{S} H\left(\mathrm{n}_{1}, \mathrm{n}_{2}, \mathrm{n}\right) d \Omega, m(G)$ $=\min \left\{Q(H)\left(\mathbf{n}_{1}, \mathrm{n}_{2}\right): \mathrm{n}_{1}, \mathrm{n}_{2} \in S\right\}, M(G)=\max \left\{Q(H)\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right):\right.$ $\left.\mathrm{n}_{1}, \mathrm{n}_{2} \in S\right\}$, and

$$
\begin{aligned}
M_{2}(G)= & (1 / 2 \pi) M(M-m)^{2}\left[1-2 m M+m^{2}-M^{2}+M^{4}\right]^{-1} \\
& \times \max \left\{\int_{S} G\left(\mathbf{n}_{1}, \mathbf{n}\right) d \Omega: \mathbf{n}_{1} \in S\right\} .
\end{aligned}
$$

We will continue to write $m$ and $M$ instead of $m(G)$ and $M(G)$ if there is no possibility of confusion. The most general conditions known under which Eq. (1.3) [and therefore also Eq. (2.3)] can be solved by using the Banach contraction mapping principle are given in Sec. 3 of Ref. 4 and in Ref. 6. We will show that under these conditions the problem of the unitarity equation is wellposed, as previously described.

Theorem 3.1: Let $\mu_{0}=\left[\frac{1}{8}(\sqrt{17}-1)\right]^{1 / 2} \approx 0.6248$. Let $X=C(S \times S)$ with $\|x\|=\max \left\{\left|x\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)\right|: \mathrm{n}_{1}, \mathrm{n}_{2} \in S\right\}$ and let $G_{0}$ be a positive function in $X$ satisfying $M\left(G_{0}\right)=\mu_{0}-\eta$ for some $\eta>0$. Then there is a unique solution $u_{0}$ in $X$ of Eq. (2.3) which corresponds to $G_{0}$ by (1.2), and for each $\epsilon>0$ there is a $\delta=\delta\left(\epsilon, G_{0}\right)>0$ such that for each $G$ in $B\left(G_{0}, \delta\right)=\left\{G \in X:\left\|G-G_{0}\right\|<\delta\right\}$ there is a unique solution $u$ in $X$ of Eq. (2.3) which corresponds to this $G$ by (1.2), and $\left\|u-u_{0}\right\|<\epsilon$.

Proof: Select $\alpha \in] 0,1\left[\right.$. Since $G_{0}>0$, the map $G$ $\rightarrow M(G)$ is continuous at $G_{0}$, and so we can choose $\delta_{1}$ $>0$ so that if $G \in B\left(G_{0}, \delta_{1}\right)$ then $M(G) \leqslant \mu_{0}-\alpha \eta$. Then by Theorem 3.2 of Ref. 4, the existence and uniqueness of a solution $u$ of (2.3) corresponding to such $G$ by (1.2) is assured. It remains to show that $u$ is close to $u_{0}$. Letting
$H_{0}\left(\mathrm{n}_{1}, \mathrm{n}_{2}, \mathrm{n}\right)=\left[4 \pi G_{0}\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)\right]^{-1} G_{0}\left(\mathrm{n}_{1}, \mathrm{n}\right) G_{0}\left(\mathrm{n}_{2}, \mathrm{n}\right)$,
we obtain

$$
\begin{aligned}
&\left|u\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)-u_{0}\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)\right| \\
&= \mid \int_{S} H\left(\mathrm{n}_{1}, \mathrm{n}_{2}, \mathrm{n}\right) \Phi\left(u\left(\mathrm{n}_{1}, \mathrm{n}\right), u\left(\mathrm{n}_{2}, \mathrm{n}\right)\right) d \Omega \\
&-\int_{S} H_{0}\left(\mathrm{n}_{1}, \mathrm{n}_{2}, \mathrm{n}\right) \Phi\left(u_{0}\left(\mathrm{n}_{1}, \mathrm{n}\right), u_{0}\left(\mathrm{n}_{2}, \mathrm{n}\right)\right) d \Omega \mid \\
& \leqslant \mid \int_{S} H_{0}\left(\mathrm{n}_{1}, \mathrm{n}_{2}, \mathrm{n}\right)\left[\Phi\left(u\left(\mathrm{n}_{1}, \mathrm{n},\right), u\left(\mathrm{n}_{2}, \mathrm{n}\right)\right)\right. \\
&\left.-\Phi\left(u_{0}\left(\mathrm{n}_{1}, \mathrm{n}\right), u_{0}\left(\mathrm{n}_{2}, \mathrm{n}\right)\right)\right] d \Omega \mid \\
&+\int_{S}\left|H_{0}\left(\mathrm{n}_{1}, \mathrm{n}_{2}, \mathrm{n}\right)-H\left(\mathrm{n}_{1}, \mathrm{n}_{2}, \mathrm{n}\right)\right| \\
& \quad \times\left|\Phi\left(u\left(\mathrm{n}_{1}, \mathrm{n}\right), u\left(\mathrm{n}_{2}, \mathrm{n}\right)\right)\right| d \Omega \\
& \leqslant \| \int_{S} H_{0}(\cdot, *, \mathrm{n})[\Phi(u(\cdot, \mathrm{n}), u(*, \mathrm{n})) \\
&\left.-\Phi\left(u_{0}(\cdot, \mathrm{n}), u_{0}(*, \hat{\mathrm{n}})\right)\right] d \Omega \| \\
&+\int_{S}\left|H_{0}\left(\mathrm{n}_{1}, \mathrm{n}_{2}, \mathrm{n}\right)-H\left(\mathrm{n}_{1}, \mathrm{n}_{2}, \mathrm{n}\right)\right| d \Omega \\
& \leqslant c_{0}\left\|u-u_{0}\right\|+\left\|Q\left(\left|H_{0}-H\right|\right)\right\|,
\end{aligned}
$$

where $c_{0}=2 M\left(G_{0}\right)^{2}\left[1-M\left(G_{0}\right)^{2}\right]^{-1 / 2}<1$ since $M\left(G_{0}\right)<\mu_{0}$. Now choose $\epsilon>0$ and $\delta \leqslant \delta_{1}$ so that if $\left\|G-G_{0}\right\|<\delta$, then $\left\|Q\left(\left|H_{0}-H\right|\right)\right\|<\left(1-c_{0}\right) \epsilon$. We then have $\left\|u-u_{0}\right\|$ $\leqslant c_{0}\left\|u-u_{0}\right\|+\left(1-c_{0}\right) \epsilon$, so that finally $\left\|u-u_{0}\right\|<\epsilon$, which completes the proof.

This theorem shows that the problem of the unitarity equation is well-posed in the space $C(S \times S)$ and for the class of differential cross-sections $\mathcal{G}=\{G \in C(S \times S)$ : $G>0$ and $\left.M(G)<\mu_{0}\right\}$. It is also possible to show that the problem of the unitarity equation is well-posed in the space $L^{2}\left(S \times S, d_{2} \Omega\right)$ and for the class of differential cross sections $\mathcal{G}_{2}=\left\{G \in C(S \times S): G>0, M(G)<1\right.$, and $M_{2}(G)$ $<1\}$. This is proved using Theorem 2 of Ref. 6. The estimate in Theorem 3.1 above is modified for the use of the $L^{2}\left(S \times S, G_{0} d_{2} \Omega\right)$-norm instead of the maximum norm. However, we cannot obtain the result for the class of differential cross sections $\left\{G \in L^{2}\left(S \times S, d_{2} \Omega\right)\right.$ : $G>0$ ace.,$M(G)<1$, and $\left.M_{2}(G)<1\right\}$ because the map $G \rightarrow M(G)$ is not continuous in the topology of $L^{2}$.

To summarize, what we have shown is the following: If $G_{0}$ is a continuous differential cross section for which $M\left(G_{0}\right)<\mu_{0}$ [or $M\left(G_{0}\right)<1$ and $M_{2}\left(G_{0}\right)<1$ ], then there is a unique scattering amplitude $F_{0}$ which corresponds to $G_{0}$ by (1.2) and which satisfies unitarity in the form of Eq. (1.1'). Furthermore, this is true for any continuous differential cross section $G$ which is sufficiently close to $G_{0}$ in the uniform topology, and the scattering amplitude $F$ corresponding to $G$ by (1.2) and $\left(1.1^{\prime}\right)$ is close to $F_{0}$ in the uniform topology (or the $L^{2}$ topology, respectively). So if $G_{0}$ is the differential cross section as measured by the instruments, and if the instruments are fine enough, then the true cross section is (uniformly!) near the measured data $G_{0}$. If in addition $G_{0}$ satisfies either of the above conditions, then the true scattering amplitude is near the scattering amplitude $F_{0}$ constructed from $G_{0}$ by unitarity via the Banach contraction mapping principle.

## 4. THE EQUATION $u-K N(u)=0$

Let $X, Y$ be Banach spaces, let $K$ be a bounded linear operator from $Y$ into $X$, and let $N$ be a nonlinear map from $X$ into $Y$. In this section we will obtain some results for equations of the form $u-K N(u)=0$, principally
concerning the branching of solutions of this equation as the infinite-dimensional parameter $K$ is varied. In the next section we will use this material to study the problem of the unitarity equation. In this problem the measured data $G$ enters into the kernel of $K$ in a continuous fashion and so a change in $G$ amounts to a perturbation of $K$. This is the motivation for considering the above branching problem.

Proposition 4. 1: Let $X, Y$ be Banach spaces and $U$ be a subset of $X$ which has nonempty interior. Let $N$ be a bounded not necessarily linear map of $U$ into $Y$, and suppose $N$ is $C^{1}$ on an open subset $D$ of $U$. Let $K_{0}$ $\in L(Y, X)$, the Banach space of bounded linear maps from $Y$ into $X$. Suppose there is a solution $u_{0}$ in $D$ of the equation $u-K_{0} N(u)=0$ for which 1 is a regular value of $K_{0} N^{\prime}\left(u_{0}\right)$. Then there are positive numbers $\rho_{0}$ and $r$ such that for every $K$ in $B\left(K_{0}, \rho_{0}\right)$ there is a unique solution $u_{K}$ in $B\left(u_{0}, r\right)$ of the equation $u-K N(u)=0$. Also, 1 is a regular value of $K N^{\prime}\left(u_{K}\right)$, and $u_{K}$ depends continuously on $K$ in the sense that for each $\epsilon>0$ there is a $\delta=\delta\left(\epsilon, K_{0}\right)>0$ such that whenever $\left\|K-K_{0}\right\|<\delta$, then $\left\|u_{K}-u_{0}\right\|<\epsilon$.

Proof: Define $z: L(Y, X) \times D \rightarrow X$ by $z(K, u)=u-K N(u)$. Then $z\left(K_{0}, u_{0}\right)=0$. The Frechet partial derivative of $z$ with respect to the first argument at ( $K_{0}, u_{0}$ ) is the map $z_{1}\left(K_{0}, u_{0}\right) H=-H N\left(u_{0}\right)$, and the Frechet partial derivative of $z$ with respect to the second argument at $\left(K_{0}, u_{0}\right)$ is the map $I-K_{0} N^{\prime}\left(u_{0}\right)$. Since 1 is a regular value of $K_{0} N^{\prime}\left(u_{0}\right), z_{2}\left(K_{0}, u_{0}\right)^{-1}$ is in $\angle(X, X)$, and so we may apply the implicit function theorem (Ref. 7, Theorem 4) at ( $K_{0}, u_{0}$ ). We get positive numbers $\rho_{0}$ and $r$, and a map $u: L(Y, X) \rightarrow D$ such that $u\left(K_{0}\right)=u_{0}, z(K, u(K))=0$ for each $K$ in $B\left(K_{0}, \rho_{0}\right)$, and there is no other solution besides $u(K)$ which is contained in $B\left(u_{0}, r\right)$. Put $u_{K}=u(K)$. Then 1 is a regular value of $K N^{\prime}\left(u_{K}\right)$ for each $K$ in $B\left(K_{0}, \rho_{0}\right)$, and since $u$ is $C^{1}$ on $B\left(K_{0}, \rho_{0}\right)$, it follows that $u_{K}$ depends continuously on $K$. This completes the proof.

Proposition 4.1 is the main tool used in the next section for investigating questions about continuous dependence of the solution of the unitarity equation (2.3) on the data $G$. It says that there is no branching of the solution at any of the points ( $K, u_{K}$ ) for $K \in B\left(K_{0}, \rho_{0}\right)$, and hence the solution varies continuously with the data as long as the data is close to the data of $K_{0}$. However, it should not be inferred that this theorem precludes the existence of any other solutions of $u-K N(u)=0$ for $K$ in $B\left(K_{0}, \rho_{0}\right), K \neq K_{0}$. For example, for some $K_{*}$ in $B\left(K_{0}, \rho_{0}\right)$, $K_{*} \neq K_{0}$, there may be a solution $u_{*}$ in $U$ satisfying $\left\|u_{*}-u_{0}\right\| \geqslant r$. If now $E \subset D$ is a closed set containing $u_{0}$, we will show that, under certain conditions, $u_{K}$ is the only solution of $z(K, u)=0$ in $E$ for $K$ in $B\left(K_{0}, \rho_{1}\right)$, where $\rho_{1} \leqslant \rho_{0}$ may depend on $E$. A modification of this result will have application to the problem of the unitarity equation in the spherically symmetric case.

Definition 4.2: If $E$ is a subset of $U=$ domain $(N)$, we denote by $n(E, K)$ the number of solutions in $E$ of $z(K, u)$ $=0$.

Note that $n(E, K)$ is a nonnegative integer, or may be $+\infty$.

Theorem 4.3: Suppose $u_{0}$ is the unique solution of $z\left(K_{0}, u\right)=0$ in $U=\operatorname{domain}(N)$ and that $u_{0} \in D$. Suppose
that 1 is a regular value of $z_{2}\left(K_{0}, u_{0}\right)$, and that there is an $\left.\eta \in] 0, \rho_{0}\right]$ for which

$$
\begin{equation*}
C_{\eta}=\left\{u \in U: z(K, u)=0 \text { for } K \in B\left(K_{0}, \eta\right)\right\} \tag{4.1}
\end{equation*}
$$

is relatively compact. Let $E \subset D$ be a closed set containing $u_{0}$. Then there is a positive number $\rho_{1}$, which may depend on $E$, such that if $K \in B\left(K_{0}, \rho_{1}\right)$, then $n(E, K)$ $=n\left(E, K_{0}\right)=1$.

Proof: First of all, if $E \subset B\left(u_{0}, r\right)$ (from Proposition 4. 1), then $n(E, K)=n\left(E, K_{0}\right)=1$ for $K \in B\left(K_{0}, \rho_{0}\right)$, so that $\rho_{1}=\rho_{0}$ works. Suppose $E$ is not a subset of $B\left(u_{0}, r\right)$. Then by Proposition 4.1 there is a positive number $\tau \leqslant \eta$ such that if $K \in B\left(K_{0}, \tau\right)$, then $n(E, K) \geqslant n\left(E, K_{0}\right)=1$. Suppose there is no such $\rho_{1}$ as claimed. Then for every $\left.\rho \in\right] 0, \tau[$ there is a $K_{\rho} \in B\left(K_{0}, \rho\right)$ with $n\left(E, K_{\rho}\right) \geqslant 2$. In particular, there is a sequence $\left\{K_{j}\right\}_{j=1}^{\infty} \subset B\left(K_{0}, \tau\right)$ with $K_{j} \rightarrow K_{0}$ in $L(Y, X)$ and $n\left(E, K_{j}\right) \geqslant 2$ for each $j$. From Proposition 4.1 we have the sequence $\left\{u_{j}\right\}_{j=1}^{\infty}=\left\{u\left(K_{j}\right)\right\}_{j=1}^{\infty} \subset B\left(u_{0}, r\right)$, with $u_{j} \rightarrow u_{0}$, accounting for one solution, for each $j$. Let $\left\{u_{j}^{*}\right\}_{j=1}^{\infty}$ be a sequence composed of other solutions of $u=K_{j} N(u)$ in $E$. We have $\left\{u_{j}^{*}\right\}_{j=1}^{\infty} \subset C_{\tau}$, and since $\bar{C}_{\tau}$ is compact, there is a subsequence $\left\{u_{j_{i}}^{*}\right\}_{i=1}^{\infty}$ converging to some $u^{*} \in E$. Since $\left\|u_{j}^{*}-u_{0}\right\| \geqslant r$ for each $j$ we have $u^{*}$ $\neq u_{0}$. Since $z$ is continuous and $z\left(K_{j}, u_{j}^{*}\right)=0$ for every $j$ we have $z\left(K_{0}, u^{*}\right)=0$, so that $n\left(E, K_{0}\right) \geqslant 2$. This contradiction completes the proof.

## 5. APPLICATION TO THE UNITARITY EQUATION

Let $X=C(S \times S)$ and $Y=C(S \times S \times S)$. For $u_{1}, u_{2} \in[-1,1]$, let $\Phi\left(u_{1}, u_{2}\right)=\left(1-u_{1}^{2}\right)^{1 / 2}\left(1-u_{2}^{2}\right)^{1 / 2}+u_{1} u_{2}$, choosing the positive square root. Let $U$ be the closed unit ball in $X$. Define $N: U \rightarrow Y$ by

$$
\begin{equation*}
N(u)\left(\mathrm{n}_{1}, \mathrm{n}_{2}, \mathrm{n}_{3}\right)=\Phi\left(u\left(\mathrm{n}_{1}, \mathrm{n}_{3}\right), u\left(\mathbf{n}_{2}, \mathbf{n}_{3}\right)\right) \tag{5.1}
\end{equation*}
$$

for $u \in U$. Given a positive $G \in X$, define $K \in L(Y, X)$ by
$K y\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)=\left[4 \pi G\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)\right]^{-1} \int_{S} G\left(\mathrm{n}_{1}, \mathrm{n}\right) G\left(\mathrm{n}_{2}, \mathbf{n}\right) y\left(\mathrm{n}_{1}, \mathrm{n}_{2}, \mathrm{n}\right) d \Omega$
for $y \in Y$. Then the unitarity equation (2.3) may be expressed as

$$
\begin{equation*}
u-K N(u)=0 . \tag{5.3}
\end{equation*}
$$

For any $u \in U$,

$$
\begin{aligned}
& \delta N(u ; h)\left(\mathrm{n}_{1}, \mathrm{n}_{2}, \mathrm{n}_{3}\right) \\
&= {\left[u\left(\mathrm{n}_{2}, \mathrm{n}_{3}\right)-u\left(\mathrm{n}_{1}, \mathrm{n}_{3}\right)\left[1-u\left(\mathbf{n}_{2}, \mathbf{n}_{3}\right)^{2}\right]^{1 / 2}\left[1-u\left(\mathbf{n}_{1}, \mathbf{n}_{3}\right)^{2}\right]^{-1 / 2}\right] } \\
& \quad \times h\left(\mathrm{n}_{1}, \mathrm{n}_{3}\right)+\left[u\left(\mathrm{n}_{1}, \mathrm{n}_{3}\right)-u\left(\mathrm{n}_{2}, \mathrm{n}_{3}\right)\left[1-u\left(\mathrm{n}_{1}, \mathrm{n}_{3}\right)^{2}\right]^{1 / 2}\right. \\
&\left.\quad \times\left[1-u\left(\mathrm{n}_{2}, \mathrm{n}_{3}\right)^{2}\right]^{-1 / 2}\right] h\left(\mathrm{n}_{2}, \mathrm{n}_{3}\right)
\end{aligned}
$$

is the Gateaux variation of $N$ at $u$ in the direction $h$. Select $b_{1}<1$ and let $\Delta=B^{\prime}\left(0, b_{1}\right)=\left\{u \in X:\left|u\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)\right| \leqslant b_{1}\right.$, $\left.\mathrm{n}_{1}, \mathrm{n}_{2} \in S\right\}$. For $u \in \Delta, h \rightarrow \delta N(u ; h)$ is linear and continuous, so that we have $\delta N(u ; h)=D N(u ; h)$, the Gateaux derivative. Furthermore, if $u, u^{\prime} \in \Delta$, we have

$$
\begin{aligned}
& \left|D N(u ; h)\left(\mathbf{n}_{1}, \mathrm{n}_{2}, \mathrm{n}_{2}\right)-D N\left(u^{\prime} ; h\right)\left(\mathrm{n}_{1}, \mathrm{n}_{2}, \mathrm{n}_{3}\right)\right| \\
& \quad \leqslant 2\left(\mathbf{1}-b_{1}^{2}\right)^{-3 / 2}\left[\left|h\left(\mathbf{n}_{1}, \mathbf{n}_{3}\right)\right|+\left|h\left(\mathbf{n}_{2}, \mathrm{n}_{3}\right)\right|\right] \\
& \quad \times\left[\left|u\left(\mathrm{n}_{1}, \mathrm{n}_{3}\right)-u^{\prime}\left(\mathrm{n}_{1}, \mathrm{n}_{3}\right)\right|+\left|u\left(\mathbf{n}_{2}, \mathrm{n}_{3}\right)-u^{\prime}\left(\mathrm{n}_{2}, \mathrm{n}_{3}\right)\right|\right],
\end{aligned}
$$

and so
$\left\|D \boldsymbol{N}(u ; \cdot)-D N\left(u^{\prime} ; \cdot\right)\right\| \leqslant 8\left(1-b_{1}^{2}\right)^{-3 / 2}\left\|u-u^{\prime}\right\|$,
giving $D N(u ; \cdot)=N^{\prime}(u)$, the Frechet derivative of $N$ at $u$ (see Ref. 8, Sec. 1). Thus $N$ is $C^{1}$ on any ball $B(0, b)$ where $b<1$.

We will now state a basic continuous dependence result for Eq. (5.3), and later turn to the more comprehensive results we can obtain by imposing the additional restriction of spherical symmetry.

Theorem 5. 1: Suppose $G_{0} \in X$ is positive, $K_{0}$ arises from $G_{0}$ by (5.2), and $u_{0}$ is a solution of the unitarity equation $u-K_{0} N(u)=0$ in $B(0, b), b<1$, for which $I-K_{0} N^{\prime}\left(u_{0}\right)$ is regular. Then there are positive numbers $\eta, r$ such that if $G \in B\left(G_{0}, \eta\right)$ there is a solution $u_{G}$ in $B(0, b)$ of Eq. (5.3) with data $G$, and this solution is unique in $B\left(u_{0}, r\right)$. For each $\epsilon>0$, there is a $\delta=\delta\left(\epsilon, G_{0}\right)>0$ such that if $\left\|G-G_{0}\right\|<\delta$, then $\left\|u_{G}-u_{0}\right\|<\epsilon$.
Proof: This result follows directly from Proposition 4.1, noting that $\left\|K-K_{0}\right\| \leqslant\left\|Q\left(\left|H-H_{0}\right|\right)\right\|$, since

$$
\begin{aligned}
\left\|K-K_{0}\right\|= & \sup \left\{\left\|K y-K_{0} y\right\|:\|y\|=\mathbf{1}\right\} \\
= & \sup \left\{\| \int_{S}\left(\left[4 \pi G\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)\right]^{-1} G\left(\mathrm{n}_{1}, \mathrm{n}\right) G\left(\mathrm{n}_{2}, \mathrm{n}\right)\right.\right. \\
& \left.-\left[4 \pi G_{0}\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)\right]^{-1} G_{0}\left(\mathrm{n}_{1}, \mathrm{n}\right) G_{0}\left(\mathrm{n}_{2}, \mathrm{n}\right)\right) \\
& \left.\times y\left(\mathrm{n}_{1}, \mathrm{n}_{2}, \mathrm{n}\right) d \Omega\|:\| y \|=1\right\} \\
\leqslant & \sup \left\{\int_{S}\left|H\left(\mathrm{n}_{1}, \mathrm{n}_{2}, \mathrm{n}\right)-H_{0}\left(\mathrm{n}_{1}, \mathrm{n}_{2}, \mathrm{n}\right)\right| d \Omega: \mathrm{n}_{1}, \mathrm{n}_{2} \in S\right\} \\
= & \left\|Q\left(\left|H-H_{0}\right|\right)\right\| .
\end{aligned}
$$

Since $G \rightarrow H$ is continuous at $G_{0}$ and $H \rightarrow Q(H)$ is continuous at zero, we can choose $\eta>0$ such that if $\left\|G-G_{0}\right\|$ $<\eta$, then $\left\|K-K_{0}\right\|$ is small enough so that Proposition 4.1 may be applied. This completes the proof.

Remarks: (1) Since $G_{0}$ is positive, $\min \left\{G_{0}\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)\right.$ : $\left.\mathbf{n}_{1}, \mathbf{n}_{2} \in S\right\}=\gamma_{0}>0 . \eta$ is chosen so that $\eta<\gamma_{0}$.
(2) We can recover part of Theorem 3.1 from this theorem by making the observation that if $\left\|K_{0} N^{\prime}\left(u_{0}\right)\right\|$ $<1$, then $I-K_{0} N^{\prime}\left(u_{0}\right)$ is invertible. This is because if we try to make $\left\|K_{0} N^{\prime}(u)\right\|<1$ for all $u \in B(0, b)$, we are led to impose the condition $M\left(G_{0}\right)<\mu_{0}$ [or $M\left(G_{0}\right)<1$, $M_{2}\left(G_{0}\right)<1$ ], which is the condition under which we can solve (5.3) by the Banach contraction mapping principle (see, for example, the end of Sec. 2 of Ref. 1). However, this does not give the full result of Theorem 3.1the statement about uniqueness in the whole space is unavailable. However, Theorem 5.1 might be more widely applicable because $I-K_{0} N^{\prime}\left(u_{0}\right)$ may well be invertible under conditions other than $\left\|K_{0} N^{\prime}\left(u_{0}\right)\right\|<1$.
We turn now to the spherically symmetric case for continuous functions, where we will get better results by adding some conditions and taking advantage of the spherical symmetry. Recall our practice of using lower-case letters in this case. We will show that if $u_{0} \in \operatorname{interior}($ domain $(N))$ is the unique solution in domain $(N)$ corresponding to the data $g_{0}$ by (1.2), then, for $g$ from a certain class of functions and sufficiently close to $g_{0}$, the solution $u_{g}$ corresponding to the data $g$ by ( 1.2 ) will also be unique in domain $(N)$. We use the change of variables (5) of Ref. 1. Let $X=C[-1,1]$ and $Y=C([-1,1] \times[-1,1])$. Then for $u \in X,|u| \leqslant 1$, and $v \in Y$,

$$
\begin{equation*}
N(u)(y, z)=\Phi(u(y), u(z)), \tag{5.4}
\end{equation*}
$$

$$
K v(x)=\left\{\begin{array}{l}
\int_{E(x)} h(x, y, z) v(y, z) d y d z,-1<x<1  \tag{5.5}\\
\frac{1}{2 g(x)} \int_{-1}^{1} g(y) g(x y) v(y, x y) d y, x= \pm 1
\end{array}\right\}
$$

where

$$
h(x, y, z)=g(y) g(z)\left[2 \pi g(x)\left(1-x^{2}-y^{2}-z^{2}+2 x y z\right)^{1 / 2}\right]^{-1}
$$

and $E(x)$ is the interior of the ellipse on which $1-x^{2}-y^{2}$ $-z^{2}+2 x y z=0$. The unitarity equation is then (5.3) again.

Theorem 5. 2: Suppose $g_{0} \in X$ is positive, $K_{0} \in L(Y, X)$ arises from $g_{0}$ by (5.5), $u_{0}$ is the unique solution in do$\operatorname{main}(N)=B^{\prime}(0,1)$ of $u-K_{0} N(u)=0,\left\|u_{0}\right\|<1, I-K_{0} N^{\prime}\left(u_{0}\right)$ is regular, and there is a $\beta<1$ for which $\beta g_{0}(x) \geqslant \frac{1}{2} \int_{-1}^{1}$ $\times g_{0}(t)^{2} d t$ for every $x \in[-1,1]$. Then there is a positive number $\eta_{s}$ such that if $g \in B\left(g_{0}, \eta_{s}\right)$, there is a solution $u_{g}$ of (5.3) corresponding to the data $g$ by ( 1.2 ), and $u_{g}$ $\rightarrow u_{0}$ as $g \rightarrow g_{0}$. Furthermore, $u_{g}$ is the only solution of (5.3) with data $g$ in all of domain $(N)$.

Proof: We only need to prove the uniqueness part, because from Theorem 5.1 there is an $\eta>0$ such that if $g \in B\left(g_{0}, \eta\right)$, then there is a solution $u_{g}$ of (5.3) which has all the other required properties.

Let $\left.\beta_{1} \in\right] \beta, 1\left[\right.$ and choose $\eta_{s} \leqslant \eta$ so that for each $x \in[-1,1], \beta_{1} g(x) \geqslant \frac{1}{2} \int_{-1}^{1} g(t)^{2} d t$ for every $g \in B\left(g_{0}, \eta_{s}\right)$. Now select $c_{1}$ and $b$ so that $\left\|u_{0}\right\|<c_{1}<b<1$ and $\beta_{1}<c_{1}$ $<b<1$. We have domain $(N)=B^{\prime}(0,1)$; put $D=B(0, b)$ and $E=B^{\prime}\left(0, c_{1}\right)$. We will show first of all that if $g \in B\left(g_{0}, \eta_{s}\right)$, then $u_{g}$ is the only solution in $E$ of (5.3) with data $g$. This proof is modeled on that of Theorem 4.3, but a modification needs to be made since the set (4.1) of Theorem 4.3 is not, in general, relatively compact because $u \rightarrow K N(u)$ is not a compact map. However, in compensation we have that, for all $u \in D$ satisfying (5.3) with data $g$, there is a $C>0$, independent of $u$, for which

$$
\begin{align*}
& \left|u\left(x_{1}\right)-u\left(x_{2}\right)\right| \\
& \quad \leqslant C\left[\left|x_{1}-x_{2}\right|^{1 / 2}\left|1-x_{2}^{2}\right|^{-1 / 2}+\left|g\left(x_{1}\right)-g\left(x_{2}\right)\right|\right] \tag{5.6}
\end{align*}
$$

for $x_{1}^{2} \leqslant x_{2}^{2}<1$. This follows from (4.22) of Ref. 3, the remarks following (2.3), and the mean value theorem.

Suppose that in every ball in $X$ about $g_{0}$ there is a $g$ [with corresponding $K$, by (5.5)] such that $n(E, K) \geqslant 2$. Then there is a sequence $\left\{g_{j}\right\}_{j=1}^{\infty}$ (with corresponding $\left.\left\{K_{j}\right\}_{j=1}^{\infty}\right)$ with $g_{j} \rightarrow g_{0}$ and $n\left(E, K_{j}\right) \geqslant 2$ for every $j$. Note that $K_{j} \rightarrow K_{0}$ in $\angle(Y, X)$. For $u \in E$, write $u=v w$ where $w(x)$ $=\left(1-x^{2}\right)^{-1 / 2}$, and write $\tilde{z}(K, v)=v w-K N(v w)$. Note that $v$ solves $\tilde{z}(K, v)=0$ if and only if $u=v w$ solves $z(K, u)=0$. Let $\left\{u_{j}\right\}_{j=1}^{\infty}$ be the sequence of solutions $\left\{u_{g_{j}}\right\}_{j=1}^{\infty}$ from Theorem 5.1, and let $\left\{u_{j}^{*}\right\}_{j=1}^{\infty}$ be a sequence composed of other solutions of (5.3) in $E$. Put $v_{j}^{*}=(1 / w) u_{j}^{*}$. Then from (5.6), for $x_{1}^{2} \leqslant x_{2}^{2}<1$,
$\left|v_{j}^{*}\left(x_{1}\right)-v_{j}^{*}\left(x_{2}\right)\right|$

$$
\begin{aligned}
& =\left|\left(1-x_{1}^{2}\right)^{1 / 2} u_{j}^{*}\left(x_{1}\right)-\left(1-x_{2}^{2}\right)^{1 / 2} u_{j}^{*}\left(x_{2}\right)\right| \\
& \leqslant\left|\left(1-x_{1}^{2}\right)^{1 / 2}-\left(1-x_{2}^{2}\right)^{1 / 2}\right|+\left|1-x_{2}^{2}\right|^{1 / 2}\left|u_{j}^{*}\left(x_{1}\right)-u_{j}^{*}\left(x_{2}\right)\right| \\
& \leqslant\left|\left(1-x_{1}^{2}\right)^{1 / 2}-\left(1-x_{2}^{2}\right)^{1 / 2}\right|+C\left[\left|x_{1}-x_{2}\right|^{1 / 2}\right. \\
& \left.+\left|g_{j}\left(x_{1}\right)-g_{j}\left(x_{2}\right)\right|\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\left|v_{j}^{*}(z)-v_{j}^{*}(x)\right| & =\left|\left(1-x^{2}\right)^{\alpha} u_{j}^{*}(x)\right| \\
& \leqslant c_{t}\left|1-x^{2}\right|^{\alpha}, \quad z= \pm 1 .
\end{aligned}
$$

Since $g_{j} \rightarrow g_{0}$ in $C[-1,1]$, the set $\left\{g_{j}\right\}_{j=1}^{\infty} \cup\left\{g_{0}\right\}$ is equicontinuous. Therefore, the set $\left\{v_{j}^{*}\right\}_{j=1}^{\infty}$ is equicontinuous; being a subset of $E^{\prime}=\left\{u \in X:|u(x)| \leqslant\left(1-x^{2}\right)^{\alpha} c_{1}\right\}$ it is uniformly bounded. Thus there is a subsequence $\left\{v_{j_{i}}^{*}\right\}_{i=1}^{\infty}$ converging uniformly on $[-1,1]$ to some $v^{*} \in E^{\prime}$. But $\widetilde{z}$ is continuous on $L(Y, X) \times E^{\prime}$ (since $\left.w \in L^{1}[-1,1]\right)$, and so $u^{*}-K_{0} N\left(u^{*}\right)=0$, where $u^{*}=w v^{*}$. Also $u^{*} \in E$ and $u^{*} \neq u_{0}$ since $u_{j}$ is bounded away from $u_{0}$ independently of $j$. Thus $n\left(E, K_{0}\right) \geqslant 2$, a contradiction, so the uniqueness of $u_{g}$ in $E$ is established.

Now we show that for $g \in B\left(g_{0}, \eta_{s}\right) u_{g}$ is the only solution of (5.3) with data $g$ in all of domain(N). Suppose there is another solution $u^{*}$ (besides $u_{g}$ ) of (5.3) with data $g$ in domain $(N)$. Then since $u_{g}$ is the only such solution in $E, \max \left\{\left|u^{*}(x)\right|: x \in[-1,1]\right\}$ must be strictly larger than $\beta_{1}$. Say this maximum is attained at $x_{0}$. Since by the remarks following Proposition 2.2 we have $|u(x)| g(x) \leqslant u(1) g(1)$ for every $u$ satisfying (5.3) with data $g$, it follows that $\left|u^{*}\left(x_{0}\right)\right| g\left(x_{0}\right) \leqslant u^{*}(1) g(1)$, or $\beta_{1} g\left(x_{0}\right)<u^{*}(1) g(1)=\frac{1}{2} \int_{-1}^{1} g(t)^{2} d t$, a contradiction. This proves the theorem.

This theorem is primarily about continuous dependence. It says that in the spherically symmetric case, the problem of the unitarity equation is well-posed in $C[-1,1]$ for the class of differential cross sections $\left\{g \in C[-1,1]: g(x)>\frac{1}{2} \int_{-1}^{1} g(t)^{2} d t\right.$ for every $x \in[-1,1]$ and there is a unique solution $u_{g}$ of (5.3) in $B(0,1)$ with data $g\}$. The next corollary gives a more specific result, and gives another proof of the fact that if the differential cross section is nearly constant and small enough, there is a unique scattering amplitude that corresponds to this cross section by (1.2) and satisfies the unitarity equation.

Corollary 5. 3: If $g_{0}$ is identically a constant $c<1$, there is a unique solution in domain $(N)$ of the unitarity equation (5.3) with data $g_{0}$. Also, if $\|g-c\|<\eta_{s}$, there is a unique solution $u_{g}$ in domain $(N)$ of the unitarity equation with data $g$, and $u_{g} \rightarrow u_{0}$ as $g \rightarrow g_{0}$.

Proof: In Theorem 5. 2, $\beta=c$ works. Put $\beta_{1}=(1+c) /$ 2, say, and choose $c_{1}$ and $b$ as before. Trying for a constant solution $u_{0} \equiv d$, we get

$$
d=\frac{c}{2 \pi} \int_{-1}^{1} d y \int_{x y-\left(1-x^{2}\right)^{1 / 2}\left(1-y^{2}\right)^{1 / 2}}^{x y+\left(1-x^{2}\right)^{1 / 2}\left(1-y^{2}\right)^{1 / 2}}
$$

$$
\left(1-x^{2}-y^{2}-z^{2}+2 x y z\right)^{-1 / 2} d z
$$

$$
=c
$$

so that $u_{0} \equiv c$ is a solution of (5.3), and $\operatorname{Im} f_{0}=u_{0} \cdot c=c^{2}$. $c \leqslant 1$ is necessary for solution since $\left|\operatorname{Im} f_{0}\right| \leqslant g_{0}=c$. For $c<1, u_{0}$ is the only solution of (5.3) in domain( $N$ ) (by Corollary 3 of Ref. 6). Then since $\left\|u_{0}\right\|<c_{1}<b<1$, $n\left(U, K_{0}\right)=1$, and $I-K_{0} N^{\prime}\left(u_{0}\right)=I-0=I$, the result follows from Theorem 5. 2.

It is interesting that this corollary gives an existence and uniqueness result, because Theorem 5.2 is basically a statement about continuous dependence. It applies to cross sections which are "slowly varying," or which may oscillate rapidly but with small amplitude. Of course, Theorem 2 of Ref. 6 says the same thing, and even gives hard numerical estimates, which this corollary does not. However, we include it to point out
how the regularity of $I-K_{0} N^{\prime}\left(u_{0}\right)$ is exploited: It may be possible to do this for other $K_{0}$ and $u_{0}$ as well.
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# Conformally flat solutions of the Einstein-Maxwell equations for null electromagnetic fields 
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The spin coefficient formalism of Newman and Penrose is employed to obtain a direct derivation of the most general conformally flat solution of the source-free Einstein-Maxwell equations for null electromagnetic fields.

## 1. INTRODUCTION

In a previous article ${ }^{1}$ it was shown, using the Newman-Penrose ${ }^{2}$ formalism, that the solution of Bertotti ${ }^{3}$ and Robinson ${ }^{4}$ is the unique conformally flat solution of the Einstein-Maxwell equations for nonnull fields. In this article we treat the case of null fields using the same formalism. We prove that the only conformally flat solutions of the Einstein-Maxwell equations for null fields are the conformally flat members of the exact plane wave family of solutions ${ }^{5}$ of the Einstein-Maxwell equations. This result has been stated without proof by Cahen and Leroy ${ }^{6}$ who found the above solutions by applying a limiting process to certain type $N$ solutions of the Einstein-Maxwell equations.

## 2. NOTATION AND EQUATIONS

A tetrad system of null vectors ( $l^{\mu}, n^{\mu}, m^{\mu}, \bar{m}^{\mu}$ ), where $l^{\mu}, n^{\mu}$ are real and $m^{\mu}, \bar{m}^{\mu}$ are complex vectors, is defined by the relations

$$
l_{\mu} n^{\mu}=-m_{\mu} \bar{m}^{\mu}=1
$$

with all other inner products zero.
If $F_{\mu \nu}$ is the electromagnetic field tensor, then the three Maxwell scalars are defined by

$$
\begin{aligned}
& \phi_{0}=F_{\mu \nu} l^{\mu} m^{\nu}, \quad \phi_{2}=F_{\mu \nu} \bar{m}^{\mu} n^{\nu}, \\
& \phi_{1}=\frac{1}{2} F_{\mu \nu}\left(l^{\mu} n^{\nu}+\bar{m}^{\mu} m^{\nu}\right) .
\end{aligned}
$$

In the case of a null field the tetrad can be chosen so that $\phi_{0}=\phi_{1}=0, \phi_{2} \equiv \phi \neq 0$. In this case $l^{\mu}$ is a repeated principal null vector of the electromagnetic field.

By a suitable choice of units the Einstein-Maxwell field equations may be written in the form

$$
\Phi_{A B}=\phi_{A} \bar{\phi}_{B},
$$

where $\Phi_{A B}$ are the complex tetrad components of the Ricci tensor and $A, B$ take the values of $0,1,2$. In the present case the only nonzero component of $\Phi_{A B}$ is $\Phi_{22}=\phi \bar{\phi}$.

The twelve complex spin coefficients are defined by the expressions

$$
\begin{aligned}
l_{\mu ; \nu}= & (\gamma+\bar{\gamma}) l_{\mu} l_{\nu}+(\epsilon+\bar{\epsilon}) l_{\mu} n_{\nu}-(\alpha+\bar{\beta}) l_{\mu} m_{\nu}-(\bar{\alpha}+\beta) l_{\mu} \bar{m}_{\nu} \\
& -\bar{\tau} m_{\mu} l_{\nu}-\bar{\kappa} m_{\mu} n_{\nu}+\bar{\sigma} m_{\mu} m_{\nu}+\bar{\rho} m_{\mu} \bar{m}_{\nu}-\tau \bar{m}_{\mu} l_{\nu} \\
& -\kappa \bar{m}_{\mu} n_{\nu}+\sigma \bar{m}_{\mu} \bar{m}_{\nu},
\end{aligned}
$$

$$
\begin{aligned}
n_{\mu ; \nu}= & -(\gamma+\bar{\gamma}) n_{\mu} l_{\nu}-(\epsilon+\bar{\epsilon}) n_{\mu} n_{\nu}+(\alpha+\bar{\beta}) n_{\mu} m_{\nu}+(\bar{\alpha}+\beta) n_{\mu} \bar{m}_{\nu} \\
& +\nu m_{\mu} l_{\nu}+\pi m_{\mu} n_{\nu}-\lambda m_{\mu} m_{\nu}-\mu m_{\mu} \bar{m}_{\nu}+\bar{\nu} \bar{m}_{\mu} l_{\nu} \\
& +\bar{\pi} \bar{m}_{\mu} n_{\nu}-\bar{\mu} \bar{m}_{\mu} m_{\nu}-\bar{\lambda} \bar{m}_{\tau} \bar{m}_{\nu}, \\
m_{\mu ; \nu}= & \bar{\nu} l_{\mu} l_{\nu}+\bar{\pi} l_{\mu} n_{\nu}-\bar{\mu} l_{\mu} m_{\nu}-\bar{\lambda}_{\mu} \bar{m}_{\nu}-\tau n_{\mu} l_{\nu}-\kappa n_{\mu} n_{\nu} \\
& +\rho n_{\mu} m_{\nu}+\sigma n_{\mu} \bar{m}_{\nu}+(\gamma-\bar{\gamma}) m_{\mu} l_{\nu}+(\epsilon-\bar{\epsilon}) m_{\mu} n_{\nu} \\
& +(\bar{\beta}-\alpha) m_{\mu} m_{\nu}+(\bar{\alpha}-\beta) m_{\mu} \bar{m}_{\nu} .
\end{aligned}
$$

Using the facts the five complex tetrad components of the Weyl tensor are zero and $\Phi_{22}=\phi \bar{\phi}$ is the only nonzero component of $\Phi_{A B}$, we find from Bianchi's ${ }^{7}$ identities that

$$
\begin{equation*}
\kappa=\sigma=\rho=0 . \tag{2.2}
\end{equation*}
$$

Four differential operators $D, \Delta, \delta, \bar{\delta}$ are defined by

$$
D \phi=\phi_{; \mu} l^{\mu}, \quad \delta \phi=\phi ; \mu m^{\mu}, \quad \bar{\delta} \phi=\phi_{; \mu} \bar{m}^{\mu}, \quad \Delta \phi=\phi_{; \mu} n^{\mu} .
$$

By taking into account the conditions (2.2), the following commutation relations (integrability conditions) hold:

$$
\begin{align*}
& (\Delta D-D \Delta) \phi=(\gamma+\bar{\gamma}) D \phi+(\epsilon+\bar{\epsilon}) \Delta \phi-\pi \delta \phi-\bar{\pi} \bar{\delta} \phi, \\
& (\delta D-D \delta) \phi=(\bar{\alpha}+\beta-\bar{\pi}) D \phi-(\epsilon-\bar{\epsilon}) \delta \phi, \\
& (\delta \Delta-\Delta \bar{\delta}) \phi=-\bar{\nu} D \phi-(\bar{\alpha}+\beta) \Delta \phi+(\mu-\gamma+\bar{\gamma}) \delta \phi+\bar{\lambda} \bar{\delta} \phi, \\
& (\delta \bar{\delta}-\bar{\delta} \delta) \phi=(\mu-\bar{\mu}) D \phi+(\bar{\beta}-\alpha) \delta \phi+(\bar{\alpha}-\beta) \bar{\delta} \phi . \tag{2,3}
\end{align*}
$$

Maxwell's equations are

$$
\begin{align*}
& D \phi=-2 \epsilon \phi,  \tag{2.4}\\
& \delta \phi=(\tau-2 \beta) \phi . \tag{2.5}
\end{align*}
$$

Combining (2.5) with Bianchi's identities

$$
\bar{\delta}(\phi \bar{\phi})=(\bar{\tau}-2 \bar{\beta}-2 \alpha) \phi \bar{\phi},
$$

we obtain

$$
\begin{equation*}
\bar{\delta}_{\phi}=-2 \alpha \phi \tag{2.6}
\end{equation*}
$$

If we evaluate the commutator ( $\delta \bar{\delta}-\bar{\delta} \delta) \phi$ using (2.3), (2.4), (2.5), (2.6), and the field equations, ${ }^{7}$ we obtain $\tau=0$.
(2.7)

The remaining nontrivial field equations are

$$
\begin{aligned}
& D \alpha-\bar{\delta} \epsilon=(\bar{\epsilon}-2 \epsilon) \alpha-\bar{\beta} \epsilon+\epsilon \pi, \\
& D \beta-\delta \epsilon=-\bar{\epsilon} \beta-(\bar{\alpha}-\pi) \epsilon, \\
& D \gamma-\Delta \epsilon=\bar{\pi} \alpha+\pi \beta-(\epsilon+\bar{\epsilon}) \gamma-(\gamma+\bar{\gamma}) \epsilon, \\
& D \lambda-\bar{\delta} \pi=\pi^{2}+(\alpha-\bar{\beta}) \pi-(3 \epsilon-\bar{\epsilon}) \lambda,
\end{aligned}
$$

$$
\begin{align*}
& D \mu-\delta \pi=\pi \bar{\pi}-(\epsilon+\bar{\epsilon}) \mu-\pi(\bar{\alpha}-\beta), \\
& D \nu-\Delta \pi=\pi \mu+\bar{\pi} \lambda+(\gamma-\bar{\gamma}) \pi-(3 \epsilon+\bar{\epsilon}) \nu,  \tag{2.8}\\
& \Delta \lambda-\bar{\delta} \nu=-(\mu+\bar{\mu}) \lambda-(3 \gamma-\bar{\gamma}) \lambda+(3 \alpha+\bar{\beta}+\pi) \nu, \\
& \delta \alpha-\bar{\delta} \beta=\alpha \bar{\alpha}+\beta \bar{\beta}-2 \alpha \beta+\epsilon(\mu-\bar{\mu}), \\
& \delta \lambda-\bar{\delta} \mu=(\mu-\bar{\mu}) \pi+\mu(\alpha+\bar{\beta})+\lambda(\bar{\alpha}-3 \beta), \\
& \delta \nu-\Delta \mu=\mu^{2}+\lambda \bar{\lambda}+(\gamma+\bar{\gamma}) \mu-\bar{\nu} \pi-(3 \beta+\bar{\alpha}) \nu+\phi \bar{\phi}, \\
& \delta \gamma-\Delta \beta=-(\bar{\alpha}+\beta) \gamma-\epsilon \bar{\nu}-\beta(\gamma-\bar{\gamma}-\mu)+\alpha \bar{\lambda}, \\
& \Delta \alpha-\bar{\delta} \gamma=\epsilon \nu-\beta \lambda+(\bar{\gamma}-\bar{\mu}) \alpha+\bar{\beta} \gamma .
\end{align*}
$$

## 3. SIMPLIFICATION OF THE EQUATIONS

The tetrad rotations preserving $l^{\mu}$ as the principal null direction of the electromagnetic field are the spatial rotations

$$
\begin{align*}
& l^{\mu} \rightarrow R l^{\mu} \\
& n^{\mu} \rightarrow R^{-1} n^{\mu}  \tag{3.1}\\
& m^{\mu} \rightarrow e^{i S} m^{\mu}
\end{align*}
$$

where $R>0, S$ are real functions, and the null rotations

$$
\begin{align*}
& l^{\mu} \rightarrow l^{\mu} \\
& n^{\mu} \rightarrow n^{\mu}+\bar{T} m^{\mu}+T \bar{m}^{\mu}+T \bar{T} l^{\mu}  \tag{3.2}\\
& m^{\mu} \rightarrow m^{\mu}+T l^{\mu}
\end{align*}
$$

where $T$ is a complex function.
We now show that by means of a rotation of the form (3.1) we can eliminate the spin coefficients $\alpha, \beta, \epsilon, \gamma$. Under this rotation these spin coefficients transform as follows:

$$
\begin{aligned}
& \widetilde{\alpha}=e^{-i S}\left(\alpha+\frac{1}{2 R} \bar{\delta} R+\frac{i}{2} \bar{\delta} S\right), \\
& \widetilde{\beta}=e^{i S}\left(\beta+\frac{1}{2 R} \delta R+\frac{i}{2} \delta S\right), \\
& \tilde{\epsilon}=R \epsilon+\frac{1}{2} D R+\frac{i}{2} R D S, \\
& \tilde{\gamma}=R^{-1} \gamma+\frac{1}{2 R^{2}} \Delta R+\frac{i}{2} \frac{1}{R} \Delta S .
\end{aligned}
$$

To set $\tilde{\alpha}, \tilde{\beta}, \tilde{\epsilon}, \tilde{\gamma}$ to zero we must choose $R$ and $S$ to satisfy

$$
D A=-2 \epsilon, \quad \Delta A=-2 \gamma, \quad \delta A=-2 \beta, \quad \bar{\delta} A=-2 \alpha,
$$

where $A=\log R+i S$. By applying the commutation relations (2.3) to these expressions and using equations (2.8), we find that all the integrability conditions are satisfied. Hence we can always choose $R$ and $S$ so that $\alpha, \beta, E, \gamma$ vanish. These conditions are preserved by rotations for which $A$ is constant.

Consider a rotation of the form (3.2). Under this rotation the remaining spin coefficients transform as

$$
\begin{aligned}
& \tilde{\pi}=\pi+D \bar{T}, \\
& \tilde{\mu}=\mu+T \pi+\delta \bar{T}+T D \bar{T}, \\
& \tilde{\lambda}=\lambda+\bar{T} \pi+\bar{\delta} \bar{T}+\bar{T} D \bar{T}, \\
& \tilde{\nu}=\nu+T \lambda+\bar{T} \mu+T \bar{T} \pi+\Delta \bar{T}+T \bar{\delta} \bar{T}+\bar{T} \bar{\delta} \bar{T}+\bar{T} \delta \bar{T}+T \bar{T} D \bar{T} .
\end{aligned}
$$

We now show that by a suitable choice of $T$, the spin coefficients $\tilde{\pi}, \tilde{\mu}, \tilde{\lambda}$ can be made to vanish. For this to be possible, $T$ must satisfy the differential equations

$$
\begin{aligned}
& 0=\pi+D \bar{T}, \\
& 0=\mu+T \pi+\delta \bar{T}+T D \bar{T}, \\
& 0=\lambda+\bar{T} \pi+\bar{\delta} \bar{T}+\bar{T} D \bar{T} .
\end{aligned}
$$

These equations may be rewritten in the form

$$
D \bar{T}=-\pi, \quad \delta \bar{T}=-\mu, \quad \bar{\delta} \bar{T}=-\lambda .
$$

By applying the commutation relations to these expressions and using equations (2.8), remembering that now $\alpha=\beta=\epsilon=\gamma=0$, we find that all the integrability conditions are satisfied. Hence we can always choose $T$ so that $\pi, \mu, \lambda$ vanish. Under this rotation $\nu$ becomes

$$
\tilde{\nu}=\nu+\Delta \bar{T} .
$$

The presence of the $\phi \bar{\phi}$ term in the tenth equation of (2.8) ensures that $T$ cannot be chosen so that $\tilde{\nu}=0$. The vanishing of $\pi, \mu$, and $\lambda$ is preserved by rotations satisfying $D T=\delta T=\bar{\delta} T=0$.
Thus $\nu$ is the only nonzero spin coefficient, and from the expressions (2.1) we find

$$
l_{\mu ; \nu}=0, \quad m_{\mu ; \nu}=\bar{\nu} l_{\mu} l_{\nu}
$$

which imply that both $l_{\mu}$ and $m_{\mu}$ are gradient vectors, i. e. ,

$$
l_{\mu}=u_{, \mu}, \quad m_{\mu}=z_{, \mu}
$$

where $u$ is a real function of the four coordinates and $z$ is a complex function of the four coordinates. Labelling the coordinates $x^{\mu}(\mu=1,2,3,4)$, we now choose coordinates such that $u=x^{1}, z=x^{3}, \bar{z}=x^{4}$ so that the tetrad vectors take the form

$$
\begin{aligned}
& l_{\mu}=(1,0,0,0), \quad n_{\mu}=\left(n_{1}, n_{2}, n_{3}, n_{4}\right), \\
& m_{\mu}=(0,0,1,0), \quad \bar{m}_{\mu}=(0,0,0,1),
\end{aligned}
$$

where the components of $n_{\mu}$ are each functions of the four coordinates.

Since $\nu$ is the only nonzero spin coefficient, the expressions (2.1) also give

$$
\begin{equation*}
n_{\mu ; \nu}=\nu m_{\mu} l_{\nu}+\bar{\nu} \bar{m}_{\mu} l_{\nu}, \tag{3.3}
\end{equation*}
$$

which implies

$$
\begin{equation*}
n_{[\mu ; \nu} l_{\sigma]}=0 . \tag{3.4}
\end{equation*}
$$

Since only the first components of $l_{\mu}$ is nonzero, Eq. (3.4) leads to

$$
n_{a, b}-n_{b, a}=0,
$$

where $a, b=2,3,4$. This implies that the three components $n_{a}$ form a three-dimensional gradient vector with $u$ fixed, i.e.,

$$
n_{a}=\gamma_{, a},
$$

where $r$ is a function of the four coordinates. We can choose the coordinate $x^{2}=r$; then $n_{\mu}$ becomes

$$
\begin{equation*}
n_{\mu}=(F, 1,0,0), \tag{3.5}
\end{equation*}
$$

where $F$ is a function of the four coordinates. However, by antisymmetrizing equation (3.3) and putting the suf-
fixes $\mu, \nu=1,2$ we obtain $n_{1_{\mathrm{e}} 2}-n_{2,1}=0$ which implies that $F=F(u, z, \bar{z})$.

## 4. THE SOLUTION

The metric tensor $g_{\mu \nu}$ is given by the expression

$$
g_{\mu \nu}=l_{\mu} n_{\nu}+l_{\nu} n_{\mu}-m_{\mu} \bar{m}_{\nu}-m_{\nu} \bar{m}_{\mu}
$$

from which we find that the metric of the space-time solution has the form

$$
d s^{2}=2 F d u^{2}+2 d u d r-2 d z d \bar{z}
$$

In view of (3.3) and (3.5) the nonzero spin coefficient $\nu$ is given by

$$
\begin{equation*}
\nu=-F, z \tag{4.1}
\end{equation*}
$$

The remaining nontrivial Newman-Penrose equations are

$$
\begin{equation*}
D \nu=\bar{\delta} \nu=0, \quad \delta \nu=\phi \bar{\phi}=q^{2}(u) \tag{4.2}
\end{equation*}
$$

The fact that $\phi \bar{\phi}$ is a function only of $u$ results from the remaining Bianchi identities, which are $D(\phi \bar{\phi})=\bar{\delta}(\phi \bar{\phi})=0$.

Equations (4.1) and (4.2) lead to

$$
F_{, z z}=0, \quad F_{, z \bar{z}}=q^{2}(u)
$$

so that $F$ has the form

$$
\begin{equation*}
F=q^{2}(u) z \bar{z}+p(u) z+\bar{p}(u) \bar{z}+h(u) \tag{4.3}
\end{equation*}
$$

By a transformation of the form

$$
\begin{aligned}
& z^{\prime}=z-b \\
& r^{\prime}=r-z \dot{b}-\bar{z} \dot{b}+c
\end{aligned}
$$

where $b$ and $c$ are functions of $u$ only and the dot denotes differentiation with respect to $u$, it is possible to trans-
form away the last three terms of expression (4.3). Thus the metric takes the final form

$$
\begin{equation*}
d s^{2}=2 q^{2}(u) z \bar{z} d u^{2}+2 d u d r-2 d z d \bar{z} \tag{4.4}
\end{equation*}
$$

which is precisely the general solution given by Cahen and Leroy. ${ }^{6}$ The solutions (4.4) are the conformally flat members of the exact plane wave family of solutions ${ }^{5}$ of Einstein-Maxwell equations.

Note that the Maxwell equations (2.4) and (2.5) now take the form $D \phi=\delta \phi=0$ and, from Eq. (2.6), we have, in addition, $\bar{\delta} \phi=0$. These equations imply that $\phi$ is a function only of $u$.
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# Algebraic approach of the infrared-problem for external currents 

J. P. Provost, F. Rocca, and G. Vallée<br>Physique Théorique, Université de Nice, ${ }^{*} \dagger 06034$ Nice-Cedex, France<br>(Received 4 November 1974)<br>The infrared problem for external currents is shown to be a consequence of the nonexistence of a particle number in the correct representation. A natural procedure for obtaining nondivergent results is then given.

Generalized coherent states have been introduced in the study of the problem of the electromagnetic field interacting with a prescribed $c$-number current $J_{i}(\mathbf{r}, l)$. By working in the Heisenberg picture the resolution of the coupled field equation in the radiation gauge leads to the relation ${ }^{1}$

$$
\begin{equation*}
\mathbf{a}_{\text {out }}(\mathbf{k})=\mathbf{a}_{\mathrm{in}}(\mathrm{k})+i \mathbf{j}(\mathrm{k}) \tag{1}
\end{equation*}
$$

where $\mathbf{j}(k)$ is the Fourier transform on the mass shell of the transverse part of the current. Therefore, the invacuum Fock state $\Omega$ is a coherent vector state for the out-field operator whose mean number of photons at time $l=+\infty$ is equal to $\|J\|^{2}$ :

$$
\begin{equation*}
\|J\|^{2}=(\mathrm{j}, \mathrm{j})=\int \frac{d^{3} k}{2|\mathbf{k}|} \mathrm{j}^{*}(\mathbf{k}) \cdot \mathbf{j}(\mathbf{k}) \tag{2}
\end{equation*}
$$

For accelerated charged particles, $\mathbf{j}(\mathbf{k})$ behaves like $1 /|k|$ when $|k|$ goes to zero and the mean number of photons is strictly infinite: $\Omega$ does not belong to the Fock representation space of the out field. In this situation a von Neumann's infinite tensor product representation has been introduced and generalized coherent vector states have been rigourously defined. ${ }^{2,3}$ We present in this note a simpler algebraic approach of this infrared problem.

Let $A$ be the subspace of the one photon Hilbert space $\angle$ such that the scalar product $(\mathbf{f}, \mathrm{j}), \mathrm{f} \in \mathcal{A}$, is finite. $A$ is dense in ${ }^{3,4} L$, and we can take for the photon field algebra the $C^{*}$-algebra $\overline{\Delta(A, \sigma)}$ constructed as in Ref. 5: $\Delta(\mathcal{A}, \sigma)$ is the $*$-algebra generated by the elements $\delta_{f}, \mathrm{f} \approx \neq$, which satisfy the Weyl relation

$$
\begin{equation*}
\delta_{\mathbf{f}} \delta_{\mathbf{g}}=\exp [-i \sigma(\mathbf{f}, \mathbf{g})] \delta_{\mathbf{f}+\mathbf{g}} \tag{3}
\end{equation*}
$$

where $\sigma$ is the antisymmetric real bilinear form on $A$ :

$$
\begin{equation*}
\sigma(f, g)=(1 / 2 i)[(f, g)-(g, f)] \tag{4}
\end{equation*}
$$

$\overline{\Delta(\bar{A}, \sigma)}$ is the closure with respect to the $C^{*}$-algebra norm which exists on $\Delta(A, \sigma)$.

Now, by starting with the vacuum Fock vector state $\Omega$ as initial vector state, all measurements at time $l=+\infty$ can be deduced from the functional $E(f)$ on $A$ :

$$
\begin{align*}
E(\mathbf{f}) & =\left(\Omega, \exp \left(i A_{\text {out }}(\mathrm{f})\right] \Omega\right), \quad \mathbf{f} \curvearrowright A, \\
& =\exp \left[-\frac{1}{2}(\mathbf{f}, \mathbf{f})+2 i \operatorname{Im}(\mathbf{f}, \mathbf{j})\right] . \tag{5}
\end{align*}
$$

This functional $E(f)$ defines the generalized coherent state $\omega_{j}$ on $\overline{\Delta(A, \sigma)}$ through the relation

$$
\begin{equation*}
\omega_{\mathbf{j}}\left(\delta_{\mathbf{f}}\right)=E(\mathbf{f}), \quad \delta_{\mathbf{f}} \in \overline{\Delta(A, \sigma)} \tag{6}
\end{equation*}
$$

The $G-N-S$ triplet associated with the state $\omega_{j}$ is
$\left(H_{F}, \Pi_{j}, \Omega\right)$, where $H_{F}$ is the Fock representation space and the representation $\Pi_{1}$ is given by

$$
\begin{equation*}
\Pi_{f}\left(\delta_{f}\right)=\Pi_{F}\left(\delta_{\mathrm{f}}\right) \exp [2 i \operatorname{Im}(\mathrm{f}, \mathrm{j})] \tag{7}
\end{equation*}
$$

( $\Pi_{F}$ is the usual Fock representation).
As j does not belong to $\angle$ the linear form on $A$ : $f \rightarrow(f, j)$ is not continuous with respect to the norm in $/$ and the state $\omega_{j}$ is not quasiequivalent to a Fock state. ${ }^{\text {fi }}$

Furthermore, the *-automorphisms corresponding to gauge transformations of the first kind:

$$
\begin{equation*}
\alpha_{\theta} \delta_{\mathrm{f}}=\delta_{e^{i \theta_{\mathrm{f}}}} \tag{8}
\end{equation*}
$$

cannot be implemented in the representation $\Pi_{1}$, i. e., there does not exist a weakly continuous group of unitaries such that

$$
\begin{equation*}
I_{\mathrm{f}}\left(\alpha_{\theta} \delta_{\mathbf{f}}\right)=V_{\theta} \Pi_{\mathrm{f}}\left(\delta_{f}\right) V_{\theta}^{-1} \tag{9}
\end{equation*}
$$

Indeed it is easy to show that the existence of such unitaries would imply that the representations $I I_{\left(1-e^{-i \theta}\right) 1}$ and $\Pi_{F}$ are equivalent. Consequently, no infinitestimal generator $N$ of $V_{\theta}$, i.e., no particle number for the representation $\Pi_{1}$, can be found. ${ }^{7}$ All questions concerning measurements connected with the particle number (mean-value, counting probability, etc.) are then meaningless in this representation. This is the ultimate reason why the (incorrect) use of the Fock representation in describing these measurements leads to infrared divergences.

However, it is possible to extract from the state $\omega_{j}$ a noninfrared divergent Fock part. In this way let us define a projector $P_{A}$ such that

$$
\begin{align*}
\left(P_{\Lambda} \mathrm{f}\right)(\mathrm{k}) & =0 \quad \text { if }|\mathbf{k}|<\Lambda \\
& =\mathrm{f}(\mathrm{k}) \text { if }|\mathrm{k}| \geqslant \Lambda>0 \tag{10}
\end{align*}
$$

One can write

$$
\begin{equation*}
\omega_{1}\left(\delta_{£}\right)=\omega_{j}\left(\delta_{P_{\Lambda}}\right) \cdot \omega_{j}\left(\delta_{\left(1-P_{\Lambda}\right) f}\right) \tag{11}
\end{equation*}
$$

Actually $\omega_{1}$ is the product state $\omega_{1}^{1} \otimes \omega_{j}^{2}$, $\omega_{\mathrm{j}}^{1}$ (resp. $\omega_{\mathrm{j}}^{2}$ ) being the restriction of $\omega_{\mathrm{j}}$ to $\left.\overline{\Delta\left(P_{\Lambda} \mathcal{A}, \sigma\right.}\right)\left[\right.$ resp. $\left.\overline{\Delta\left(\left(1-P_{\Lambda}\right) \mathcal{A}, \sigma\right)}\right]$. Thus the $\mathrm{G}-\mathrm{N}-\mathrm{S}$ triplet associated with $\omega_{\mathrm{j}}$ can be written $\left(H_{F}^{1} \otimes H_{F}^{2}\right.$, $\Pi_{j}^{1} \otimes \Pi_{j}^{2}, \Omega^{1} \otimes \Omega^{2}$ ), where ( $H_{F}^{i}, \Pi_{j}^{i}, \Omega^{i}$ ) is the $\mathrm{G}-\mathrm{N}-\mathrm{S}$ triplet associated with $\omega_{j}^{i}(i=1,2)$. The interesting feature of this decomposition is that the representation $\|_{j}^{1}$ is a Fock one since the linear form on $P_{\Lambda} \not \mathcal{A}: P_{\Lambda} \mathrm{f} \rightarrow\left(P_{\Lambda} \mathrm{f}, \mathrm{j}\right)$ is now continuous with respect to the norm in $L$. Thus for any observable $A$ of the form $A_{1} \otimes 1_{2}$, the mean value in the state $\omega_{\mathrm{j}}:(\Omega, A \Omega)=\left(\Omega^{1}, A_{1} \Omega^{1}\right)$, is simply a

Fock average. Such a situation is in particular encountered in considering the probability $p_{n}^{A}$ that $n$ photons of arbitrary polarization and momenta greater than $\Lambda(\Lambda>0)$ and everything with momenta less than $\Lambda$ is radiated by the current. In this case, the observable to be considered is $A=P_{n}^{\Lambda} \otimes 1_{2}$, where $P_{n}^{\Lambda}$ is the projector onto the subspace of $H_{F}^{1}$ spanned by the $n$-photons vector states with all momenta greater than $\Lambda$. Then

$$
\begin{equation*}
p_{n}^{\Lambda}=\left(\Omega^{1}, P_{n}^{\Lambda} \Omega^{1}\right) \tag{12}
\end{equation*}
$$

and a standard calculation gives the expected Poisson distribution ${ }^{1}$

$$
\begin{equation*}
p_{n}^{\Lambda}=\frac{1}{n!}\left(\bar{n}_{\Lambda}\right)^{n} \exp \left(-\bar{n}_{\Lambda}\right) \tag{13}
\end{equation*}
$$

with

$$
\begin{equation*}
\bar{n}_{\Lambda}=\int_{|\mathbf{k}| \geqslant \Lambda} \frac{d^{3} k}{2|\mathbf{k}|} \mathbf{j}^{*}(\mathbf{k}) \cdot \mathbf{j}(\mathbf{k}) . \tag{14}
\end{equation*}
$$

This result is evidently not infrared divergent whatever is $\Lambda$ strictly positive. If $\Lambda$ is equal to zero, there is no longer a decomposition of $\omega_{1}$ with a Fock component and as already noted the previous calculation is meaningless in the actual representation.

Let us note that the previous analysis and particularly the decomposition (11) is still valid if one starts with an in- Fock vector state different from the vacuum $\Omega$
(neither the representation space nor the representation change, only the cyclic vector does); this enables us to construct a scattering operator which admits a product decomposition very similar to the one defined by Reents in his recent paper. ${ }^{8}$

In conclusion, this algebraic approach of the infrared problem for external current is certainly the most natural and economical one. It permits to recover all previous results without introducing a von Neumann's infinite tensor product representation, and, furthermore, it rigourously stresses the fact that the infrared divergence in the Fock representation is nothing but the consequence of the nonexistence of a particle number operator in the actual representation.
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# NUT-like generalization of axisymmetric gravitational fields* 

C. Reina and A. Treves<br>Istituto di Fisica dell'Università di Milano, 20133 Milano, Italy<br>(Received 5 October 1974)<br>The complex potential formulation of the axisymmetric problem discussed by Ernst enables us to construct new solutions from a given one, by multiplying the corresponding potential by a unit complex number. This rotation introduces naturally the NUT parameter in the metric. The generalized Kerr, Weyl, and Tomimatsu-Sato solutions are explicity constructed.

## I. INTRODUCTION

In 1963 Newman, Tamburino, and Unti ${ }^{1}$ found a family of solutions of the Einstein equations, which contains as a special case the Schwarzschild solution. The interest in the NUT fields is mainly mathematical, since the only member of the family which is flat at infinity is the Schwarzschild solution itself.

A generalization of the Kerr field, analogous to that proposed by NUT, was obtained by Demianski and New$\operatorname{man}^{2}$ by means of a mathematical trick, involving a complex coordinate transformation.

In this paper it is shown that the complex potential formalism introduced by Ernst ${ }^{3}$ leads naturally to the NUT and to the Demianski and Newman solutions, the NUT parameter being related to an arbitrary phase constant in the Ernst potential $\xi_{0}$. The generalization can be extended to any axisymmetric solution, and in particular it is given here for the Tomimatsu-Sato field.

## II. NUT AND DEMIANSKI-NEWMAN FIELDS

In canonical cylindric coordinates the most general axisymmetric electrovac line element reads ${ }^{4}$

$$
\begin{equation*}
d s^{2}=f^{-1}\left[e^{2 \gamma}\left(d \rho^{2}+d z^{2}\right)+\rho^{2} d \varphi^{2}\right]-f(d t-\omega d \varphi)^{2}, \tag{1}
\end{equation*}
$$

where the potentials $f, \gamma, \omega$ are functions of $\rho, z$. It was shown by Ernst ${ }^{3}$ that the potentials can be derived from a complex function $\xi_{0}$, satisfying the equation,

$$
\begin{equation*}
\left(\xi_{0} \xi_{0}^{*}-1\right) \nabla^{2} \xi_{0}=2 \xi_{0}^{*} \nabla \xi_{0} \nabla \xi_{0}, \tag{2}
\end{equation*}
$$

where $\nabla^{2}$ is the flat space three-dimensional operator. The equations relating $f, \omega, \gamma$ to $\xi_{0}$ are

$$
\begin{align*}
& f=\operatorname{Re} \frac{\xi_{0}-1}{\xi_{0}+1},  \tag{3}\\
& \nabla \omega=\frac{2 \rho}{\left(\xi_{0} \xi_{0}^{*}-1\right)^{2}} \operatorname{Im}\left[\left(\xi_{0}^{*}-1\right)^{2} \hat{\mathbf{n}} \times \nabla \xi_{0}\right],  \tag{4}\\
& \frac{\partial \gamma}{\partial \rho}=\frac{\rho}{\left(\xi_{0} \xi_{0}^{*}-1\right)^{2}}\left[\frac{\partial \xi_{0}}{\partial \rho} \frac{\partial \xi_{0}^{*}}{\partial \rho}-\frac{\partial \xi_{0}}{\partial z} \frac{\partial \xi_{0}^{*}}{\partial z}\right],  \tag{5}\\
& \frac{\partial \gamma}{\partial z}=\frac{\rho}{\left(\xi_{0} \xi_{0}^{*}-1\right)^{2}}\left[\frac{\partial \xi_{0}}{\partial \rho} \frac{\partial \xi_{0}^{*}}{\partial z}+\frac{\partial \xi_{0}^{*}}{\partial \rho} \frac{\partial \xi_{0}}{\partial z}\right], \tag{6}
\end{align*}
$$

where $\hat{n}$ is the azimuth direction.
It was noted by Ernst ${ }^{5}$ that from a given solution $\xi_{0}$ of Eq. (2), one can generate in a number of ways new solutions, which, however, in general are not physically meaningful. In particular we show that the transformation

$$
\begin{equation*}
\xi=\exp (i \alpha) \xi_{0} \tag{7}
\end{equation*}
$$

yields the NUT and Demianski-Newman fields for $\xi_{0}$ corresponding to the Schwarzschild and Kerr solutions respectively.

In prolate spheroidal coordinates $(x, y)\left[\rho=k\left(x^{2}-1\right)^{1 / 2}\right.$ $\times\left(1-y^{2}\right)^{1 / 2} ; z=k x y, k$ being a scale factor] the Kerr solution corresponds to

$$
\xi_{0}=p x+i q y,
$$

with $p^{2}+q^{2}=1$. The transformation (7) together with Eqs. (3) and (4) gives

$$
\begin{align*}
& f=1-2 \frac{p \cos \alpha x-q \sin \alpha y+1}{(p x+1)^{2}+q^{2} y^{2}+2 p(\cos \alpha-1) x-2 q \sin \alpha y}  \tag{8}\\
& \omega=-\frac{2 k}{p} q \frac{\left(1-y^{2}\right)(q \sin \alpha y-p \cos \alpha x-1)}{p^{2} x^{2}+q^{2} y^{2}-1}-2 \frac{k}{p} \sin \alpha y . \tag{9}
\end{align*}
$$

Since Eqs. (5) and (6) are independent of $\alpha$, the potential $\gamma$ is unchanged by the transformation (7), and therefore,

$$
\begin{equation*}
\exp (2 \gamma)=\left(p^{2} x^{2}+q^{2} y^{2}-1\right) / p^{2}\left(x^{2}-y^{2}\right) \tag{10}
\end{equation*}
$$

By the coordinate transformation

$$
x=(r-m) / k, \quad y=\cos 9
$$

the metric is mapped into the form

$$
\begin{align*}
d s^{2}= & \frac{r^{2}+(a \cos \vartheta-l)^{2}}{r^{2}-2 m r+a^{2}-l^{2}} d r^{2}+\left[r^{2}+(a \cos \vartheta-l)^{2}\right] \\
\times & \left(d 9^{2}+\frac{r^{2}-2 m r+a^{2}-l^{2}}{r^{2}-2 m r+a^{2} \cos ^{2} \vartheta-l^{2}} d \varphi^{2}\right) \\
& \quad-\left(1-2 \frac{m r+l(l-a \cos \vartheta)}{r^{2}+(a \cos \vartheta-l)^{2}}\right) \\
& \times\left[d l-\left(\frac{2 a \sin ^{2} 9[m r+l(l-a \cos \vartheta)]}{r^{2}-2 m r-l^{2}+a^{2} \cos ^{2} 9}-2 l \cos 9\right) d \varphi\right]^{2}, \tag{11}
\end{align*}
$$

where $m, l_{9}$ and $a$ are related to $p, q, \alpha$, and $k$ by

$$
\begin{aligned}
& k^{2}=m^{2}+l^{2}-a^{2}, \\
& p=k /\left(m^{2}+l^{2}\right)^{1 / 2}, \quad q=a /\left(m^{2}+l^{2}\right)^{1 / 2}, \\
& \cos \alpha=m /\left(m^{2}+l^{2}\right)^{1 / 2}, \quad \sin \alpha=l /\left(m^{2}+l^{2}\right)^{1 / 2} .
\end{aligned}
$$

The line element (11) coincides with the DemianskiNewman uncharged metric, which reduces to the usual Boyer and Lindquist form of the Kerr metric for $l=0$ and to the NUT generalization of the Schwarzschild metric for $a=0$ 。

## III. GENERALIZED WEYL AND TOMIMATSU-SATO FIELDS

The transformation (7) can be applied to algebraically general fields as well. We consider the special family of Weyl solutions

$$
\begin{equation*}
\xi_{0}=\left[(x+1)^{6}+(x-1)^{6}\right] /\left[(x+1)^{6}-(x-1)^{6}\right], \tag{12}
\end{equation*}
$$

which for $\delta=1$ is the Schwarzschild solution and for $\delta=2,3,4$ are the static counterparts of the Tomimatsu-Sato solutions.

Applying the transformation (7) and solving for the potentials $f, \omega, \gamma$, we have

$$
\begin{align*}
& f=2\left(x^{2}-1\right)^{6} /\left[(\cos \alpha+1)(x+1)^{26}+(\cos \alpha-1)(x-1)^{26}\right],  \tag{13}\\
& \omega=2 k \delta \sin \alpha y, \tag{14}
\end{align*}
$$

$$
\begin{equation*}
\exp (2 \gamma)=\left(x^{2}-1\right)^{5^{2}} /\left(x^{2}-y^{2}\right)^{5^{2}} \tag{15}
\end{equation*}
$$

For $\delta=1$ this reduces to the NUT field.
The Tomimatsu-Sato complex potential for $\delta=2$ reads ${ }^{6}$

$$
\xi_{0}=(u+i v) /(m+i n),
$$

where

$$
\begin{aligned}
& u=p^{2} x^{4}+q^{2} y^{4}-1, \quad v=-2 p q \times y\left(x^{2}-y^{2}\right), \\
& m=2 p x\left(x^{2}-1\right), \quad n=-2 q y\left(1-y^{2}\right) .
\end{aligned}
$$

The rotation (7) yields

$$
\xi=[\cos \alpha u-\sin \alpha v+i(\sin \alpha u+\cos \alpha v)] /(m+i n)
$$

and therefore

$$
f=A_{0} / B
$$

where

$$
\begin{aligned}
& A_{0}=u^{2}+v^{2}-m^{2}-n^{2}, \\
& B=B_{0}+2(\cos \alpha-1) \eta-2 \sin \alpha \epsilon, \\
& B_{0}=(u+m)^{2}+(v+n)^{2}, \\
& \eta=m u+n v, \quad \epsilon=m v-n u .
\end{aligned}
$$

(Hereinafter a subscript 0 indicates the quantities which are unchanged with respect to the TomimatsuSato case。) The potential $\gamma$ is that given by TomimatsuSato,

$$
\exp \left(2 \gamma_{0}\right)=A_{0} / p^{4}\left(x^{2}-y^{2}\right)^{4}
$$

Equations (4) in prolate spheroidal coordinates yield

$$
\begin{align*}
\frac{\partial}{\partial x}\left(\omega-\cos \alpha \omega_{0}\right)=- & k \frac{\left(1-y^{2}\right)}{A_{0}^{2}}\left[2(1-\cos \alpha)\left(\eta \frac{\partial \epsilon}{\partial y}-\epsilon \frac{\partial \eta}{\partial y}\right)\right. \\
& \left.+\sin \alpha\left(B_{0} \frac{\partial \eta}{\partial y}-\eta \frac{\partial B_{0}}{\partial y}\right)\right] \tag{16}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial}{\partial y}\left(\omega-\cos \alpha \omega_{0}\right)= & k \frac{\left(x^{2}-1\right)}{A_{0}^{2}}\left[2(1-\cos \alpha)\left(\eta \frac{\partial \epsilon}{\partial x}-\epsilon \frac{\partial \eta}{\partial x}\right)\right. \\
& \left.+\sin \alpha\left(B_{0} \frac{\partial \eta}{\partial x}-\eta \frac{\partial B_{0}}{\partial x}\right)\right], \tag{17}
\end{align*}
$$

where $\omega_{0}$ reads

$$
\begin{align*}
\omega_{0}= & -2 m q \frac{\left(1-y^{2}\right)}{A_{0}}\left\{p^{3} x\left(x^{2}-1\right)\left[2\left(x^{4}-1\right)+\left(x^{3}+3\right)\left(1-y^{2}\right)\right]\right. \\
& +p^{2}\left(x^{2}-1\right)\left[4 x^{2}\left(x^{2}-1\right)+\left(3 x^{2}+1\right)\left(1-y^{2}\right)\right] \\
& \left.\left.-q^{2}(p x+1)\left(1-y^{2}\right)^{3}\right]\right\} . \tag{18}
\end{align*}
$$

From Eqs. (16) and (17) it can be easily shown that $\omega$ must be of the form,
$\omega=\cos \alpha \omega_{0}+k q \frac{\left(1-y^{2}\right)}{A_{0}}[2(\cos \alpha-1) C+\sin \alpha D]+h \sin \alpha y$,
where $C, D$ are polynomials of $x, y$ and $h$ is a constant independent of $\alpha$. The presence of the last term in Eq. (19) and the condition that it must reduce to the form (14) for $q=0$ is sufficient to show that also this metric is not asymptotically flat. It does not seem therefore very interesting to work out the explicit form of $\omega$.

## IV. CONCLUSIONS

We have shown that the Ernst formulation of the axisymmetric problem leads directly to the generalizations of Schwarzschild and Kerr fields given originally by NUT and Demianski and Newman. An advantage of this derivation is that it can be extended to algebraically general fields as the Weyl and Tomimatsu-Sato fields.

It is obvious that the method can be applied also to electrovac solutions. In fact, by using the results of Ernst ${ }^{7}$ it is clear that, multiplying $\xi_{0}$ by a complex number with modulus different from 1 , one obtains the charged NUT-like generalization of any given solution.

[^3]
# Nonexistence of dissipative structure solutions to Volterra many-species models 

Gerald Rosen<br>Drexel University, Philadelphia, Pennsylvania 19104<br>(Received 23 September 1974)

Subject to boundary conditions of practical interest, the only temporally periodic solutions that may be admitted by a generic system of Volterra $n$-species reaction-diffusion equations are spatially uniform solutions, and thus dissipative structures are precluded as solutions to Volterra $n$-species models.

Considerable interest has been attached to the recent experimental ${ }^{1}$ and theoretical ${ }^{2}$ studies of "dissipative structures," temporally periodic but spatially nonuniform solutions to certain systems of nonlinear reactiondiffusion equations. The purpose of the present communication is to report a concise proof which shows that a generic Volterra model system, ${ }^{3}$ extended in the natural way to include species diffusion, cannot admit a dissipative structure as a solution.
With inclusion of species diffusion, a Volterra $n$ species model is governed by coupled nonlinear equations of the form

$$
\begin{equation*}
\frac{\partial c_{i}}{\partial t}=D_{i} \nabla^{2} c_{i}+\left(k_{i}+\beta_{i}^{-1} \sum_{j=1}^{n} \alpha_{i j} c_{j}\right) c_{i}, \tag{1}
\end{equation*}
$$

where the enumerator index $i$ runs from 1 to $n, c_{i}$ $=c_{i}(\mathbf{x}, t)$ denotes the concentration of the $i$ th participating molecular or biological species, $D_{i}$ is the diffusivity of the $i$ th species, $k_{i}$ is the (positive or negative) growth rate constant associated with the $i$ th species, $\beta_{i}^{-1}(>0)$ is the so-called equivalence number of the $i$ th species [the ratio of $i$ 's lost (or gained) through encounters per unit time to $j$ 's gained (or lost) through encounters being $\left.\beta_{i}^{-1} / \beta_{j}^{-1}\right]$, and $\alpha_{i j} \equiv-\alpha_{i i}$ are the (positive, negative, or zero) interaction rate constants which describe how rapidly encounters between the $i$ th and $j$ th species change the local concentration of the $i$ th species. It is assumed that the system (1) admits a constant equilibrium solution with the $c_{i}=\bar{c}_{i} \equiv$ (positive constants) satisfying the algebraic equations implied by (1) ${ }^{4}$

$$
\begin{equation*}
k_{i}=-\beta_{i}^{-1} \sum_{j=1}^{n} \alpha_{i j} \bar{c}_{j} . \tag{2}
\end{equation*}
$$

For problems of practical interest the Eqs. (1) are required to hold through a spatial region $R$ (one-, two-, or three-dimensional) with either $c_{i}=\bar{c}_{i}$ or $\mathrm{n} \cdot \nabla c=0$ at all points on the boundary of $R$, where n denotes a vector normal to the bounding surface; thus, we consider boundary conditions such that

$$
\begin{equation*}
\left(c_{i}(\mathbf{x}, t)-\bar{c}_{i}\right)\left(\mathrm{n}(\mathbf{x}) \cdot \nabla c_{i}(\mathbf{x}, t)\right)=0 \tag{3}
\end{equation*}
$$

for all $\mathbf{x} \leftrightharpoons \partial R$, all $t \geqq 0$ and all $i=1, \ldots, n$.
Suppose that Eqs. (1) subject to (3) admit a temporally periodic solution

$$
\begin{equation*}
c_{i}(\mathbf{x}, l+T)=c_{i}(\mathbf{x}, t) \tag{4}
\end{equation*}
$$

with the period $T$ a positive constant. Then it follows that the functional

$$
\begin{equation*}
\sigma(t) \equiv \int_{R} \sum_{i=1}^{n} \beta_{i}\left[c_{i}-\bar{c}_{i} \ln \left(c_{i} / \bar{c}_{i}\right)\right] d \mathbf{x} \tag{5}
\end{equation*}
$$

must also be a periodic function of $t$, i. e., $\sigma(t+T)=\sigma(t)$. But Eqs. (1) imply that

$$
\begin{align*}
\frac{d \sigma(t)}{d t} & =\int_{R} \sum_{i=1}^{n} \beta_{i}\left(1-\bar{c}_{i} c_{i}^{-1}\right)\left(\partial c_{i} / \partial t\right) d \mathbf{x} \\
& =\int_{R} \sum_{i=1}^{n} \beta_{i}\left(1-\bar{c}_{i} c_{i}^{-1}\right) D_{i} \nabla^{2} c_{i} d \mathbf{x} \tag{6}
\end{align*}
$$

in view of the conditions (2) and the antisymmetrical character of the $\alpha_{i j}$ 's. ${ }^{5}$ Integrating the final member of (6) by parts and making use of the conditions (3) on the boundary of $R$, we obtain

$$
\begin{equation*}
\frac{d \sigma(t)}{d t}=-\int_{R} \sum_{i=1}^{n} \beta_{i} \bar{c}_{i} D_{i} c_{i}^{-2}\left|\nabla c_{i}\right|^{2} d \mathbf{x} \leqq 0, \tag{7}
\end{equation*}
$$

and thus $\sigma(t)$ is monotone-decreasing with time for all $/$ so long as any $c_{i}$ varies with $\mathbf{x}$. Hence, a Volterra $n$ species reaction-diffusion system of the form (1) subject to boundary conditions which imply (3) may admit only spatially uniform periodic solutions and cannot admit a dissipative structure.

[^4]
# Symmetry of ensembles of maximum entropy 

Elihu Lubkin<br>Department of Physics, The University of Wisconsin-Milwaukee, Milwaukee, Wisconsin 53201<br>(Received 9 May 1974; final revised manuscript received 5 September 1974)<br>There can be only one maximally random ensemble in a given convex-closed family of ensembles, because the mixing of several ensembles increases entropy. Hence, if the family is acted on by a group which does not modify randomness (entropy), the thermodynamic ensemble is invariant. This is clear only over a finite-dimensional Hilbert space, prior to thermodynamic limits. Hence, in this situation, strictly spontaneous breakdown of symmetry is impossible.

## INTRODUCTION

My thesis will be that the literal "spontaneous breakdown of symmetry" is impossible. Nevertheless, a slight bias away from symmetry exogenously imposed may be greatly magnified. My context will be thermodynamic. The single familiar example of ferromagnetism will make the physical point clear, then mathematical argument will make it general and precise.

The ferromagnetic alignment of $N$ spin- $\frac{1}{2}$ 's is often cited as an illustration of the spontaneous breakdown of rotational invariance. The aligned "state" has total angular momentum $\frac{1}{2} N$, and hence is ( $N+1$ )-fold degenerate. ${ }^{1}$ The statistical ensemble in which each " $z$ component" of angular momentum ( $-\frac{1}{2} N,-\frac{1}{2} N+1, \ldots$, $\frac{1}{2} N$ ) is equally weighted, a mixed state with entropy $\ln (N+1)$, is however rotationally invariant, and is furthermore the ensemble which has the greatest entropy among all ensembles which can be built from this ( $N+1$ )-fold degenerate system. ${ }^{2}$ A pure state, e.g., the state with $z$-component of angular momentum $\frac{1}{2} N$, of course has entropy 0 . Hence, specifying this rotationally noninvariant oriented state in place of the rotationally invariant mixture involves negentropy ${ }^{3}$ or information $\ln (N+1)$, and thus constitutes an exogenous bias. The information per spin here is $N^{-1} \ln (N+1)$, which approaches zero as $N \rightarrow \infty$ : The exogenous bias involved is in this sense slight. In thermodynamic limits, an entropy which like $\ln (N+1)$ is $o(N)$, is dropped or neglected. Hence thermodynamic limits and discussions which set $N=\infty$ tend to obscure the exogeneous source of asymmetry. That is a physical reason why the dimensionality of the system's Hilbert space in the sequel is taken to be finite, and why no attempt is made to battle technical difficulties so as to seek the conclusion in more general cases.

The basic mathematical tool is \#4 below: convexity of entropy in quantum statistical mechanics. Inasmuch as the application represents some sort of denial of the very popular notion of broken symmetry, ${ }^{4}$ the simple mathematics is set forth in detail. Any correct discussion of breakdown must in some way circumvent this simple mathematics; the "cause" of breakdown is likely to become better understood by examining the point of departure from the present mathematical format.

A second purpose is to show how \#4 may be derived from \#2, a lemma from measurement theory. The proofs are fortunately so brief that all can be done here. A reader ready to accept \#4 may omit \#2, \#3, and \#5.

The usual context for discussions of symmetry breakdown is Lagrangian dynamics. The Lagrangian is invariant under a group $G$ which acts on the dynamical variables, whereas states are discussed which are not $G$-invariant, most notably a ground or "vacuum" state. (The breakdown of symmetry is often achieved by an explicitly asymmetric "infinitesimal" term added to the Lagrangian; this is of course in line with my comment referring to slight exogenous bias.) The relationship between properties of the Lagrangian and properties of the associated physical system may however be thought too technical to take the symmetry of the Lagranian as a physical symmetry of the system. This philosophical point may be an incidental motivation for studies ${ }^{5}$ which seek to find explicitly physical symmetry in solutions at unusual thermodynamic conditions-e.g., high tem-perature-for systems which show broken symmetry in other conditions, for then the symmetry under $G$ would be more than a merely technical artifact of a Lagrangian.

In my context here there will be no reference to Lagrangians, only to physical states of the system, including mixed states or ensembles. Symmetry under group $G$ is defined by action of $G$ on a set $H$ of ensembles: To each state $P \in H$ and each element $g \in G$, there corresponds a state $g P \subseteq H$. If the orbit $\{g P: g \in G\}$ has more than one element, then $P$ itself is $G$-asymmetric, which is the context for broken symmetry; otherwise, $g P=P, \forall g \in G$, and $P$ is $G$-symmetric.

The specification of a state without exogenous bias I will take to mean the choice of an ensemble with maximum entropy consistent with the physical specifications. By the judicious use of reservoirs, this subsumes cases frequently described by minimizing various "free energies." The "physical specifications" of the states will explicitly be barred by assumption from referring to the statistical weights, as follows: Any convex combination (mixture) of states $P$ which meet the physical specifications must also meet the physical specifications. This assumption, introduced as closure of $H$ under convex combination in \#8, rules out the dodge of specifying that, e.g., only pure states will be considered, which indeed would find the states (many of them, all of "maximum" entropy zero), asymmetric in the ferromagnetic example. It is also assumed that the group action does not alter entropy. This is most likely to be attained by having $G$ act on pure states, then promoting the action of $G$ to mixtures by requiring it to commute with convex combination.

This argument, already given very briefly in the Abstract, is in essence only this: The homogeneous mixture of all the states in an orbit will at once have maximum entropy and will be $G$-symmetric. Selecting the other less symmetric states requires accepting less than the maximum entropy, and so constitutes an exogenous introduction of information. The technical development of this idea follows, culminating in the corollary, \#8 below.

## THE ARGUMENT

\#1. Definition: Let $f$ be a strongly convex real-valued function on $[0,1]$, i. e., $f((x+y) / 2)>\frac{1}{2} f(x)+\frac{1}{2} f(y)$ if $x \neq y$. We will be interested in the $f$ entropy of a density matrix $P$, defined as $\operatorname{Tr} f(P)$.

The case of physical interest is, of course, $f(x)$ $=-x \ln x$. Items $\# 2-5$ below are given to establish the basic convexity theorem, \#4.

Von Neumann's "process 1" or measurement process increases $f$ entropy ${ }^{6}$ :
\#2. Lemma (von Neumann): If $\left(E_{1}, \ldots, E_{n}\right)$ is a list of orthogonal Hermitian projections such that $\sum_{i} E_{i}=I$ (the unit matrix) and if $\sum_{i} E_{i} P E_{i} \neq P$, then $\operatorname{Tr} f\left(\sum_{i} E_{i} P E_{i}\right)>\operatorname{Tr} f(P)$.
\#3. Proof: Since the $E_{i} P E_{i}$ commute, they may be simultaneously diagonalized on an orthonormal basis, ( $u_{1}, u_{2}, \cdots$ ). Let $P$ be diagonal on the orthonormal basis $\left(v_{1}, v_{2}, \cdots\right)$. The lemma states that the $f$ entropy of the $u$-basis diagonal part of $P$ exceeds that of $P$. Indeed, the diagonal element $\left\langle u_{a}\right| P\left|u_{a}\right\rangle=\sum_{i}\left\langle u_{a} \mid v_{i}\right\rangle \rho_{i}\left\langle v_{i} \mid u_{a}\right\rangle$ $=\sum_{i}\left|\left\langle u_{a} \mid v_{i}\right\rangle\right|^{2} \rho_{i}$ is a convex combination of the $P$ eigenvalues $\rho_{i}$. Hence $f\left(\left\langle u_{a}\right| P\left|u_{a}\right\rangle\right) \geqq \sum_{i}\left|\left\langle u_{a} \mid v_{i}\right\rangle\right|^{2} f\left(\rho_{i}\right)$. Since $P$ is not diagonal on the $u$ basis, it can be shown that at least one $\left\langle u_{a}\right| P\left|u_{a}\right\rangle$ is a nontrivial convex combination of the $\rho_{i}$, whence the inequality holds at least once. Hence, $\sum_{a} f\left(\left\langle u_{a}\right| P\left|u_{a}\right\rangle\right)>\sum_{i} f\left(\rho_{i}\right) \sum_{a}\left\langle v_{i} \mid u_{a}\right\rangle\left\langle u_{a} \mid v_{i}\right\rangle=\sum_{i} f\left(\rho_{i}\right)$. QED
\#4 Theorem (Convexity of entropy): If $P, \Sigma$ are nonnegative Hermitian matrices, $0 \leqq P \leqq 1,0 \leqq \Sigma \leqq 1$, and $P \neq \Sigma$, then $\operatorname{Tr} f((P+\Sigma) / 2)>\frac{1}{2} \operatorname{Tr} f(P)+\frac{1}{2} \operatorname{Tr} f(\Sigma)$.
\#5. Proof: If $P \Sigma=\Sigma P$, diagonalize: $P=\operatorname{diag}\left(\rho_{1}, \rho_{2}, \cdots\right)$, $\Sigma=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \cdots\right)$, with $\rho_{i} \neq \sigma_{i}$ for at least one $i$. Then the result follows by summing $f\left(\left(\rho_{i}+\sigma_{i}\right) / 2\right) \geq \frac{1}{2} f\left(\rho_{i}\right)$ $+\frac{1}{2} f\left(\sigma_{i}\right)$, with the inequality holding at least once. This establishes the commutative case.

If $P \Sigma \neq \Sigma P$, let $\left(E_{1}, E_{2}, \cdots\right)$ be a list of one-dimensional orthogonal Hermitian projections with $\sum_{i} E_{i}=I$, which diagonalizes $(P+\Sigma) / 2$. Thus

$$
\frac{P+\Sigma}{2}=\sum_{i} \frac{E_{i} P E_{i}+E_{i} \Sigma E_{i}}{2}
$$

## Then

$\operatorname{Tr} f\left(\frac{P+\Sigma}{2}\right)$

$$
\begin{aligned}
= & \operatorname{Tr} f\left(\frac{1}{2} \sum_{i} E_{i} P E_{i}+\frac{1}{2} \sum_{i} E_{i} \Sigma E_{i}\right) \geqq \frac{1}{2} \operatorname{Tr} f\left(\sum E_{i} P E_{i}\right) \\
& +\frac{1}{2} \operatorname{Tr} f\left(\sum_{i} E_{i} \Sigma E_{i}\right)
\end{aligned}
$$

follows from the commutative case, since $\sum_{i} E_{i} P E_{i}$ and $\sum_{i} E_{i} \Sigma E_{i}$ commute. Furthermore, $P \rightarrow \sum_{i} E_{i} P E_{i}$ is a von Neumann measurement process, and $P \neq \sum_{i} E_{i} P E_{i}$; otherwise, $P$ and $(P+\Sigma) / 2$ would commute, contradicting $P \Sigma \neq \Sigma P$. Hence $\operatorname{Tr} f(P)<\operatorname{Tr} f\left(\sum_{i} E_{i} P E_{i}\right)$. Similarly, $\operatorname{Tr} f(\Sigma)<\operatorname{Tr} f\left(\sum_{i} E_{i} \Sigma E_{i}\right)$. Hence $\operatorname{Tr} f((P+\Sigma) / 2)>\frac{1}{2} \operatorname{Tr} f(P$ $+\frac{1}{2} \operatorname{Tr} f(\Sigma)$. QED

The physical point related to the impossibility of symmetry breakdown without even slight exogeneous bias is now easily achieved through a series of obvious corollaries.
\#6. Corollary of \#4: $P, \Sigma$ as before, $P \neq \Sigma$. If $\operatorname{Tr} f(P)$ $=\operatorname{Tr} f(\Sigma)=S_{0}$, then $\operatorname{Tr} f((P+\Sigma) / 2)>S_{0}$.
\#7. Corollary of \#6: In any set of ensembles closed under convex combination, there can be no more than one of maximum $f$ entropy.
\#8. Corollary of \#7 (Symmetry of the ensemble of maximum entropy): Let $H$ be a set of ensembles closed
under a "symmetry group" $G$ and under convex combination; i.e., there is a group $G$ whose elements $g$ act on the $H$ ensembles, $g P \subseteq H$ for every $g \in G$ and $P \cong H$, and any convex combination of elements of $H$ belongs to $H$. Furthermore, let the $f$ entropy be preserved by these $G$ transformations. Then the ensemble $P_{0}$ of maximum $f$ entropy is $G$-symmetric, i.e., $g P_{0}=P_{0}$ for all $g \in G$.

## POSSIBLE FUTURE DEVELOPMENTS RELATED TO MEASUREMENT THEORY

The introduction of a small biasing term in the Lagrangian is a generally familiar device for producing breakdown. Here, other devices, which may seem more deserving of the qualification "spontaneous, " are suggested.

The most obvious device, but one which may be difficult to use, is to explore all ensembles at a fixed small nonzero negentropy from the equilibrium ensemble. In such an approach information would be acknowledged, yet without specifying the nature of the bias.

The ferromagnetic example suggests a description in terms of easy polarizability or of long-range correlation. More generally, one may explore correlations between two successive measurements. This suggests that appropriate intrinsic "quadratic" matrix elements be related to the breaking of symmetry by an exogenous bias.

The topic of breakdown of symmetry is commonly introduced by noting that in the ferromagnetic example the alignment is automatically evident to an observer
living within the sample, without any imposed bias. Yet discussions of Maxwell's demon show that internal observers may not function without some negentropy. ${ }^{3}$
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#### Abstract

The method of moments is applied to pairs of linear permutable self-adjoint operators $A$ and $B$ in a Hilbert space $H$. An approximate expression for the diagonal matrix elements of the operator (1$\boldsymbol{w} \boldsymbol{A}-z \boldsymbol{B})^{-1}$, where $\boldsymbol{w}, \boldsymbol{z}$ are complex numbers, is taken as a guide to the definition of rational approximants from general formal power series in two variables. Starting from an operator convergence theorem in a certain Hilbert space, we prove the convergence of our approximants to analytic functions of two complex variables with the integral representation $G(w, z)=\iint d \sigma(\alpha, \beta)$ $/(1-w \alpha-z \beta)$, under suitable restrictions on the positive measure $\sigma(\alpha, \beta)$. The same approximation scheme can also be applied to the diagonal matrix elements of the operator [( 1 $\boldsymbol{w} A)(1-z B)]^{-1}$, leading to a different rational approximant which we prove to converge to functions with the integral representation $\widetilde{G}(w, z)=\iint d \sigma(\alpha, \beta) /(1-w \alpha)(1-z \beta)$. In both cases the convergence is uniform on appropriate compact subsets of $\mathbf{C}^{2}$. The extension to the $n$-dimensional case is straightforward for both approximants. The connections with a standard variational principle are also briefly discussed.


## I. INTRODUCTION

In the past few years the technique of Padé approximants (PA's) ${ }^{1-3}$ for the approximate summation of power series of one complex variable has been looked at with some interest by physicists as an effective tool for many quantum mechanical and field-theoretic models whose solutions are only available in the form of a perturbative series. We recall that, given the formal power series $f(z) \approx \sum_{n} f_{n} z^{n}$, the $[N / M](z)$ PA is the rational function $P_{N}(z) / Q_{M}(z)$, where $P_{N}(z)$ and $Q_{M}(z)$ are polynomials of degree $N$ and $M$, respectively, such that $P_{N}(z) / Q_{M}(z)$ $=\sum_{n=0}^{N+M} f_{n} z^{n}+O\left(z^{N+M+1}\right)$. A simple closed expression is available for the $[N / M](z)$ PA and it can be shown that the PA's have some significant formal properties, e.g., if $N=M$ they are invariant under homographical transformations both of the variable and of the function. The PA's converge uniformly on compact sets to extended Stieltjes functions, i. e., the functions $g(z)$ of the form $g(z)=\int_{-\infty}^{\infty} d \sigma(t) / 1-z t$ where $\sigma(t)$ is a positive measure with finite moments $\mu_{n}=\int_{-\infty}^{\infty} t^{n} d \sigma(t)$ not too fastly increasing with $n$; moreover, in a suitably generalized sense, they converge to meromorphic functions. ${ }^{4}$ Unfortunately, the extension to the multidimensional case is not straightforward. In fact, the simplest generalization of the usual definition of the PA's, even in the case of two variables only, does not, in general, determine uniquely a rational approximant: additional constraints must be provided. To this problem, very interesting alternative solutions have been recently proposed. In one of these ${ }^{5,6}$ the constraints are chosen in such a way that the many variable approximants retain the main formal properties of the usual PA's. In spite of this the study of the convergence properties is not easy and, up to now, only generalizations of de Montessus theorem are available. ${ }^{7}$ For another kind of approximant ${ }^{8}$ the convergence to holomorphic functions has been proved under the stringent assumption of uniform boundedness of the approximants themselves.

In this paper, we would like to indicate a different approach to the construction of many-variable rational approximants starting from the following remarks. Con-
sider a linear self-adjoint operator $A$ and a vector $f$ on a Hilbert space $H$. Let $\sum_{n=0}^{\infty} z^{n}\left(f, A^{n} f\right)$ be the Neumann expansion (not necessarily convergent) of the diagonal matrix element $\left(f,(1-z A)^{-1} f\right)$. Then, for every $N \geqslant 0$, the [ $N / N+1](z)$ PA for this series coincides (a) with the matrix element $\left(f,\left(1-z A_{N}\right)^{-1} f\right)$ where $A_{N}$ is the $(N+1)$ rank operator obtained at the $N$ th order in the approximation scheme known as the method of moments ${ }^{9,10}$; (b) with the stationary value of an appropriate functional on a certain finite-dimensional subspace of $H .{ }^{11}$ Therefore, we suggest generalizing the PA to the multidimensional case by starting from the definition in terms of the method of moments rather than from the usual definition; more precisely, we suggest that the direct extension of the method of moments to the operator $(1-w A-z B)^{-1}$ with $A$ and $B$ linear self-adjoint permutable operators should be taken as a guide to the definition and justification of two variable rational approximants. As a result, although some formal properties of the usual PA's are lacking, we still have the same connection with the method of moments (and the variational method). This enables us to give, for a relevant class of functions, a convergence proof which is both simple and of practical use since it involves only assumptions about the analytic properties of the functions to be approximated rather than about the behavior of the approximants themselves. Furthermore, our approximants have a simple explicit expression in any order of approximation.

We shall not study here any application of our approximation scheme, but let us just remark that a natural field of application should be the approximate summation of the perturbative solution of quantum mechanical and field-theoretic models with more than one coupling constant. However, whether the physically interesting models fulfill all the requirements of our convergence theorem, is a question which requires further study. It is also worth mentioning that there are classical special functions which, for a particular choice of some of the defining parameters, have the integral representation required in our convergence proofs, i.e., the twovariable Appel hypergeometric functions and their $n$ -
variable generalizations, the Lauricella functions. ${ }^{12}$ The numerical computation of such functions is therefore another possible application of our approximation procedure which, in this case, provides a direct generalization of the classical Jacobi continued fraction expansion of the Gauss hypergeometric function ${ }_{2} F_{1}(1, \beta, \gamma, z)$.

In Sec. II we consider the method of moments for a pair of self-adjoint permutable operators $A$ and $B$ and we give the "approximate" expression for the matrix element $\left(f,(1-w A-z B)^{-1} f\right)$ where $f$ is a suitable vector of the Hilbert space. From this we obtain a rational expression which can be associated with any double power series. In Sec. III we prove a convergence theorem for operators in a Hilbert space and we use this result to state in Sec. IV a convergence theorem of our approximants to functions of two complex variables with a welldefined analytic structure. In Sec. V we present the trivial extension to the $n$-dimensional case; the connection with a standard variational principle; and another kind of approximant, suggested by the application of the method of moments to the operator $[(1-w A)(1-z B)]^{-1}$.

## II. THE METHOD OF MOMENTS

Let $A$ and $B$ be two linear self-adjoint permutable operators with domains $D(A)$ and $D(B)$ in the Hilbert space $H$. Then there exists a dense subset $Q$ of vectors of $/ /$ which are quasi-analytic ${ }^{13,14}$ for both $A$ and $B$. Let $f \in Q^{15}$ be such that

$$
\begin{equation*}
f_{p-q, q}=A^{p-q} B^{q} f, \quad p=0, \cdots, N, \quad q=0, \cdots, p \tag{1}
\end{equation*}
$$

are linearly independent vectors for any $N$. Then, the vectors $\left\{f_{r, s}\right\}$ generate a sequence of $[(N+1)(N+2) / 2]$. dimensional Hilbert spaces $H_{N} \subseteq H$ and the related orthogonal projection operators $P_{N}$. Let us consider the equation

$$
\begin{equation*}
(1-w A-z B) \psi=f \tag{2}
\end{equation*}
$$

where $w$ and $z$ are complex numbers. For any $\{w, z\}$ such that the operator $R(w, z) \equiv(1-w A-z B)^{-1}$ exists and is bounded, the solution of Eq . (2) is

$$
\begin{equation*}
\psi=R(w, z) f \tag{3}
\end{equation*}
$$

In order to obtain an approximate solution of Eq. (2), let us consider the following equation in the finite-dimensional subspace $H_{N}$ :

$$
\begin{equation*}
\left(1-w A_{N}-z B_{N}\right) \psi_{N}=f \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{N} \equiv P_{N} A P_{N}, \quad B_{N}=P_{N} B P_{N} \tag{5}
\end{equation*}
$$

The solution of Eq. (4) is

$$
\begin{equation*}
\psi_{N}=\left(1-w A_{N}-z B_{N}\right)^{-1} f \equiv R_{N}(w, z) f \tag{6}
\end{equation*}
$$

for $\{w, z\}$ such that $R_{N}(w, z)$ exists and is bounded. Since $\psi_{N} \in H_{N}$ we can also solve Eq. (4) explicitly by expanding $\psi_{N}$ on the complete set $\left\{f_{r, s}\right\}$ :

$$
\begin{equation*}
\psi_{N}=\sum_{p=0}^{N} \sum_{q=0}^{p} a_{p, q} f_{p-q, q} \tag{7}
\end{equation*}
$$

By substituting (7) into Eq. (4) and then taking the scalar product of both sides successively with $f_{r-s, s}(r=0,1, \ldots$ $N ; s=0,1, \cdots r)$, we arrive at a system of linear equations for the $a_{p, q}$ and finally we obtain

$$
\begin{equation*}
\psi_{N}=\sum_{p=0}^{N} \sum_{q=0}^{p} \sum_{r=0}^{N} \sum_{s=0}^{r}\left(M_{N}^{-1}\right)_{p, q ; r, s} F_{r-s, s} A^{p-q} B^{q} f, \tag{8}
\end{equation*}
$$

where

$$
\begin{align*}
& F_{r-s, s} \equiv\left(f, A^{r-s} B^{s} f\right)  \tag{9}\\
& \left(M_{N}\right)_{p, q ; r, s} \equiv F_{p+r-q-s, p+s}-w F_{p+r+1-q-s, q+s}-z F_{p+r-q-s, q+s+1} \\
& \quad p, r=0, \cdots, N, \quad q=0, \cdots, p, \quad s=0, \cdots, r
\end{align*}
$$

If we project Eq. (8) on the vector $f$ we obtain the simple expression

$$
\begin{align*}
\left(f, \psi_{N}\right) & =\left(f, R_{N}(w, z) f\right)=\sum_{p=0}^{N} \sum_{q=0}^{p} \sum_{r=0}^{N} \sum_{s=0}^{r} F_{p-q, q}\left(M_{N}^{-1}\right)_{p, q ; r, s} F_{r-s, s} \\
& \equiv F_{N}^{r} M_{N}^{-1} F_{N} \tag{10}
\end{align*}
$$

with obvious definitions for the column matrix $F_{N}$, its transpose $F_{N}^{T}$, and the matrix $M_{N}$. The corresponding matrix element of the operator $R(w, z)$ has the integral representation

$$
\begin{equation*}
(f, R(w, z) f)=\iint \frac{d(f, E(\alpha, \beta) f)}{1-w \alpha-z \beta} \tag{11}
\end{equation*}
$$

where $E(\alpha, \beta)$ is the spectral family associated with the self-adjoint permutable operators $A$ and $B$.

In Sec. III we prove the strong convergence of $R_{N}(w, z)$ to $R(w, z)$ in a subspace of $H$ for $\{w, z\}$ in a suitable domain and, as a consequence, the convergence of $\psi_{N}$ to $\psi$ and of $\left(f, \psi_{N}\right)$ to $(f, \psi)$. Since in the latter case we have a rational approximation converging to an analytic function of two complex variables, we are naturally led to introduce for any formal double power series

$$
\begin{equation*}
G(w, z)=\sum_{m, n}\binom{m+n}{m} G_{m, n} w^{m} z^{n} \tag{12}
\end{equation*}
$$

the rational approximant $G_{N}(w, z)$ by the formula

$$
\begin{equation*}
G_{N}(w, z) \equiv G_{N}^{T} Q_{N}^{-1} G_{N} \tag{13}
\end{equation*}
$$

where $G_{N}, G_{N}^{T}$ and $Q_{N}$ are a column matrix, its transpose, and a matrix defined in terms of the coefficients $G_{m, n}$ by

$$
\begin{align*}
\left(G_{N}\right)_{p, q} & \equiv G_{p-q, q} \\
\left(Q_{N}\right)_{p, q ; r, s} & \equiv G_{p+r-q-s, q+s}-w G_{p+r+1-q-s, q+s}-z G_{p+r-q-s_{q}+s+1}  \tag{14}\\
& p, r=0, \ldots, N, \quad q=0, \ldots, p, \quad s=0, \ldots, r
\end{align*}
$$

Let us write explicitly $G_{0}(w, z)$ and $G_{1}(w, z)$ :
$G_{0}(w, z)=\frac{G_{0,0} G_{0,0}}{G_{0,0}-w G_{1,0}-z G_{0,1}}$,

$G_{1}(w, z)=\left.\left.\overline{G_{0,0} G_{1,0} G_{0,1}}\right|_{G_{0,0}-w G_{1,0}-z G_{0,1} G_{1,0}-w G_{2,0}-z G_{1,1} G_{0,1}-w G_{1,1}-z G_{0,2}} ^{G_{1,0}-w G_{2,0}-z G_{1,1} G_{2,0}-w G_{3,0}-z G_{2,1} G_{1,1}-w G_{2,1}-z G_{1,2}}$| -1 |
| :---: |
| $G_{0,1}-w G_{1,1}-z G_{0,2} G_{1,1}-w G_{2,1}-z G_{1,2} G_{0,2}-w G_{1,2}-z G_{0,3}$ |\right|\(_{0,0}\left|\begin{array}{c}G_{1,0} <br>

G_{0,1}\end{array}\right|\).

It is convenient to notice that this rational approximant has some obvious formal properties, e.g., $G_{N}(w, z)$ is real analytic if $G(w, z)$ is a real analytic function of $w$ and $z$ and it is symmetric in $w$ and $z$ if $G(w, z)$ is. One may also notice that the approximant to a factorized function does not in general factorize and that no simple analog of the homographical covariance properties of the Padé approximant seems to hold.

Finally, it remains to be investigated whether the $G_{N}(w, z)$ might also be defined by matching their power expansion to that of $G(w, z)$ according to some definite prescription.

## III. SOME RESULTS ON OPERATOR CONVERGENCE

In this section we shall extend some results of Refs. 9 and 10 where the case of a single self-adjoint operator has been studied. Let $L_{f}$ be the linear manifold of all finite linear combinations of the vectors $\left\{f_{r}, s\right\}$ defined in Sec. II. The closure of $L_{f}$ is a Hilbert space $H_{f} \subseteq H .{ }^{16}$ Consider now the restrictions $A^{\prime}$ and $B^{\prime}$ of the operators $A$ and $B$ to $L_{f}$ and their closures $\bar{A}^{\prime}$ and $\bar{B}^{\prime}$. Since $f$ is assumed to be a quasi-analytic vector for both $A$ and $B$ then, by the Theorems 4 and 6 of Ref. $13, \bar{A}^{\prime}$ and $\bar{B}^{\prime}$ are still self-adjoint permutable operators on $H_{f}$, and from now on we shall simply call them $A$ and $B$. These operators and the related ones $A_{N} \equiv P_{N} A P_{N}$ and $B_{N}$ $\equiv P_{N} B P_{N}$ define in $H_{f}$ the operators $T(w, z) \equiv w A+z B$, $T_{N}(w, z) \equiv P_{N} T(w, z) P_{N}, R(w, z) \equiv(1-T(w, z))^{-1}, R_{N}(w, z)$ $\equiv\left(1-T_{N}(w, z)\right)^{-1}$ where $\{w, z\} \in \mathrm{C}^{2}$ is a pair of complex numbers. For simplicity we shall occasionally drop the $\{w, z\}$ dependence from our operators. Let us also stress that, throughout the paper, by operator convergence we shall always mean strong operator convergence. $T$ is a normal maximal operator and, since it is closed, ${ }^{17}$ it is the closure of the operator $w A^{\prime}+z B^{\prime} . T_{N}$ is a bounded operator and, in general, it is not normal.

In order to prove that $R_{N}(w, z)$ converges to $R(w, z)$ on $H_{f}$ we need some information on the behavior of $T_{N}(w, z)$ as $N \rightarrow \infty$, which is given by the following:

Theorem 1: $T_{N}(w, z) \rightarrow T(w, z)$ in $L_{f}$, uniformly with respect to $\{w, z\}$.
Proof: Any vector $g \in L_{f}$ can be written as $g$ $=\sum_{m=0}^{M} \sum_{n=0}^{m} a_{m r} A^{m-n} B^{n} f$. If $N \geqslant M+1$ then $T_{N}(w, z) g \equiv P_{N}(w A$ $+z B) P_{N} g=(w A+z B) g=T(w, z) g$. Of course the convergence is uniform with respect to $\{w, z\}$ 。

Let us now recall that $\overline{\Theta(O)}$, the closure of the numerical range ${ }^{18}$ of a linear bounded operator $O$ is a convex set containing the spectrum $\sigma(O)$ of $O .^{19}$ If $O$ is a normal maximal operator (not necessarily bounded) $\overline{\mathrm{\Theta}(O)}$ is the convex hull of $\sigma(O)$, i. e., $\overline{\Theta(O)}$ is the smallest closed convex set containing $\sigma(O) .{ }^{20}$ Theorem 1 and the following theorem enable us to prove that $R_{N}(w, z) \rightarrow R(w, z)$ in $L_{f}$.

Theorem 2: For all $\{w, z\}$ such that the point 1 is at a positive distance $d$ from $\overline{\Theta(T}(w, z)), R(w, z)$ and $R_{N}(w, z)$ exist as bounded operators and satisfy the bounds $\|R(w, z)\| \leqslant d^{-1}, \quad\left\|R_{N}(w, z)\right\| \leqslant \delta^{-1}$ where $\delta^{-1} \equiv \max \left\{1, d^{-1}\right\}$.

Proof: Since $\overline{\Theta(T(w, z))}$ is the closed convex hull of the spectrum of a normal maximal operator, the point 1 is at least at a distance $d$ from the spectrum itself, and therefore the operator $R(w, z)$ exists and is bounded. If $g \neq 0$ then $R(w, z) g \neq 0$ and we can consider the normalized vector $h=R(w, z) g /\|R(w, z) g\|$. By assumption

$$
0<d \leqslant|(h, T(w, z) h)-1|=\frac{|(R(w, z) g, g)|}{\|R(w, z) g\|^{2}} \leqslant \frac{\|g\|}{\|R(w, z) g\|}
$$

Therefore, $\|R(w, z)\| \leqslant d^{-1}$. A similar result also obtains for $R_{N}(w, z)$ from the remark that $\left|\left(h, R_{N}(w, z) h\right)\right|$ $\leqslant\left\|R_{N}^{\prime}(w, z)\right\|\left\|h_{N}\right\|^{2}+\left\|h_{\perp}\right\|^{2}$ where $R_{N}^{\prime}(w, z)$ is the restriction of $R_{N}(w, z)$ to $H_{N},\|h\|=1, h_{N} \equiv P_{N} h$, and $h_{\perp} \equiv(1$ $\left.-P_{N}\right) h$. Since $\Theta_{N}\left(T_{N}\right) \subseteq \Theta(T)$, where $\Theta_{N}\left(T_{N}\right)$ is the numerical range of $T_{N}$ in $H_{N}$, then $\left\|R_{N}^{\prime}(w, z)\right\| \leqslant d^{-1}$. Therefore, $\left\|R_{N}(w, z)\right\| \leqslant \delta^{-1}=\max \left\{1, d^{-1}\right\}$.

Next, a lemma will be used to extend the convergence from $L_{f}$ to the whole space $H_{f}$

Lemma 1: Let $O(w, z)$ be a linear bounded operator defined on a Hilbert space $H$ and depending on the two complex variables $\{w, z\}$ 。Let $\left\{O_{N}(w, z)\right\}$ be a sequence of such operators, uniformly bounded with respect to $N$.
If, for a given $\{w, z\}, O_{N}(w, z) \rightarrow O(w, z)$ on $S(w, z)$ where $S(w, z)$ is a dense subset of $H$, then $O_{N}(w, z) \rightarrow O(w, z)$ also on/t. If, for all $\{w, z\}$ in a domain $\Delta \subset \mathrm{C}^{2}$, (a) $O(w, z)$ and $\left\{O_{N}(w, z)\right\}$ are uniformly bounded, (b) $S$ $\equiv S(w, z)$ does not depend on $\{w, z\}$, (c) $O_{N}(w, z) \rightarrow O(w, z)$ on $S$ uniformly in $\Delta$, then $O_{N}(w, z) \rightarrow O(w, z)$ on $H$ uniformly in $\Delta$.

Proof: Consider a fixed $\{w, z\}$. Then for all $g \in A$ there exists a sequence $\left\{g_{n}\right\} \in S(w, z)$ such that $g_{n} \rightarrow g$. Therefore,

$$
\begin{aligned}
& \left\|\left(O_{N}(w, z)-O(w, z)\right) g\right\| \leqslant\left\|O_{N}(w, z)\left(g-g_{n}\right)\right\| \\
& \quad+\left\|O(w, z)\left(g-g_{n}\right)\right\|+\left\|\left(O_{N}(w, z)-O(w, z)\right) g_{n}\right\| \\
& \quad \leqslant 2 M(w, z)\left\|g-g_{n}\right\|+\left\|\left(O_{N}(w, z)-O(w, z)\right) g_{n}\right\|,
\end{aligned}
$$

where $\|O(w, z)\| \leqslant M(w, z),\left\|O_{N}(w, z)\right\| \leqslant M(w, z)$ for all $N$. Let us fix $n_{\epsilon}$ in such a way that $\left\|g-g_{n_{\epsilon}}\right\| \leqslant \epsilon / 4 M(w, z)$. Since $g_{n_{\epsilon}} \in S(w, z)$ and $O_{N}(w, z)-O(w, z)$ in $S(w, z)$, we can choose $N_{\epsilon}(w, z)$ such that $\left\|\left(O_{N}(w, z)-O(w, z)\right) g_{n_{\epsilon}}\right\|$ $<\epsilon / 2$ for all $N>N_{\epsilon}(w, z)$. Then the first part of the theorem follows. If, for $\{w, z\} \subset \Delta$, the operators are uniformly bounded, the set $S \equiv S(w, z)$ does not depend on $\{w, z\}$ and the convergence is uniform on $S$, then $M, n_{\mathrm{E}}$, and $N_{\epsilon}$ do not depend on $\{w, z\}$ and the convergence is uniform on $\Delta$.

Before applying Lemma 1 to our case we need the following:

Lemma 2: If $1 \in \rho(T(w, z))$, where $\rho(T(w, z))$ is the resolvent set of $T(w, z)$, then $S_{f}(w, z) \equiv(1-T(w, z)) L_{f}$ is a dense linear manifold of $A_{1}$. Moreover, for any finite $\{w, z\}$ and $\left\{w^{\prime}, z^{\prime}\right\}$ such that $1 \in \rho(T(w, z))$ and 1 $\subset \rho\left(T\left(w^{\prime}, z^{\prime}\right)\right), S_{f}(w, z)$ coincides with $S_{f}\left(w^{\prime}, z^{\prime}\right)$.

Proof: By assumption ( $1-T(w, z))^{-1}$ exists as a bounded operator on $H_{f}$. Therefore, any vector $h \in h_{f}$ can be written as $h=(1 \ldots T) g$ with $g=(1-T)^{-1} h$. Since $L_{f}$ is dense in $/ /_{f}$ and $T$ is the closure of an operator with do-
$\operatorname{main} L_{f}$, there $\quad$ its a sequence $g_{n} \rightarrow g$ with $g_{n} \in L_{f}$ such that $h_{n}=(1-T) g_{n} \rightarrow h_{\text {. The second part of the theorem is }}$ proved by a direct check that any vector in $S_{f}(w, z)$ also belongs to $S_{f}\left(w^{\prime}, z^{\prime}\right)$ and vice versa.

We can now state the main theorem.
Theorem 3: Let $\Delta$ be a domain of $C^{2}$ such that the point 1 is at a positive distance $d$ from $\Theta(T(w, z))$. Then, for $\{w, z\} \in \Delta, R_{N}(w, z)$ converges strongly to $R(w, z)$ on $H_{f}$, uniformly on any bounded subset $\Gamma \subset \Delta$.

Proof: For a fixed $\{w, z\} \in \Delta$, let $R(w, z) g$ be in $L_{f}$ :

$$
\begin{aligned}
& \left\|\left(R_{N}(w, z)-R(w, z)\right) g\right\|=\| R_{N}(w, z)\left(T_{N}(w, z)\right. \\
& \quad-T(w, z)) R(w, z) g \| \\
& \quad \leqslant\left\|R_{N}(w, z)\right\|\left\|\left(T_{N}(w, z)-T(w, z)\right) R(w, z) g\right\|
\end{aligned}
$$

From Theorem 1 we have that $T_{N} \rightarrow T$ in $L_{f}$ and from Theorem 2 that $\left\|R_{N}(w, z)\right\| \leqslant \delta^{-1}$. Therefore, $R_{N}(w, z)$ $\rightarrow R(w, z)$ on $S_{f}(w, z) \equiv(1-T(w, z)) L_{f}$. Since, by Lemma 2, $S_{f}(w, z)$ is dense in $H_{f}$, it follows that $R_{N}(w, z)$ $-R(w, z)$ on $H_{f}$. To prove uniform convergence let us remark that $T_{N}(w, z) \rightarrow T(w, z)$ uniformly with respect to $\{w, z\}$ and that, for $\{w, z\} \in \Gamma, S_{f} \equiv S(w, z)$ does not depend on $\{w, z\}$. It follows that $R_{N}(w, z) \rightarrow R(w, z)$ in $S_{f}$, uniformly in $\Gamma$. By Lemma 1 we conclude that $R_{N}(w, z)$ $-R(w, z)$ on the whole $H_{f}$, uniformly in $\Gamma$.

## IV. CONVERGENCE OF APPROXIMANTS FOR DOUBLE POWER SERIES

In Sec. II convergence theorems have been formulated for operators in an abstract Hilbert space. Let us now turn our attention to the approximant $G_{N}(w, z)$ defined by Eq. (13) starting from the formal double power series (12) associated to a function of two complex variables $G(w, z)$. Under suitable hypotheses we can prove the convergence of $G_{N}(w, z)$ to $G(w, z)$, by reducing the problem to the Hilbert space problem considered in Sec. III.

For this purpose let us restrict to the class of functions with the following representation in some domain of $C^{2}$

$$
\begin{equation*}
G(w, z)=\iint \frac{d \sigma(\alpha, \beta)}{1-w \alpha-z \beta} \tag{16}
\end{equation*}
$$

where $\sigma(\alpha, \beta)$ is a bounded positive Radon measure in $R^{2}$ and the formal (not necessarily convergent) double power series expansion

$$
\begin{equation*}
G(w, z) \approx \sum_{n, n}\binom{m+n}{n} G_{m, n} w^{m} z^{n} \tag{17}
\end{equation*}
$$

exists, i. e., the moments $G_{m, n}=\iint \alpha^{m} \beta^{n} d \sigma(\alpha, \beta)$ are finite. The class of functions with the integral representation (16) may be considered as one possible generalization of the extended Stieltjes functions to the case of two variables.

Let us define the subset $\Theta_{\sigma}(w, z)$ of the complex $t-$ plane

$$
\begin{equation*}
\Theta_{\sigma}(w, z) \equiv\left\{t \equiv w \alpha+z \beta \mid\{\alpha, \beta\} \in \Sigma_{\sigma}\right\} \tag{18}
\end{equation*}
$$

where $\Sigma_{\sigma}$ is the convex hull of the support of $\sigma(\alpha, \beta)$ in $\mathbf{R}^{2}$ 。We can state now the following convergence theorem for the approximants $G_{N}(w, z)$ defined by Eq. (13):

Theorem 4: Let $\Delta$ be a domain of $C^{2}$ such that the point 1 is at positive distance $d$ from $\overline{\Theta_{0}(w, z)}$. If $\sum_{m=0}^{\infty}\left(G_{2 m, 0}\right)^{-1 / 2 m}=\infty, \sum_{n=0}^{\infty}\left(G_{0,2 n}\right)^{-1 / 2 n}=\infty$, and $\{w, z\} \in \Delta$, then $G_{N}(w, z)$ converges to $G(w, z)$ as $N \rightarrow \infty$. The convergence is uniform in any bounded subset $\Gamma \subset \Delta$.

Proof: Let $L_{2}\left(R^{2}, \sigma\right)$ be the Hilbert space of the functions on $\mathrm{R}^{2}$, square integrable with the measure $\sigma(\alpha, \beta)$. Consider the multiplication operators $\hat{\alpha}$ and $\hat{\beta}$ defined by $\hat{\alpha} g(\alpha, \beta) \equiv \alpha g(\alpha, \beta)$ and $\hat{\beta} g(\alpha, \beta) \equiv \beta g(\alpha, \beta)$. They are selfadjoint permutable operators in $L_{2}\left(R^{2}, \sigma\right)$ and the constant vector $u(\alpha, \beta) \equiv 1$ is quasi-analytic for both $\hat{\alpha}$ and $\hat{\beta}$ by assumption, since $\left\|\hat{\alpha}^{m} \hat{\beta}^{n} u\right\|_{\sigma}^{2}=\iint \alpha^{2 m} \beta^{2 n} d \sigma(\alpha, \beta)$ $=G_{2 m, 2 n}$. Therefore, the operators $\hat{\alpha}$ and $\hat{\beta}$ and the vector $u(\alpha, \beta)$ satisfy the same hypotheses as $A, B$, and $f$ considered in Sec. III. Clearly, $G(w, z)=(u,(1-w \hat{\alpha}$ $\left.-z \hat{\beta})^{-1} u\right)_{\sigma}$ and $G_{N}(w, z)=\left(u,\left(1-w \hat{\alpha}_{N}-z \hat{\beta}_{N}\right)^{-1} u\right)_{\sigma}$, where $\hat{\alpha}_{N}$ and $\hat{\beta}_{N}$ are defined like $A_{N}$ and $B_{N}$ by Eq. (5). Furthermore, it is easy to see that $\overline{\bar{\Theta}_{\sigma}(w, z)} \equiv \overline{\Theta(w \hat{\alpha}+z \hat{\beta})}$ and the theorem follows from Theorem 3.

Instead of assuming the integral representation (16), we could as well start from the series (17). In this case sufficient conditions for the double sequence $\left\{G_{m, n}\right\}$ to be a determined moment double sequence have been given in Theorem 10 of Ref. 13. $\left\{G_{n, m}\right\}$ must satisfy a certain positivity condition and both the sequences $\left\{G_{m, 0}\right\}$ and $\left\{G_{0, n}\right\}$ must satisfy the Carleman criterion: $\sum_{m=0}^{\infty}\left(G_{2 m, 0}\right)^{-1 / 2 m}=\infty$ and $\sum_{n=0}^{\infty}\left(G_{0,2 n}\right)^{-1 / 2 n}=\infty$. Since the positivity condition is necessary for $\left\{G_{m, n}\right\}$ to be a moment sequence, the two starting points are equivalent.

## V. GENERALIZATIONS AND FINAL REMARKS

The extension of our results to any number of selfadjoint permutable operators $A_{1}, A_{2}, \cdots, A_{p}$ is straightforward. The operator $T^{(p)}=z_{1} A_{1}+z_{2} A_{2}+\ldots+z_{p} A_{p}$ is still normal maximal and we can repeat all the considerations of Sec. III, ending up with convergence theorems which generalize Theorem 3. The structure of the matrix element $\left(f, R_{N}\left(z_{1}, z_{2}, \cdots, z_{p}\right) f\right)$ still suggests an approximation scheme which can be used for any function of $p$ complex variables given by its formal multiple power series expansion

$$
\begin{align*}
& G\left(z_{1}, z_{2}, \cdots, z_{p}\right) \\
& \quad \approx \sum_{\left\{n_{i}\right\}} \frac{\left(\sum_{i=1}^{p} n_{i}\right)!}{\prod_{i=1}^{p} n_{i}!} G_{n_{1}, n_{2}}, \cdots, n_{p} z_{1}^{n_{1}} z_{2}^{n_{2}} \cdots z_{p}^{\pi_{p}} . \tag{19}
\end{align*}
$$

In fact, we can still write the expression

$$
\begin{equation*}
G_{N}\left(z_{1}, z_{2}, \cdots, z_{p}\right)=G_{N}^{T}\left(Q_{N}\right)^{-1} G_{N} \tag{20}
\end{equation*}
$$

where the vector $G_{N}$ and the matrix $Q_{N}$ are now defined by

$$
\left(G_{N}\right)_{n_{1}, \ldots, n_{p}} \equiv G_{n_{1}-n_{2}, n_{2}-n_{3}}, \cdots, n_{p}-1-n_{p}, n_{p},
$$

$$
\begin{align*}
& \left(Q_{N}\right)_{n_{1}}, \cdots, n_{p} ; m_{1}, \cdots, m_{p}=G_{n_{1}-n_{2}+m_{1}-m_{2}, n_{2}-n_{3}+m_{2}-m_{3}, \ldots, n_{p}+m_{p}}-\sum_{i=1}^{p} z_{i} G_{n_{1}-n_{2}+m_{1}-m_{2}+\delta_{i 1}, n_{2}-n_{3}+m_{2}-m_{3}+\sigma_{i 2}, \cdots, n_{s}-n_{s+1}+m_{s}-m_{s+1}+6_{i s}, \ldots, n_{p}+m_{p}+\sigma_{i p}}, \\
& n_{1}=0, \cdots, N, \quad n_{2}=0, \cdots, n_{1}, \quad n_{p}=0, \cdots, n_{p-1} ; \\
& m_{1}=0, \cdots, N, \quad m_{2}=0, \cdots, m_{1}, \quad m_{p}=0, \ldots, m_{p-1} . \tag{21}
\end{align*}
$$

As in the $p=2$ case the convergence properties of $G_{N}\left(z_{1}, z_{2}, \cdots, z_{p}\right)$ to $G\left(z_{1}, z_{2}, \cdots, z_{p}\right)$ can be obtained from the study of $\left(f, R_{N}\left(z_{1}, z_{2}, \cdots, z_{p}\right) f\right)$.

Since $R_{N}(w, z)$ converges strongly to $R(w, z)$ on the Hilbert space $H_{f}$, we can also apply the method of moments to the equation

$$
\begin{equation*}
(1-w A-z B) \psi=g \tag{22}
\end{equation*}
$$

where $g$ is any vector in $H_{f}$. Then

$$
\begin{align*}
\left(g, R_{N}(w, z) g\right) & =\sum_{r=0}^{N} \sum_{s=0 p=0}^{r} \sum_{0}^{N} \sum_{i}^{p} E_{r-s, s}^{*}\left(M_{N}\right)_{r, s ; p, q}^{-1} E_{p-q, q} \\
& \equiv E^{T *} M_{N}^{-1} E \tag{23}
\end{align*}
$$

where the matrix $M$ is defined as in Eq. (10) in terms of the matrix elements ( $f, A^{m} B^{n} f$ ) only, while the column matrix $E_{m-n, n}$ is

$$
\begin{equation*}
E_{m-n, n} \equiv\left(f, A^{m-n} B^{n} g\right) \tag{24}
\end{equation*}
$$

Although Eq. (23) does not seem relevant for the study of approximants to a general power series, the freedom in the choice of the generating vector $f$ can be used to improve the approximation in purely Hilbert space problems. In fact, a simple variational formulation is available for the approximation procedure we have been discussing. More precisely, consider the functional

$$
\begin{equation*}
J=(g, \phi)+\left(\phi^{\prime}, g\right)-\left(\phi^{\prime},(1-w A-z B) \phi\right) \tag{25}
\end{equation*}
$$

and choose the following natural ansatz:

$$
\begin{align*}
& \phi=\sum_{m=0}^{N} \sum_{n=0}^{m} a_{m n} A^{m-n} B^{n} f  \tag{26}\\
& \phi^{\prime}=\sum_{m=0}^{N} \sum_{n=0}^{m} a_{m r}^{\prime} A^{m-n} B^{n} f
\end{align*}
$$

Then the stationary value $\bar{J}$ of $J$ with respect to the parameters $\left\{a_{m n}\right\}$ and $\left\{a_{m n}^{\prime}\right\}$ coincides with formula (23). $\bar{J}$ can still be made stationary even with respect to the choice of the vector $f .{ }^{21}$ The extension of these considerations to the $n$-dimensional case is immediate.

In Sec. II, instead of starting from Eq. (2), we could as well start from the equation

$$
\begin{equation*}
f=(1-w A)(1-z B) \psi \tag{27}
\end{equation*}
$$

All convergence theorems of Sec. III hold with obvious modifications for the normal maximal operator $\tilde{T}_{N}(w, z)$ $\equiv P_{N}(w A+z B-w z A B) P_{N}$ and a simple sufficient condition for $1 \notin \Theta(\widetilde{T}(w, z))$ is in this case that both $\operatorname{Im} w \neq 0$ and $\operatorname{Im} z \neq 0$. Therefore, we are led to consider functions of two complex variables with the following integral representation:

$$
\begin{equation*}
\tilde{G}(w, z)=\iint \frac{d \sigma(\alpha, \beta)}{(1-w \alpha)(1-z \beta)} \approx \sum_{m, n=0}^{\infty} G_{m, n} w^{m} z^{n} \tag{28}
\end{equation*}
$$

where, again, $\sigma(\alpha, \beta)$ is a positive bounded Radon measure in $\mathrm{R}^{2}$ and $G_{m, n}$ are its moments. For these functions we introduce the approximants

$$
\begin{equation*}
\tilde{G}_{N}(w, z) \equiv G_{N}^{T} \tilde{Q}_{N}^{-1} G_{N} \tag{29}
\end{equation*}
$$

which differ from the approximants $G_{N}(w, z)$ defined in Eq. (13) only for the matrix $\widetilde{Q}_{N}$ which now reads

$$
\begin{align*}
\left(\widetilde{Q}_{N}\right)_{p, q ; r, s}= & G_{p+r-q-s, q+s}-w G_{p+r-q-s+1, q+s} \\
& -z G_{p+r-q-s, q+s+1}+w z G_{p+r-q-s+1, q+s+1} . \tag{30}
\end{align*}
$$

If the Carleman condition is satisfied for both the sequences $\left\{G_{m, 0}\right\}$ and $\left\{G_{0, n}\right\}$, we can repeat the proof of Theorem 4 and conclude that $\widetilde{G}_{N}(w, z) \rightarrow \widetilde{G}(w, z)$ at least for both $\operatorname{Im} w \neq 0$ and $\operatorname{Im} z \neq 0$. Again the convergence is uniform in compact sets of $C^{2}$.

Also for these approximants the extension to the $n$ dimensional case as well as the variational formulation are straightforward.
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#### Abstract

We consider initial-boundary value and boundary value problems for transport equations in inhomogeneous media. We consider the case when the mean free path is small compared to typical lengths in the domain (e.g., the size of a reactor). Employing the boundary layer technique of matched asymptotic expansions, we derive a uniform asymptotic expansion of the solution of the problem. In so doing we find that in the interior of the domain, i.e., away from boundaries and away from the initial line, the leading term of the expansion satisfies a diffusion equation which is the basis of most computational work in reactor design. We also derive boundary conditions appropriate to the diffusion equation. Comparisons with existing results such as the asymptotic and $P_{1}$ diffusion theories, the $P_{N}$ approximation, and the extrapolated end point condition for these approximations are made. Finally the uniform validity of our expansions is proved, thus yielding the desired error estimates.


## 1. INTRODUCTION

We consider the motion of neutrons traveling through a material medium. In their travels the neutrons may collide with the nuclei of the medium, they may be absorbed by the nuclei, or they may cause fissions thus giving birth to secondary neutrons. The neutron distribution is a solution of the transport equation, ${ }^{1,2}$ sometimes referred to as the linear Boltzmann integrodifferential equation, and appropriate initial and boundary conditions.

Though initial boundary value problems for the transport equation are simple in form, their solution poses numerous difficulties. Indeed, solutions for only a very few problems are known. Therefore, one seeks approximate solutions to these problems. Alternatively, one may formulate approximate theories and then seek solutions of the approximating problems. That is, instead of considering the mathematical model consisting of an initial boundary value problem for the transport equation, one considers a new mathematical model, generally simpler, whose solution, it is hoped, is close in some sense to the solution of the transport problem.
One of the most important and widely used such approximate theories is diffusion theory. Its formulation has been based on ad hoc physical assumptions such as Fick's law which states that the gradient of the neutron flux is proportional to the neutron current. The resulting model is then an initial boundary value problem for a diffusion type differential equation for the neutron flux. It is found that in practice diffusion theory often, though not always, yields good working results. If one wishes to determine the accuracy of this "approximation," and indeed the relation of diffusion theory to transport theory, it is appropriate to ask the following questions. In what sense is diffusion theory an approximation to transport theory? When is this approximation valid? What are estimates of the error? Finally, how can one improve on the results of diffusion theory?
It should be mentioned that there have been other attempts to derive diffusion theory from transport theory. One such approach involves an expansion in the Legendre
polynomials $P_{n}(\cos \theta)$. When the expansion is truncated at $P_{N}$, the result is referred to as the $P_{N}$ approximation. ${ }^{1-3}$ In particular, the $P_{1}$ approximation leads to a diffusion equation for the stationary (time independent) problem. This is referred to as the $P_{1}$-diffusion approximation. However, the $P_{1}$ approximation for the time dependent problem does not lead to the diffusion (parabolic) equation but rather to the telegraphers (hyperbolic) equation. Then it is argued that the velocity approaches infinity and the mean free path and absorption cross section both approach zero in such a way that the diffusion equation results in the limit. It is then hoped that the $P_{N}$ approximation ( $N>1$ ), which describes the behavior of the first $N+1$ Fourier coefficients, provides an improvement on diffusion theory, which describes the behavior of the first two Fourier coefficients (the flux and the current). We note that the coefficients in the $P_{N}$ approximation satisfy a system of coupled equations whose number increases with $N$. Further, boundary conditions appropriate to the $P_{N}$ approximation have not been derived. Rather, two different sets of ad hoc conditions due to Marshak ${ }^{3}$ and to Mark ${ }^{4}$ are generally employed, though their validity has not been established and no error estimates for them are known.

Another approach to diffusion theory involves the use of Fourier transforms to obtain integral representations of the flux for constant coefficient stationary problems in infinite domains. An asymptotic expansion of the integral for points arbitrarily far away from the boundary then leads to a diffusion equation. ${ }^{1,5}$ However, the diffusion coefficient in this equation, which we call the asymptotic diffusion equation, is different from the coefficient in the $P_{1}$-diffusion equation. Under the additional assumption that the average number of secondary neutrons produced per collision is close to one, the two coefficients approach one another. In each of these approaches the questions posed above remain unanswered. Furthermore, we may inquire about the basis for the use of this approximation in finite domains.

Finally, Pomraning, ${ }^{6}$ and Pomraning and Clark ${ }^{7}$ employing a variational formulation with the Legendre polynomials $P_{n}$ as trial functions, have also obtained the
diffusion equation. They also derive boundary conditions from the variational formulation.

In this paper we answer the questions posed above by a systematic formal derivation of diffusion theory from transport theory. Specifically, we show that diffusion theory for the distribution function itself, and not merely its first few Fourier coefficients, emerges as the leading term of an asymptotic expansion of transport theory in powers of two small parameters $\epsilon$ and $\delta$. Here $\epsilon$ is a measure of the ratio of the mean free path (inverse of the scattering cross section) to a typical length, e.g., the size of a reactor, in the problem. The parameter $\delta$ is a measure of the ratio of macroscopic to microscopic velocities or alternatively the collision and observation time scales. When these two parameters are related in a definite manner, diffusion theory results. Higher order terms in the expansion then provide correction to diffusion theory, thus yielding the desired improvement.

We then consider boundary value problems for the time independent transport equation, and show how to derive boundary conditions appropriate to the approximating diffusion equations. Among the problems considered are problems in inhomogeneous media, for which exact solutions are not available. We derive uniform asymptotic expansions of the solutions of these problems. In so doing we find that diffusion theory holds in the interior of the domain. The diffusion boundary conditions are obtained by matching the boundary layer expansion to the interior expansion. We establish rigorously the validity of the formal expansions for certain classes of boundary value problems.

Our derivation, in addition to adding unification and clarification, has several advantages over the other schemes mentioned above. The polynomial expansion will arise naturally in that the dependence on the angular variable is derived rather than assumed as in the $P_{N}$ approximation. Moreover, our derivation is valid for problems in inhomogeneous media with sources. In addition, the higher order terms in the expansion satisfy a system of uncoupled equations, in that they depend only on already computed lower order terms. This yields computational simplification in obtaining corrections to diffusion theory. Furthermore, our method does not appear to be restricted to special geometries. Thus, for example, extensions to higher dimensions follow in a straightforward manner.

Finally, for a specific boundary value problem, we present comparisons with other methods, of the numerical value of a certain constant, called the extrapolated end point, which is a measure of the diffusion boundary condition.

## 2. THE FORMAL EQUATIONS

To simplify the presentation, we consider the one group transport equation in a homogeneous, isotropic, source free medium with slab symmetry. Other problems may be treated by similar methods. Thus we seek a solution of the initial boundary value problem governed by the integrodifferential equation
$\frac{1}{v} \psi_{\tau}(x, \mu, \tau)+\mu \psi_{x}(x, \mu, \tau)+\sigma(x) \psi(x, \mu, \tau)$

$$
\begin{equation*}
-\frac{c^{*}(x) \sigma(x)}{2} \int_{-1}^{1} \psi\left(x, \mu^{\prime}, \tau\right) d \mu^{\prime}=0 \tag{2.1}
\end{equation*}
$$

$$
0<x<d,-1 \leqslant \mu \leqslant 1,
$$

subject to the boundary conditions

$$
\begin{array}{ll}
\psi(0, \mu, \tau)=f_{1}^{*}(\mu, \tau) & \text { for } \mu>0 \\
\psi(d, \mu, \tau)=f_{2}^{*}(\mu, \tau) & \text { for } \mu<0 \tag{2.3}
\end{array}
$$

and the initial condition

$$
\begin{equation*}
\psi(x, \mu, 0)=g^{*}(x, \mu) \tag{2.4}
\end{equation*}
$$

Here $\psi(x, \mu, \tau)$ denotes the neutron distribution function, i.e., the probable number of neutrons at position $x$ at time $\tau$ traveling with speed $v$ in direction $\mu=\cos \theta$. $\sigma$ is the total macroscopic scattering cross section, and the function $c^{*}(x)$ is the average number of secondary neutrons produced in a collision.

## 3. ASYMPTOTIC ANALYSIS

We introduce the nondimensional variables $\eta, t, \epsilon$, and $\delta$ by defining

$$
\begin{align*}
& \eta \equiv x / d,  \tag{3.1}\\
& t \equiv \bar{v} \tau / d,  \tag{3.2}\\
& \epsilon \equiv 1 / \bar{\sigma} d, \quad \delta \equiv \bar{v} / v,  \tag{3.3}\\
& a^{*} \equiv \sigma(x) / \bar{\sigma} . \tag{3.4}
\end{align*}
$$

Here $\bar{\sigma}$ is a typical scattering cross section of the problem, and $\bar{v}$ is a typical macroscopic velocity, e.g., $d /(1$ unit of $\tau)$. We assume that $\epsilon$ and $\delta$ are small parameters, i.e., the mean free path is much smaller $[O(\epsilon)]$ than a typical elngth in the problem, and the microscopic time scale $1 / \bar{\sigma} v$ of collision is much smaller [ $O(\epsilon \delta)$ ] than the macroscopic time scale $\tau$ of observation. Alternatively, the macroscopic velocity is much smaller $[O(\delta)]$ than the microscopic velocity $v$. In terms of the nondimensional variables the Eqs. (1.1)-(1.4) become

$$
\begin{gather*}
\epsilon \delta \psi_{t}(\eta, \mu, t ; \epsilon, \delta)+\epsilon \mu \psi_{\eta}(\eta, \mu, t ; \epsilon, \delta)+a(\eta) \psi(\eta, \mu, t ; \epsilon, \delta) \\
\quad-\frac{a(\eta) c(\eta, \epsilon)}{2} \int_{-1}^{1} \psi\left(\eta, \mu^{\prime}, t ; \epsilon, \delta\right) d \mu^{\prime}=0\left\{\begin{array}{c}
0<\eta<1 \\
-1 \leqslant \mu \leqslant 1
\end{array}\right. \tag{3.5}
\end{gather*}
$$

$$
\begin{align*}
& \psi(0, \mu, t ; \epsilon, \delta)=f_{1}(\mu, t) \text { for } \mu>0,  \tag{3.6}\\
& \psi(1, \mu, t ; \epsilon, \delta)=f_{2}(\mu, t) \text { for } \mu<0,  \tag{3.7}\\
& \psi(\eta, \mu, 0, \epsilon, \delta)=g(\eta, \mu) \tag{3.8}
\end{align*}
$$

Here $a(\eta)=a^{*}(\eta d), c(\eta)=c^{*}(\eta d), f_{j}(\mu, t)=f_{j}^{*}(\mu, d t / \bar{v})$ and $g(\eta, \mu)=g^{*}(\nu d, \mu)$. We assume that $\delta=O(\epsilon)$. Thus we assume that $\delta=K \epsilon$ with $K$ a constant, and that $\psi$ and $c$ are represented asymptotically by

$$
\begin{equation*}
\psi \sim \sum_{j=0} \psi^{j}(\eta, \mu, t) \epsilon^{j} \tag{3.9}
\end{equation*}
$$

and

$$
\begin{equation*}
c \sim \sum_{j=0} c_{j}(\eta) \epsilon^{j} . \tag{3.10}
\end{equation*}
$$

Note that we have allowed $c$ to depend on $\epsilon$. We shall show that choosing the coefficients $c_{0}(\eta)$ and $c_{1}(\eta)$ appropriately will lead to diffusion theory.

We note that Eq. (3.5) is of singular perturbation form, so that the expansion (3.9) cannot in general satisfy the prescribed boundary conditions (3.6) and (3.7) nor the initial condition (3.8). ${ }^{8}$ Thus, there will be boundary layers near $\eta=0$ and $\eta=1$ and an initial layer near $t=0$. The representation (3.9) is to be valid in the interior of the domain and not in the boundary or initial layers. Inserting (3.9) and (3.10) into (3.5) and equating the coefficient of each power of $\epsilon$ separately to zero, we obtain a recursive system of equations for the determination of the functions $\psi^{j}(\eta, \mu, t)$ :

$$
\begin{align*}
& L \psi^{0} \equiv a\left[\psi^{0}-\frac{c_{0}}{2} \int_{-1}^{1} \psi^{0} d \mu^{\prime}\right]=0,  \tag{3.11}\\
& L \psi^{j}=r_{j} \equiv-\mu \psi_{\pi}^{j-1}+a \sum_{p=1}^{j} \frac{c_{p}}{2} \int_{-1}^{1} \psi^{j \gtrdot} d \mu^{\prime}-K \psi_{t}^{j-2} \\
&(j=1,2,3 \cdots) . \tag{3.12}
\end{align*}
$$

From (3.11) we see that $\psi^{0}$ is independent of $\mu$, i.e.,

$$
\begin{equation*}
\psi^{0}(\eta, \mu, t)=\psi^{00}(\eta, t) \tag{3.13}
\end{equation*}
$$

and that

$$
\begin{equation*}
c_{0}(\eta)=1 \tag{3.14}
\end{equation*}
$$

Equation (3.12) with $j=1$ implies that

$$
\begin{equation*}
\psi^{1}(\eta, \mu, t)=\psi^{11}(\eta, t) \mu+\psi^{10}(\eta, t) \tag{3.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi^{11}=(-1 / a) \psi_{\pi}^{\nu 0} \tag{3.16}
\end{equation*}
$$

and that

$$
\begin{equation*}
c_{1}(\eta)=0 \tag{3.17}
\end{equation*}
$$

Equation (3.12) with $j=2$ implies

$$
\begin{equation*}
\psi^{2}(\eta, \mu, t)=\psi^{22}(\eta, t) \mu^{2}+\psi^{21}(\eta, t) \mu+\psi^{20}(\eta, t) \tag{3.18}
\end{equation*}
$$

where

$$
\begin{align*}
& \psi^{22}=(-1 / a) \psi_{\eta}^{11}  \tag{3.19}\\
& \psi^{21}=(-1 / a) \psi_{\pi}^{10}  \tag{3.20}\\
& \psi^{22}+3 c_{2} \psi^{00}-(3 K / a) \psi_{t}^{00}=0 \tag{3.21}
\end{align*}
$$

Employing (3.16) and (3.19) in (3.21) we obtain

$$
\begin{equation*}
\frac{1}{a}\left(\frac{1}{a} \psi_{\eta}^{000}\right)_{\eta}+3 c_{2} \psi^{00}-\frac{3 K}{a} \psi_{t}^{00}=0 \tag{3.22}
\end{equation*}
$$

Equation ( 3,22 ) is a diffusion equation. It is homogeneous since (2.1) was homogeneous. Clearly if (2.1) contained an $O(\epsilon)$ source, (3.22) would be inhomogeneous. We note that (3.16) is an asymptotic statement of Fick's law. Thus the leading term in the expansion of the distribution function $\psi$ satisfies the diffusion equation. We note that (3.22) was derived under the conditions (3.14) and (3.17), i.e., that the system must be close to critical. No conditions are put on $c_{j}(j \geqslant 2)$. Conditions (3.14) and (3.17) are necessary for a nonzero flux to be maintained in the interior of the domain, in the absence of a source. (With a source present, it is possible to have nonzero flux in the interior even if $c<1$.

This problem has been treated by the authors.)

To obtain improvements on diffusion theory, we can calculate higher order terms in the expansion for $\psi$. Thus proceeding as above, we find that

$$
\begin{equation*}
\frac{1}{a}\left(\frac{1}{a} \psi^{10}\right)_{\eta}+3 c_{2} \psi^{10}-\frac{3 K}{a} \psi_{t}^{10}=-3 c_{3} \psi^{00} \tag{3.23}
\end{equation*}
$$

Continuing in this manner we find that $\psi^{j}$ is a $j$ th order polynomial in $\mu$ with coefficients $\psi^{j k}$ depending on $\eta$ and $t$. The leading term $\psi^{00}$ satisfies the homogeneous diffusion equation. The functions $\psi^{j 0}$ satisfy inhomogeneous diffusion equations, whose inhomogeneous terms have been determined at an earlier stage in the recursive scheme. The functions $\psi^{j k}(j \geqslant k \geqslant 1)$ are derivatives of the functions $\psi^{r 0}(r<j)$. Note that the dependence of $\psi$ on $\mu$ is derived rather than assumed and the equations for the functions $\psi^{j k}$ are completely uncoupled.

Now the functions $\psi^{j k}$ are not determined until boundary and initial conditions for them are specified. In the following section we show how to derive boundary conditions for the stationary diffusion equations which are obtained by setting $K=0$ above, by performing boundary layer analyses near $\eta=0$ and $\eta=1$. We shall not consider the initial layer problem since in fact, problems of reactor start-up are much more complicated than the linear problem we consider. Indeed, during start-up the problem is nonlinear in that $\sigma$ depends on $\psi$ and is further complicated by the fact that $c$ changes in time. Finally, during start-up the power level is sufficiently low that statistical fluctuations must be taken into account.

## 4. BOUNDARY LAYER ANALYSIS AND THE DIFFUSION BOUNDARY CONDITIONS

To determine boundary conditions for our diffusion equations it is necessary to perform boundary layer analyses in the neighborhood of the boundaries $\eta=0$ and $\eta=1$. Then the required boundary conditions are obtained by matching the boundary layer expansion to the interior (diffusion) expansion. We consider the boundary layer at $\eta=0$. The analysis near $\eta=1$ is obtained in a similar manner.

We introduce

$$
\begin{equation*}
\zeta=h(\eta) \equiv \int_{0}^{\pi} a(t) d t \tag{4.1}
\end{equation*}
$$

so that the time independent transport equation becomes

$$
\begin{equation*}
\epsilon \mu \hat{\psi}_{\zeta}+\hat{\psi}-\frac{\hat{c}(\zeta ; \epsilon)}{2} \int_{-1}^{1} \hat{\psi} d \mu^{\prime}=0 \tag{4.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\psi}(\zeta, \mu ; \epsilon)=\psi\left(h^{-1}(\zeta), \mu ; \epsilon\right) \tag{4,3}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{c}(\zeta ; \epsilon)=c\left(h^{-1}(\zeta) ; \epsilon\right) \tag{4.4}
\end{equation*}
$$

Now we employ the stretching transformation

$$
\begin{equation*}
y=\zeta / \epsilon \tag{4.5}
\end{equation*}
$$

$\left\{\right.$ for the boundary layer at $\eta=1\left[\zeta=\zeta_{0} \bar{\equiv} \int_{0}^{1} a(l) d t\right]$, we employ the transformation $\left.z=\left(\zeta_{0}-\zeta\right) / \epsilon\right\}$ in (4.2) to ob-
tain the boundary layer equation for $\rho(y, \mu ; \epsilon)=\hat{\psi}(\epsilon \zeta, \mu ; \epsilon)$ as

$$
\begin{align*}
& \mu \rho_{y}+\rho-\frac{\hat{c}(\epsilon y ; \epsilon)}{2} \int_{-1}^{1} \rho\left(y, \mu^{\prime} ; \epsilon\right) d \mu^{\prime}=0, \\
& 0 \leqslant y<\infty,-1 \leqslant \mu \leqslant 1 . \tag{4.6}
\end{align*}
$$

We note that the coefficient $\hat{c}$ in this equation is slowly varying and assume that $\rho$ and $\hat{c}$ are given asymptotically by

$$
\begin{equation*}
\rho(y ; \mu ; \epsilon) \sim \sum_{j=0} \rho^{j}(y, \mu) \epsilon^{j} \tag{4.7}
\end{equation*}
$$

and
$\hat{c}(\epsilon y, \epsilon) \sim 1+\sum_{j=2} \hat{c}_{j}(\epsilon y) \epsilon^{j}=1+\hat{c}_{2}(0) \epsilon^{2}+O\left(\epsilon^{3}\right)$.
Inserting (4.7) and (4.8) into (4.6) and equating the coefficient of each power of $\epsilon$ separately to zero, we obtain the following system of equations for the recursive determination of the functions $\rho^{j}(y, \mu)$ 。

$$
\begin{align*}
& M \rho^{0} \equiv \mu \rho_{y}^{0}+\rho^{0}-\frac{1}{2} \int_{-1}^{1} \rho^{0} d \mu^{\prime}=0 \\
& 0 \leqslant y<\infty, \quad-1 \leqslant \mu \leqslant 1  \tag{4.9}\\
& M \rho^{1}=0,  \tag{4.10}\\
& M \rho^{j}=R_{j} \quad(j \geqslant 2) \tag{4,11}
\end{align*}
$$

where $R_{j}$ depends on $\rho^{0} \ldots \rho^{j-1}$ and on the function $\hat{c}$ and its derivatives. The functions $\rho^{j}$ must also satisfy the boundary conditions at $\eta=0$, namely,

$$
\begin{array}{ll}
\rho^{0}(0, \mu)=f(\mu), & \mu>0, \\
\rho^{j}(0, \mu)=0, & \mu>0 \quad(j \geqslant 1) . \tag{4.13}
\end{array}
$$

A similar expansion can be constructed at $\zeta=\zeta_{0}(\eta=1)$, which will satisfy the given boundary condition at that end.

We note that the operator $M$ defined in (4.9) has constant coefficients. This fact is the basis for the use of the constant coefficient half plane problem [cf. (4.9)] in asymptotic diffusion theory. The solution of (4.9) is given by (Ref. 9, see Ref. 10 for a proof of the validity of this solution)

$$
\begin{equation*}
\rho^{0}(y, \mu)=a_{0}+b_{0}(v-\mu)+\int_{-1}^{1} A_{0}(\nu) \phi_{\nu}(\mu) \exp (-v / \nu) d \nu \tag{4.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi_{\nu}(\mu)=\frac{\nu}{2} P \frac{1}{\nu-\mu}+\delta(\nu-\mu)\left[1-\nu \tanh ^{-1} \nu\right] . \tag{4.15}
\end{equation*}
$$

The representation (4.14) is an eigenfunction expansion of the solution of (4.9) where $P$ denotes the Cauchy principal value and $\delta$ the Dirac delta function. The functions 1 and $(y-\mu)$ are classical solutions of (4.9) and correspond to the discrete spectrum of the transport operator while the functions $\phi_{\nu}(\mu) \exp (-y / \nu)$ are a one parameter family of singular or distributional solutions, which are the contribution of the continuous spectrum. The constant $a_{0}$ and $b_{0}$ as well as the function $A(\nu)$ will be determined by the boundary condition at $y=0$ and the matching condition as $y \rightarrow \infty$. Clearly, the diffusion ap-
proximation contains no growing exponentials, so that the matching condition implies that

$$
\begin{equation*}
A_{0}(\nu)=0 \text { for } \nu<0 \tag{4.16}
\end{equation*}
$$

Employing (4.16) in (4.14) and applying the boundary condition (4.12) at $y=0$, we have

$$
\begin{equation*}
f(\mu)=a_{0}-b_{0} \mu+\int_{0}^{1} A_{0}(\nu) \phi_{\nu}(\mu) d \nu, \quad \mu>0 \tag{4.17}
\end{equation*}
$$

We multiply (4.17) respectively by $\gamma(\mu)$ and $\phi_{\nu^{\prime}}(\mu) \gamma(\mu)$ to obtain

$$
\begin{equation*}
\int_{0}^{1} f(\mu) \gamma(\mu) d \mu=a_{0} \gamma^{0}-b_{0} \gamma^{1} \tag{4.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\int_{0}^{1} f(\mu) \phi_{\nu}(\mu) \gamma(\mu) d \mu=\frac{b_{0} \nu^{\prime} \gamma^{0}}{2}+\frac{A_{0}\left(\nu^{\eta}\right)}{\nu^{\prime}} \gamma^{\prime} \nu^{\eta}\right) N\left(\nu^{\eta}\right) . \tag{4.19}
\end{equation*}
$$

Here

$$
\begin{equation*}
\gamma(\mu)=\frac{3 \mu}{2 X(-\mu)} \tag{4.20}
\end{equation*}
$$

with
$X(z)=\frac{1}{1-z} \exp _{\pi}^{1} \int_{0}^{1} \frac{1}{\mu^{\prime}-z} \tan ^{-1} \frac{\pi \mu^{\prime}}{2\left(1-\mu^{\prime} \tanh ^{-1} \mu^{\prime}\right)} d \mu^{\prime}$,

$$
\begin{equation*}
\gamma^{j}=\int_{0}^{1} \mu^{j} \gamma(\mu) d \mu \tag{4.21}
\end{equation*}
$$

and

$$
\begin{equation*}
N(\nu)=\nu\left(\left(1-\tanh ^{-1} \nu\right)^{2}+\frac{\pi^{2} \nu^{2}}{4}\right) . \tag{4.23}
\end{equation*}
$$

To obtain (4.18) and (4.19) we have made use of the orthogonality relations

$$
\begin{equation*}
\int_{0}^{1} \phi_{\nu}(\mu) \gamma(\mu) d \mu=0 \tag{4.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{1} \phi_{\nu}(\mu) \phi_{\nu^{\prime}}(\mu) \gamma(\mu) d \mu=\frac{\gamma(\nu)}{\nu} N(\nu) \delta\left(\nu-\nu^{\prime}\right) \tag{4.25}
\end{equation*}
$$

Indeed, it was to enable us to use these orthogonality relations that we showed (4.16) without completing the matching at that point. Equations (4.18) and (4.19) may be solved for $a_{0}$ and $A_{0}(\nu)$ as

$$
\begin{equation*}
a_{0}=\frac{b_{0} \gamma^{1}}{\gamma^{0}}+\frac{1}{\gamma^{0}} \int_{0}^{1} f(\mu) \gamma(\mu) d \mu \tag{4.26}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{0}(\nu)=\frac{-b_{0} \nu^{2} \gamma^{0}}{2 \gamma(\nu) N(\nu)}+\frac{\nu}{\gamma(\nu) N(\nu)} \int_{0}^{1} f(\mu) \phi_{\nu}(\mu) \gamma(\mu) d \mu \tag{4.27}
\end{equation*}
$$

Thus far the constant $b_{0}$ is undetermined. We shall now determine it by completing the matching procedure. To do so we assume the existence of a domain of overlap in which both the boundary layer and interior (diffusion) expansions are valid. Then by comparing the expansions at a fixed value of $\eta$ (or equivalently $\zeta$ ) we obtain the matching conditions. We first consider the behavior of $\rho^{0}(y, \mu)$ as $y \rightarrow \infty$ since (4.5) implies that $y \rightarrow \infty$ for fixed $\eta$ as $\epsilon-0$. Thys as $y \rightarrow \infty, \rho^{0}(y, \mu)$ behaves like

$$
\begin{equation*}
\left.\rho^{0}(y, \mu)\right|_{\infty}=a_{0}+b_{0}(y-\mu) . \tag{4.28}
\end{equation*}
$$

Now we examine the behavior of the interior expansion for $\zeta$ fixed in the neighborhood of $\zeta=0$. We recall that the leading term of the interior expansion is given by

$$
\begin{equation*}
\psi^{0}(\eta, \mu)=\psi^{00}(\eta) \tag{4.29}
\end{equation*}
$$

which is a solution of (3.22) with $K=0$,

$$
\frac{1}{a}\left(\frac{1}{a} \psi_{\eta}^{00}\right)_{\eta}+3 c_{2} \psi^{00}=0
$$

or, equivalently, using (4.1), as a solution of

$$
\psi_{\xi g}^{00}+3 c_{2} \psi^{00}=0 .
$$

Near $\zeta=0, \psi^{00}(\zeta)$ behaves like $\psi^{00}(0)$. Thus the matching condition implies that

$$
\begin{equation*}
a_{0}=\psi^{00}(0) \tag{4.30}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{0}=0 . \tag{4.31}
\end{equation*}
$$

Equations (4.30) and (4.31) with $a_{0}$ given by (4.26) yield the leading term of the diffusion boundary conditions.

We now proceed to the next term $\rho^{1}(y, \mu)$ in the boundary layer expansion. Since Eq. (4.10) is the same as (4.9), we have that

$$
\begin{equation*}
\rho^{1}(y, \mu)=a_{1}+b_{1}(y-\mu)+\int_{0}^{1} A_{1}(\nu) \phi_{\nu}(\mu) \exp (-y / \nu) d \nu \tag{4.32}
\end{equation*}
$$

The boundary condition for $\rho^{1}$ is now zero, so that following ( 4,28 ) and (4.29) we find that

$$
\begin{equation*}
a_{1}=b_{1} \gamma^{1} / \gamma^{0} \tag{4.33}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{1}(\nu)=-b_{1} \nu^{2} \gamma^{0} / 2 \gamma(\nu) N(\nu) . \tag{4,34}
\end{equation*}
$$

The behavior of $\rho^{1}(y, \mu)$ as $y \rightarrow \infty$ is given by

$$
\begin{equation*}
\left.\rho^{1}(y, \mu)\right|_{\infty}=a_{1}+b_{1}(y-\mu) . \tag{4,35}
\end{equation*}
$$

The interior expansion is given by

$$
\begin{align*}
\psi(\zeta, \mu ; \epsilon) & =\psi^{0}(\zeta, \mu)+\epsilon \psi^{1}(\zeta, \mu)+O\left(\epsilon^{2}\right) \\
& =\psi^{40}(\zeta)+\epsilon\left[\psi^{10}(\zeta)+\psi^{11}(\zeta) \mu\right]+O\left(\epsilon^{2}\right) \tag{4.36}
\end{align*}
$$

Near $\zeta=0$, it is given by
$\psi^{00}(0)+\epsilon\left[\psi^{10}(0)+\psi_{\xi}^{00}(0) y+\psi^{11}(0) \mu\right]+O\left(\epsilon^{2}\right)$.
Employing ( 3,16 ) with $K=0$ or its equivalent in terms of $\zeta$ which states that

$$
\begin{gather*}
\psi^{11}=-\psi_{\xi}^{00} \\
\left.\psi(\zeta, \mu)\right|_{\zeta=0}=\psi^{00}(0)+\epsilon\left[\psi^{10}(0)+\psi_{\xi}^{00}(0)(y-\mu)\right]+O\left(\epsilon^{2}\right) . \tag{4.38}
\end{gather*}
$$

Matching the $O(\epsilon)$ term to $\left.\rho^{1}(y, \mu)\right|_{\infty}$ implies that

$$
\begin{equation*}
a_{1}=\psi^{10}(0) \tag{4.39}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{1}=\psi_{\xi}^{00}(0) . \tag{4.40}
\end{equation*}
$$

Thus the leading terms of the boundary conditions appropriate to diffusion theory are given by

$$
\begin{equation*}
\psi^{00}(0)=a_{0}=\frac{1}{\gamma^{0}} \int_{0}^{1} f(\mu) \gamma(\mu) d \mu \tag{4.41}
\end{equation*}
$$

and

Letting $u(\eta)$ and $v(\eta)$ be a basis for the solution space of (3.22) with $K=0$, we see that the eigenvalues are obtained from the conditions

$$
\begin{gather*}
\alpha u(0)+\beta v(0)=0, \\
\alpha u(1)+\beta v(1)=0 . \tag{5.2}
\end{gather*}
$$

This yields a countable number of discrete eigenvalues $\lambda_{2}$ [obtained from $c_{2}(\eta)$ ], which we denote by $\lambda_{2}^{n}$. A similar condition on $\lambda_{3}$ is obtained by considering the next term in the expansion. Thus, given $\lambda_{2}=\lambda_{2}^{n}$, we seek solutions of (3.23) with $K=0$, with boundary conditions
$\psi^{10}(0)-\frac{\gamma^{1}}{a(0)} \psi_{\eta}^{00}(0)=\psi^{10}(1)+\frac{\gamma^{1}}{a(d)} \psi_{\eta}^{10}(1)=0$.
Thus $\lambda_{3}=\lambda_{3}^{n}$ are determined in terms of $\lambda_{2}^{n}$ from the conditions

$$
\begin{align*}
& \alpha u(0)+\beta v(0)=r\left(\psi_{n}^{00}(0), \psi_{\eta}^{00}(1), \quad \lambda_{2}^{n}, \lambda_{3}\right), \\
& \alpha u(1)+\beta v(1)=s\left(\psi_{\eta}^{00}(0), \psi_{\eta}^{00}(1), \lambda_{2}^{n}, \lambda_{3}\right), \tag{5.4}
\end{align*}
$$

where the right-hand sides are functions of the variables indicated. From (5.2), it follows that the right-hand side must satisfy an orthogonality relation in order that solutions of (5.4) exist. This condition determines $\lambda_{3}$ $=\lambda_{3}^{n}$ in terms of $\lambda_{2}^{n}$. For the constant coefficient problem, the asymptotic eigenvalues are given by

$$
\begin{equation*}
\lambda^{n}=c^{n}=1+\epsilon^{2} n^{2} \pi^{2} / 3+O\left(\epsilon^{3}\right) . \tag{5.5}
\end{equation*}
$$

## 6. THE UNIFORM EXPANSION

We have obtained expansions in the interior and boundary layer regions. We now construct a composite expansion which is to be uniformly valid throughout the region. To do so we add together the separate expansions and subtract those terms which the two expansions have in common, so that they are not counted twice. These latter terms are precisely the terms of the boundary layer expansion which were matched in the overlap region, i. e., the terms $\left.\rho\right|_{\infty}$ of the boundary layer expansion which did not approach zero as $y$ became infinite. Thus the $N$ term uniform expansion is given by

$$
\begin{equation*}
\psi_{N}^{\mathrm{unnt}}=\psi_{N}+\rho_{N}-\left.\rho_{N}\right|_{\infty} \tag{6.1}
\end{equation*}
$$

The leading terms of our uniform expansion are given by

$$
\begin{align*}
\psi^{\text {ant }}= & \psi^{00}(\eta)+\rho^{0}(y)-\left.\rho^{0}(y)\right|_{\infty}+\epsilon\left[\psi^{10}(\eta)\right. \\
& \left.+\mu \psi^{11}(\eta)+\rho^{1}(y)-\left.\rho^{1}(y)\right|_{\infty}\right]+O\left(\epsilon^{2}\right) \\
= & \psi^{00}(\eta)+\int_{0}^{1} A_{0}(\nu) \phi_{\nu}(\mu) \exp (-y / \nu) d \nu \\
& +\int_{0}^{1} B_{0}(\nu) \phi_{\nu}(\mu) \exp \left(-(1-y) / \nu+\epsilon\left[\psi^{10}(\eta)\right.\right. \\
& +\mu \psi^{11}(\eta)+\int_{0}^{1} A_{1}(\nu) \phi_{\nu}(\mu) \exp (-y / \nu) d \nu \\
& \left.+\int_{0}^{1} A_{1}(\nu) \phi_{\nu}(\mu) \exp (-(1-y) / \nu) d \nu\right]+O\left(\epsilon^{2}\right) \tag{6.2}
\end{align*}
$$

where $\psi^{00}(\eta)$ is a solution of the homogeneous diffusion equation (3.22) with $K=0$ and the boundary conditions (4.47) and (4.49), $\psi^{10}(\eta)$ is a solution of the inhomogeneous diffusion equation (3.23) with $K=0$, and the boundary conditions (4.48) and (4.50), and $\psi^{11}(\eta)$ is given by (3.16). The functions $A_{0}(\nu), B_{0}(\nu), A_{1}(\nu)$, and $B_{1}(\nu)$ are given by

$$
\begin{align*}
& A_{0}(\nu)=\frac{\nu}{\gamma(\nu) N(\nu)} \int_{0}^{1} f(\mu) \phi_{\nu}(\mu) \gamma(\mu) d \mu,  \tag{6.3}\\
& B_{0}(\nu)=\frac{\nu}{\gamma(\nu) N(\nu)} \int_{0}^{1} g(-\mu) \phi_{\nu}(\mu) \gamma(\mu) d \mu,  \tag{6.4}\\
& A_{1}(\nu)=-\frac{\nu^{2}}{2 \gamma(\nu) N(\nu)} \frac{\psi_{\eta}^{00}(0)}{a(0)}, \tag{6.5}
\end{align*}
$$

and

$$
\begin{equation*}
B_{1}(\nu)=\frac{\nu^{2}}{2 \gamma(\nu) N(\nu)} \frac{\psi_{7}^{00}(1)}{a(1)} \tag{6.6}
\end{equation*}
$$

while $\phi_{\nu}(\mu)$ is given by (4.15).
We shall now prove that the formal expansions obtained are in fact uniformly valid. First, we state a positivity result which will be useful in the analysis of these problems.

## 7. A POSITIVITY RESULT

Theorem: Let $\psi(x, \mu)$ be a solution of

$$
\begin{gather*}
\epsilon \mu \frac{\partial \psi}{\partial x}+a(x) \psi=\frac{c(x ; \epsilon)}{2} a(x) \int_{-1}^{1} \psi\left(x, \mu^{\prime}\right) d \mu^{\prime}+S(x, \mu), \\
x \in(0,1), \quad \mu \in[-1,1] \\
\psi(0, \mu)=f(\mu), \quad \mu>0  \tag{7.1}\\
\psi(d, \mu)=g(\mu), \quad \mu<0
\end{gather*}
$$

with $0 \leqslant c(x) \leqslant c<1$ and $a(x) \geqslant a>0$. Let $S, f, g$ be continous nonnegative functions. Then $\psi$ is nonnegative. This theorem was essentially stated in Ref. 11 where plausibility arguments for its validity were given. Those arguments can be made rigorous in a straightforward manner and therefore shall not be presented here.

## 8. PROOF OF VALIDITY OF THE ASYMPTOTIC EXPANSION

We consider the problem

$$
\begin{align*}
& L \psi \equiv \epsilon \mu \psi_{x}+\psi-\frac{\left[1-\epsilon^{2} \bar{c}(x)\right]}{2} \int_{-1}^{1} \psi\left(x, \mu^{\prime}\right) d \mu^{\prime}=0  \tag{8.1}\\
& \psi(0, \mu)=f(\mu), \quad \mu>0 \\
& \psi(1, \mu)=g(\mu), \quad \mu<0
\end{align*}
$$

with $\bar{c}(x) \geqslant c^{1}>0$ throughout [ 0,1 ]. [Clearly, the problem with $\bar{c}=\sum_{j=0} \bar{c}_{j}(x) \epsilon^{j}$ can be treated with no additional difficulty.]

Employing the methods described in the previous sections, we can construct $N$ term interior expansions $\psi_{N} \sim \sum_{j=0} \psi^{j} \epsilon^{j}$ and boundary layer expansions $\rho \sim \sum_{j=0}^{N} \rho^{j} \epsilon^{j}$ for the above problem. Then an $N$ term uniform expansion $\psi_{N}^{\text {unit }}$ can be constructed as described in Sec. 6.

We define the error $R_{N}$ as

$$
\begin{equation*}
R_{N}=\psi-\psi_{N}^{\text {unif }}=\psi-\left[\psi_{N}+\rho_{N}-\left.\rho_{N}\right|_{\infty}\right] . \tag{8.2}
\end{equation*}
$$

The expansions $\psi_{N}$ and $\rho_{N}$ have been constructed so that

$$
\begin{align*}
& \angle R_{N}=O\left(\epsilon^{N+1}\right)  \tag{8.3}\\
& R_{N}=0 \text { on } \Omega=\{X=0, \mu>0 ; X=1, \mu<0\}
\end{align*}
$$

with all the coefficients in the composite expansion uni-
formly bounded. We wish to show that $R_{N}=O\left(\epsilon^{N+1}\right)$. We write (8.3) as

$$
\begin{equation*}
L R_{N}=\epsilon^{N+1} M(x ; \epsilon), \quad R_{N}=0 \text { on } \Omega . \tag{8.4}
\end{equation*}
$$

Next we write (8.4) in terms of the constant coefficient operator $L_{0}$.

$$
\begin{align*}
L_{0} R_{N} & \equiv \epsilon \mu\left(R_{N}\right)_{x}+R_{N}-\frac{\left(1-\epsilon^{2} c^{0}\right)}{2} \int_{-1}^{1} R_{N} d \mu^{\prime} \\
& =\epsilon^{N+1} M+\frac{\epsilon^{2}}{2}\left(c^{0}-\bar{c}(x)\right) \int_{-1}^{1} R_{N} d \mu^{\prime} \equiv \mathrm{S}(x ; \epsilon), \\
R_{N} & =0 \text { on } \Omega . \tag{8.5}
\end{align*}
$$

where $c^{0}=\max _{[0,1]} \bar{c}(x)$. Let $S^{0}=\max _{[0,1]}|S|$ and let $\Gamma$ be the solution of

$$
\begin{equation*}
L_{0} \Gamma=S^{0}, \quad \Gamma=0 \text { on } \Omega . \tag{8.6}
\end{equation*}
$$

It then follows from our positivity result that

$$
\begin{equation*}
\Gamma_{ \pm} R_{N} \geqslant 0 \tag{8.7}
\end{equation*}
$$

or

$$
\begin{equation*}
\left|R_{N}\right| \leqslant \Gamma \tag{8.8}
\end{equation*}
$$

pointwise, so that

$$
\begin{equation*}
\max _{[0,1]}\left|R_{N}\right| \leqslant \max _{[0,1]} \Gamma . \tag{8.9}
\end{equation*}
$$

To bound $\Gamma$, we consider the function $W \equiv \Gamma-S^{0} / \epsilon^{2} c^{0}$ and find that

$$
\begin{equation*}
L_{0} W=0, \quad W=-S^{0} / \epsilon^{2} c^{0} \leqslant 0 \text { on } \Omega \tag{8.10}
\end{equation*}
$$

The positivity result now implies that

$$
\begin{equation*}
W \leqslant 0 \tag{8.11}
\end{equation*}
$$

or

$$
\begin{equation*}
\Gamma \leqslant S^{0} / \epsilon^{2} c^{2} \tag{8.12}
\end{equation*}
$$

so that

$$
\begin{align*}
& \max \left|R_{N}\right| \leqslant \frac{S^{0}}{\epsilon^{2} c^{0}} \leqslant \frac{1}{\epsilon^{2} c^{\sigma}} \max _{[0,1]}\left[\epsilon^{N+1}|M|+\frac{\epsilon^{2}}{2}\left(c^{0}-\bar{c}(x)\right)\right. \\
& \left.\quad \times\left|\int_{-1}^{1} R_{N} d \mu^{\prime}\right|\right] \leqslant \frac{1}{\epsilon^{2} c^{\sigma}}\left[\epsilon^{N+1} \bar{M}\right. \\
& \left.\quad+\epsilon_{[0,1]}^{2} \max ^{0}\left(c^{0}-\bar{c}(x)\right) \max _{[0,1]}\left|R_{N}\right|\right] \tag{8.13}
\end{align*}
$$

where $\bar{M}=\max _{[0,1]}|M|$. Thus

$$
\begin{equation*}
\max \left|R_{N}\right| \leqslant \frac{\bar{M} \epsilon^{N-1}}{c^{0}-\max _{[0,1]}\left|c^{0}-\bar{c}(x)\right|}=O\left(\epsilon^{N-1}\right) \tag{8.14}
\end{equation*}
$$

since $\max _{[0,1]}\left|c^{0}-\bar{c}(x)\right|$ is $<c^{0}\left[\right.$ recall $\left.c^{0}=\max \bar{c}(x)\right]$. Now, the estimate in (8.14) can be improved by noting that

$$
\begin{equation*}
R_{N}=R_{N+2}+\sum_{k=1}^{2} \epsilon^{N+k}\left(\psi^{N+k}+\rho^{N+k}-\left.\rho^{N+k}\right|_{\infty}\right) . \tag{8.15}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\left|R_{N}\right| \leqslant\left|R_{N+2}\right|+\sum_{k=1}^{2} \epsilon^{N+k}\left|\psi^{N+k}+\rho^{N+k}-\rho^{N+k}\right| \underline{o} \mid \tag{8.16}
\end{equation*}
$$

Now $\left|R_{N+2}\right|=O\left(\epsilon^{N+1}\right)$ by (8.14) and the second term in the right-hand side of (8.16) is also $O\left(\epsilon^{N+1}\right)$ since the coefficients in the expansion are uniformly bounded. There-
fore, there exists a constant $K$ (independent of $x$ and $\epsilon$ ) such that

$$
\begin{equation*}
\left|R_{N}\right| \leqslant K \epsilon^{N+1} . \tag{8.17}
\end{equation*}
$$

## 9. THE EXTRAPOLATED END POINT CONDITION

We shall now show how the notion of the extrapolated end point condition is related to the boundary conditions derived above. We recall that the flux $\Phi(\eta)$ is defined as

$$
\begin{align*}
\Phi(\eta ; \epsilon) & =\frac{1}{2} \int_{-1}^{1} \psi(\eta, \mu, \epsilon) d \mu \\
& =\frac{1}{2} \int_{-1}^{1}\left\{\psi^{00}(\eta)+\epsilon\left[\psi^{10}(\eta)+\mu \psi^{11}(\eta)\right]+O\left(\epsilon^{2}\right)\right\} d \mu \\
& =\psi^{00}(\eta)+\epsilon \psi^{10}(\eta)+O\left(\epsilon^{2}\right) . \tag{9.1}
\end{align*}
$$

We note that $\Phi$ satisfies a diffusion equation since all the $\psi^{3 k}$ do. We would now like to derive boundary conditions for $\Phi$. We expand the right-hand side of (9.1) in a Taylor series about $\eta=0$ obtaining

$$
\begin{equation*}
\Phi(\eta ; \epsilon)=\psi^{00}(0)+\psi_{\eta}^{00}(0) \eta+O\left(\eta^{2}\right)+\epsilon \psi^{10}(0)+O(\epsilon \eta)+O\left(\epsilon^{2}\right) . \tag{9.2}
\end{equation*}
$$

Now we employ (5.3) in (9.2) to obtain
$\Phi(\eta ; \epsilon)=\psi^{00}(0)+\psi^{00}(0) \eta+O\left(\eta^{2}\right)+\frac{\epsilon \gamma^{1}}{a(0)} \psi_{\eta}^{00}+O(\epsilon \eta)+O\left(\epsilon^{2}\right)$.

We set

$$
\begin{equation*}
\eta=\epsilon \eta_{0} \tag{9.4}
\end{equation*}
$$

so that
$\Phi\left(\epsilon \eta_{0} ; \epsilon\right)=\psi^{00}(0)+\epsilon \psi_{\eta}^{00}(0)\left[\eta_{0}+\frac{\gamma^{1}}{a(0)}\right]+O\left(\epsilon^{2}\right)$.
A condition on $\psi^{00}(0)$ has already been derived in terms of the prescribed function $f(\mu)$, namely

$$
\begin{equation*}
\psi^{00}(0)=\frac{3}{2} \int_{-1}^{1} \frac{\mu f(\mu)}{x(-\mu)} d \mu \tag{9.6}
\end{equation*}
$$

however, $\psi_{\pi}^{00}(0)$ is not known. Therefore, choosing

$$
\begin{equation*}
\eta_{0}=-\gamma^{1} / a(0) \tag{9.7}
\end{equation*}
$$

we find that

$$
\begin{equation*}
\Phi\left(\epsilon \eta_{0} ; \epsilon\right)=\frac{3}{2} \int_{-1}^{1} \frac{\mu f(\mu)}{x(-\mu)} d \mu+O\left(\epsilon^{2}\right) \tag{9.8}
\end{equation*}
$$

Continuing in this manner we can obtain corrections to $\eta_{0}$ by expanding in a series in $\epsilon$, and choosing the coefficients in the series so that $\Phi$ satisfies the same boundary conditions as $\psi^{00}$. The value of $\eta$ so determined is referred to as the extrapolated end point. Thus to leading order, the extrapolated end point $\eta=\epsilon \eta_{0}$ is given in terms of $x$ by

$$
\begin{equation*}
x_{0}=\epsilon \eta_{0} d=\frac{-\epsilon \gamma^{1} d}{a^{*}(0)}=\frac{-\epsilon d(0.7104)}{a^{*}(0)} . \tag{9.9}
\end{equation*}
$$

This defines the usual extrapolated end point condition. We note that this condition involves the local scattering cross section $a^{*}(0)$. The condition at the other end will be

$$
\begin{equation*}
x_{d}=d+\frac{\epsilon \gamma^{1} d}{a^{*}(d)}=d+\frac{\epsilon d(0.7104)}{a^{*}(d)} \tag{9.10}
\end{equation*}
$$

Improvements on these conditions can be obtained by retaining more terms in the asymptotic expansion of the solution and employing them in (9.1) and the equations that follow. We note that the above formulas are valid even for inhomogeneous media ( $a \neq 1$ ) with capture ( $c \neq 1$ ). It is clear from the above and from (4.8) and (4.11) that variations in $a(\eta)$ and $c(\eta)$ affect the extrapolated end point at $O\left(\epsilon^{2}\right)$.

We shall now compare our extrapolated end point with that obtained by other methods, for a specific constant coefficient problem, since not all the other methods are capable of treating variable coefficient problems. The problem we consider is the Milne problem, which is the problem for a homogeneous, noncapturing ( $c=1$ ), source free medium occupying the half space $x \geqslant 0$, with boundary condition $\psi(0, \mu)=0$ for $\mu>0$. The source of neutrons is considered to be at infinity. This problem is exactly our boundary layer problem (4.9) subject to (4.12) with $f(\mu)=0$. Further, since $c=1$, all the functions $\rho^{j}(y, \mu)=0(j \geqslant 1)$ so that $\rho(y, \mu ; \epsilon)=\rho^{0}(y, \mu)$. Finally, since we are in a homogeneous medium $a^{*} \equiv 1$. Thus the extrapolated end point is given, to all orders in $\epsilon$, by

$$
\begin{equation*}
-x_{0}=\epsilon d(0.7104)=0.7104 / \sigma_{0} \tag{9.11}
\end{equation*}
$$

This value of $x_{0}$ is exact, i. e., the value determined from the exact solution of the Milne problem obtained by the Wiener-Hopf method. It is to be compared with the following values determined by other methods. These values are taken from Table II in Ref. 6.

## 10. ASYMPTOTIC DIFFUSION THEORY

In the special case of the time independent homogeneous problem (i. e., $a=1$ and $c$ constant), we can cast our diffusion equations into a form which is more amenable to numerical calculations. In so doing, we will find that the resulting asymptotic expansion satisfies the asymptotic diffusion equation mentioned in the introduction. Thus, we consider the boundary value problem for the equation

$$
\begin{equation*}
\epsilon \mu \psi_{\eta}+\psi-\frac{c}{2} \int_{-1}^{1} \psi\left(\eta, \mu^{\prime}\right) d \mu^{\prime}=0 . \tag{10.1}
\end{equation*}
$$

We introduce the variable $\xi$ defined by

$$
\begin{equation*}
\xi=\eta / \epsilon \nu_{0} \tag{10.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{1}{v_{0}} \sim \sum_{j=1} d_{j} \epsilon^{j} \tag{10.3}
\end{equation*}
$$

where the constants $d_{j}$ are chosen so that the resulting diffusion equations for $\psi^{i 0}$ are all homogeneous, with diffusion coefficient equal to one. That is, we assume an asymptotic expansion of the form

$$
\psi(\xi, \mu, \epsilon) \sim \sum_{j=0} \psi^{j}(\xi, \mu) \epsilon^{j}
$$

$$
\begin{equation*}
c \sim \sum_{j=0} c_{j} \epsilon^{j} \tag{10.4}
\end{equation*}
$$

valid in the interior of the region. Proceeding as above by inserting (10.2), (10.3), and (10.4) into (10.1) and equating the coefficient of each power of $\epsilon$ separately to

TABLE I. The linear extrapolation distance (in units of mean free paths) for the Milne problem. ${ }^{\text {a }}$

|  | Mark | Marshak | Variational |
| :--- | :--- | :--- | :--- |
| $P-1$ | 0.5774 | 0.6667 | 0.7071 |
| $P-2$ | 0.7746 | 0.6667 | 0.7071 |
| $P-3$ | 0.6940 | 0.7051 | 0.7118 |
| $P-4$ | 0.7297 | 0.702 |  |
| $P-5$ | 0.7039 | 0.7082 |  |
| $P-6$ | 0.7198 |  |  |
| $P-7$ | 0.7069 |  |  |
| $P-8$ | 0.7159 |  |  |

${ }^{2}$ The exact result is 0.7104 .
zero, we obtain

$$
\begin{equation*}
\mu \sum_{k=0}^{j-1} d_{j \ldots k} \psi_{\xi}^{k}+\psi^{j}-\frac{1}{2} \sum_{k=0}^{j} c_{j \hbar k} \int_{-1}^{1} \psi^{k}\left(\xi, \mu^{\prime}\right) d \mu^{\prime}=0, \quad j=0,1,2, \cdots \tag{10.5}
\end{equation*}
$$

with $\psi^{-1} \equiv 0$.
In order to have nontrivial solutions, we must have

$$
\begin{equation*}
c_{0}=1 \tag{10,6}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{1}=0 \tag{10.7}
\end{equation*}
$$

with

$$
\begin{equation*}
\psi^{j}(\xi, \mu)=\sum_{k=0}^{j} \psi^{j k}(\xi) \mu^{k} \tag{10.8}
\end{equation*}
$$

Then the constants $d_{j}$ are chosen so that

$$
\begin{equation*}
D \psi^{j 0} \equiv \psi_{\xi \xi}^{j 0}+\psi^{j 0}=0 \tag{10.9}
\end{equation*}
$$

The first few $d_{j}$ are given by

$$
\begin{align*}
& d_{1}=\left(3 c_{2}\right)^{1 / 2}  \tag{10.10}\\
& d_{2}=c_{3} d_{1} / 2 c_{2}  \tag{10.11}\\
& d_{3}=\frac{-d_{1}}{\left(2 c_{2}\right)^{2}} \frac{c_{3}^{2}}{4 c_{2}}-\frac{4 c_{2}^{2}}{5}-c_{4} \tag{10.12}
\end{align*}
$$

The functions $\psi^{j k}$ are then given by

$$
\begin{equation*}
\psi^{j k}=-\sum_{n=1}^{j-k+1} d_{n} \psi_{\xi}^{j-n, k-1} \quad(k \geqslant 1) \tag{10.13}
\end{equation*}
$$

Thus all the coefficients $\psi^{j k}$, and therefore the entire expansion for $\psi$, satisfies the same diffusion equation given by (10.9); similarly, the flux satisfies

$$
\begin{equation*}
\Phi_{\xi \xi}+\Phi=0 \tag{10.14}
\end{equation*}
$$

In terms of the original variable $x$, Eq. (10.14) becomes

$$
\begin{equation*}
\Phi_{x x}+\left(\sigma / \nu_{0}\right) \Phi=0 \tag{10.15}
\end{equation*}
$$

which is the usual asymptotic diffusion approximation to transport theory (cf. Ref. 5, where the expansion for $\nu_{0}$, though derived in a different manner, agrees with ours). Since the diffusion coefficient in (10.15) contains $\nu_{0}$, i. e., a full series in $\epsilon$, while the $P_{1}$ diffusion coefficient contains only the leading term of that series, we may compare the difference between the $P_{1}$ and asymptotic diffusion approximations to the difference between the Born and Rytov approximations in wave propagation. ${ }^{12}$
*This work was supported by the National Science Foundation Grant GP 27368. One of the authors (BJM) would like to acknowledge the support of the Applied Mathematics Summer Institute (Dartmouth 1972) and ONR during the final stages of this work.
${ }^{1}$ B. Davison, Neutron Transport Theory (Oxford U. P. Oxford, 1957).
${ }^{2}$ A.M. Weinberg and E. P. Wigner, The Physical Theory of Neut ron Chain Reactors (Chicago U. P., Chicago, 1956).
${ }^{3}$ R. Marshak, Rev. Mod. Phys. 18, 185 (1947).
${ }^{4}$ J. C. Mark, "The Spherical Harmonics Method," National Research Council Reports MT92, 1944 and MT97, 1945.
${ }^{5}$ J. H. Tait, Neutron Transport Theory (American Elsevier,

New York, 1964).
${ }^{6}$ G. C. Pomraning, Ann. Phys. 27, 193 (1964).
${ }^{7}$ G.C. Pomraning and M. Clark, Nucl. Sci. Eng. 16, 147 (1963).
${ }^{8}$ K. O. Friedrichs, Bull. Am. Math. Soc. 61, 485 (1955).
${ }^{9}$ K. M. Case and P.F. Zweifel, Linear Transport Theory (Addison-Wesley, Reading, Mass., 1967).
${ }^{10}$ E. W. Larsen and G.J. Habetler, Commun. Pure Appl. Math. 26, 525 (1973).
${ }^{11}$ K. M. Case and P.F. Zweifel, J. Math. Phys. 4, 1376 (1963).
${ }^{12}$ J. B. Keller, J. Opt. Soc. Am. 59, 1003 (1969).

# On the strength of a system of partial differential equations 

Bernard F. Schutz<br>Department of Applied Mathematics and Astronomy, University College, Cardiff, Wales (Received 4 November 1974)<br>It is shown that Einstein's concept of the "strength" of a system of differential equations is directly related to the number of dynamical degrees of freedom the equations permit. It may become a useful tool for investigating the structure of the system.

In a recent paper, Mariwalla ${ }^{1}$ discussed Einstein's ${ }^{2}$ concept of the "strength" of a system of partial differential equations. Although both suggested that the strength was related to the amount of arbitrariness in the solutions to the system, neither Mariwalla nor Einstein made that relationship satisfactorily quantitative, and both were surprised to find that the Maxwell and Einstein equations had the same strength, twice that of the scalar wave equation. The purpose of this paper is to show that the strength is related in a well-defined manner to the number of arbitrary functions of $d-1$ variables (where $d$ is the dimension of the manifold) necessary to determine a solution locally. For hyperbolic systems this is the amount of Cauchy data; it defines the amount of dynamical freedom in the system. The strengths of the scalar, Maxwell, and Einstein systems are then readily understood in terms of the number of polarization states available to the massless particles associated with them. When extended to examine arbitrariness in fewer than $d-1$ variables, the method may become a useful tool in examining the structure of the system of equations.

Suppose we have a system of equations for $n$ unknowns $U_{A}$ on a $d$-dimensional manifold. If all the equations can be placed in the normal form

$$
\begin{equation*}
\partial^{k} U_{A} / \partial x^{k}=f_{A}\left(x, y_{\alpha}, \partial^{l+m} U_{B} / \partial^{l} x \partial^{m} y_{B}\right) \tag{1}
\end{equation*}
$$

[where $\left\{x, y_{\alpha}(\alpha=1, \ldots, d-1)\right\}$ are the $d$ coordinates, $k$ is fixed, and $l+m \leqslant k, l<k]$ in some coordinate system, then a local analytic solution is always uniquely determined by giving analytic functions for $U_{A}$ and their first $k-1$ derivatives with respect to $x$ in the hypersurface $x=$ const (Cauchy-Kowalewsky theorem). That is, the sytem allows $k n$ free functions of $k-1$ variables. However, it may not always be possible to choose coordinates $\left\{x, y_{\alpha}\right\}$ such that all the equations of the system take the form (1). In the Maxwell or Einstein equations, for example, some equations represent constraints, of the form

$$
\begin{equation*}
0=g_{A}\left(x, v_{\alpha}, \partial^{l+m} U_{B} / \partial^{l} x \partial^{m} y_{B}\right) . \tag{2}
\end{equation*}
$$

Associated with the existence of these contraints are gauge functions, whose values are arbitrary everywhere. These gauge functions are physically unmeasurable, but must be eliminated before the Cauchy-Kowalewsky theorem can be brought to bear on the problem. The existence of the constraints, moreover, means that not
all the initial data is freely specifiable. We shall show that Einstein's concept of the "strength" of the system provides a direct, if somewhat heuristic, method of discovering just how much real freedom there is in a complicated system of partial differential equations.

Consider the Taylor expansion of an analytic function of $d$ variables about a point. The total number of terms of $n$th order in the expansion is ${ }^{1}$

$$
\left[\begin{array}{l}
d  \tag{3}\\
n
\end{array}\right] \equiv \frac{(n+d-1)!}{n!(d-1)!}=\binom{n+d-1}{n} .
$$

If the function is completely unconstrained, then all of these coefficients in the Taylor series may be given arbitrarily. If for any reason the function can be given arbitrarily on a ( $d-1$ )-dimensional hypersurface, but its behavior in the remaining dimension is determined, then only $\left[\begin{array}{c}d-1 \\ n\end{array}\right]$ coefficients of order $n$ are arbitrary. The converse is not necessarily true (the $\left[\begin{array}{c}-1 \\ n\end{array}\right]$ free coefficients need not form a ( $d-1$ )-dimensional Taylor expansion), but in the context in which we shall use it we can suppose it will generally be true. The fraction of free coefficients in such a function is

$$
\left[\begin{array}{c}
d-1 \\
n
\end{array}\right] /\left[\begin{array}{l}
d \\
n
\end{array}\right]=\frac{d-1}{n+d-1}
$$

which goes to zero for large $n$.
In order to determine the amount of freedom in a system of partial differential equations, Einstein ${ }^{2}$ suggested one should expand all the dependent variables in Taylor series and determine the number of relations among the various coefficients of order $n$ that are implied by the differential equations of the system. By subtraction there remains a number $Z_{n}$ of free coefficients of order $n$. Einstein ${ }^{2}$ and Mariwalla ${ }^{1}$ have computed this number for several physically interesting fields. After removing all the gauge freedom in the fields, they found that the ratio $Z_{n} /\left[\begin{array}{c}d \\ n\end{array}\right]$ always went to zero as $1 / n$ for large $n$, and they interpreted this to mean that there were no completely free functions of $d$ variables left in the theories. They then defined the coefficient of $1 / n$ to be the "strength," but did not interpret it satisfactorily. It is clear, however, from the discussion of the previous paragraph, that the limit for large $n$ of $Z_{n}\left[{ }_{[ }^{d-1}\right]$, which differs from the Einstein strength by a factor of ( $d-1$ ), is in fact the number of free functions of $d-1$ variables in the theory. We can
formulate this precisely as follows. It is clear from Eq. (3) that $\left[\begin{array}{l}d \\ n\end{array}\right]$ is a polynomial in $n$ of order $d-1$. Since $Z_{n}$ is always a sum of such terms, ${ }^{1,2}$ it is also a polynomial in $n$ of maximum order $d-1$. Therefore, it has a unique representation of the form

$$
Z_{n}=\sum_{k=1}^{d} N_{k}\left[\begin{array}{l}
k  \tag{4}\\
n
\end{array}\right]
$$

Then, at least heuristically, the number of free functions of $k$ variables in the solution is $N_{k}$. (In the Appendix we show that all $N_{k}$ are integers, as they must be for this approach to make sense.)

As a concrete example, let us consider the Maxwell field in four dimensions. When the equations are formulated in terms of a vector potential and the gauge freedom is removed from $Z_{n}$ explicitly, one obtains ${ }^{1}$

$$
Z_{n}^{(1)}=4\left[\begin{array}{c}
4 \\
n
\end{array}\right]-\left[\begin{array}{c}
4 \\
n+1
\end{array}\right]-4\left[\begin{array}{c}
4 \\
n-2
\end{array}\right]+\left[\begin{array}{c}
4 \\
n-3
\end{array}\right] .
$$

If we were not to subtract the gauge freedom, the second term would not be present. If the vector potential is not introduced at all, one obtains ${ }^{1,2}$

$$
Z_{n}^{(2)}=6\left[\begin{array}{c}
4 \\
n
\end{array}\right]-8\left[\begin{array}{c}
4 \\
n-1
\end{array}\right]+2\left[\begin{array}{c}
4 \\
n-2
\end{array}\right] .
$$

Writing these in the form of Eq. (4) gives

$$
\begin{aligned}
& Z_{n}^{(1)}=4\left[\begin{array}{l}
3 \\
n
\end{array}\right]-2\left[\begin{array}{l}
2 \\
n
\end{array}\right]-2\left[\begin{array}{l}
1 \\
n
\end{array}\right], \\
& Z_{n}^{(2)}=4\left[\begin{array}{l}
3 \\
n
\end{array}\right]+2\left[\begin{array}{l}
2 \\
n
\end{array}\right] .
\end{aligned}
$$

Neither $Z_{n}$ contains any free functions of four variables, and both have four free functions of three variables. These correspond to the two dynamical degrees of freedom in electromagnetism: On a Cauchy hypersurface one can specify two variables and their time derivatives freely. On the other hand, the two versions of Maxwell's equations appear to differ at the two- and one-dimensional level. In fact they do not: Because $Z_{n}{ }^{(1)}$ refers to a potential version of the $Z_{n}^{(2)}$ equations, a term of order $n$ in the latter is of order $n+1$ in the former. To "lower" the order of the former, we rewrite $Z_{n}^{(1)}$ in terms of $m \equiv n-1$ and find

$$
Z_{m}^{(1)}=4\left[\begin{array}{c}
3 \\
m
\end{array}\right]+2\left[\begin{array}{c}
2 \\
m
\end{array}\right] .
$$

So in this sense both versions are equivalent. The interpretation of this two-dimensional term is not at all clear, but in view of its independence of the use of a potential, it appears to contain some real information about Maxwell's equations. We may conjecture that it describes the freedom to set a boundary condition on the elliptical constraint equation in the initial hypersurface, but it should bear a more thorough investigation. There is another tantalizing suggestion in the Einstein equations of general relativity, for which $Z_{n}{ }^{1,2}$ takes the form

$$
Z_{n}^{\mathrm{GR}}=4\left[\begin{array}{l}
3 \\
n
\end{array}\right]-2\left[\begin{array}{l}
2 \\
n
\end{array}\right]-8\left[\begin{array}{l}
1 \\
n
\end{array}\right] .
$$

This is derived using the metric tensor as the fundamental variable; but the metric may be considered to be a second-order potential for the Riemann tensor, which is physically measureable. Shifting the order by two ( $m \equiv n-2$ ), we get

$$
Z_{m}^{\mathrm{GR}}=4\left[\begin{array}{c}
3 \\
m
\end{array}\right]+6\left[\begin{array}{c}
2 \\
m
\end{array}\right]
$$

The coefficient of $\left[\begin{array}{l}1 \\ m\end{array}\right]$ is zero, and the other coefficients are positive, just as for electromagnetism.

Whatever the significance of the lower coefficients may be, it is clearly not surprising that for the Einstein and Maxwell equations, as well as for the Weyl and Dirac equations, ${ }^{1}$ one finds $N_{3}=4$, while for the scalar wave equation $N_{3}=2$. All are field theories for spinning particles: for zero spin particles there is only one dynamical degree of freedom, while for massless particles with spin there are two possible helicities and hence two degrees of freedom.

## APPENDIX

The expressions given by Einstein ${ }^{2}$ and Mariwalla ${ }^{1}$ are always of the form

$$
Z_{n}=\sum_{\substack{\text { integer } \\
m}} K_{m}\left[\begin{array}{c}
d \\
n-m
\end{array}\right]
$$

where $d$ is the dimension of the manifold and the $K_{m}$ are always integers. This is in fact the general form for $Z_{n}$, because each term results from $K_{m}$ equations (always in $d$ dimensions) containing $m$ derivatives of the field variables. We wish to reexpress this in the form of Eq. (4). By using the definition of $\left[\begin{array}{l}d \\ n\end{array}\right]$ it is easy to derive the basic relation

$$
\left[\begin{array}{c}
d  \tag{A1}\\
n+1
\end{array}\right]=\left[\begin{array}{l}
d \\
n
\end{array}\right]+\left[\begin{array}{l}
d-1 \\
n+1
\end{array}\right], \quad d \geqslant 2
$$

By iteration of this we find

$$
\left[\begin{array}{c}
d \\
n+1
\end{array}\right]=\left[\begin{array}{l}
d \\
n
\end{array}\right]+\left[\begin{array}{c}
d-1 \\
n
\end{array}\right]+\left[\begin{array}{c}
d-2 \\
n
\end{array}\right]+\cdots+\left[\begin{array}{c}
1 \\
n
\end{array}\right]
$$

Equation (A1) can be rewritten as

$$
\left[\begin{array}{c}
d \\
n-1
\end{array}\right]=\left[\begin{array}{l}
d \\
n
\end{array}\right]-\left[\begin{array}{c}
d-1 \\
n
\end{array}\right]
$$

from which follows by iteration

$$
\left[\begin{array}{c}
d \\
n-m
\end{array}\right]=\sum_{p=0}^{m}(-1)^{p}\binom{m}{p}\left[\begin{array}{c}
d-p \\
n
\end{array}\right] .
$$

Since all the coefficients are integers, the coefficients $N_{k}$ in Eq. (4) are also integers.

[^6]
# Nonspreading solutions of the inhomogeneous scalar wave equation* 

W. E. Couch and R. J. Torrence<br>Department of Mathematics, University of Calgary, Calgary, Alberta, Canada T2N IN4<br>(Received 25 November 1974)


#### Abstract

A simple condition that is necessary and sufficient for the solution of the inhomogeneous wave equation to be a nonspreading wave is derived for a class of driving terms that arise in certain physical problems. The condition is applied to the analysis of the self-scattering of gravitational multipole radiation at second perturbative order. It is proved that there is no scattering at the multipole component of highest order in the second-order gravitational field. It is conjectured that there is no scattering for every component of the second-order field. A mathematical expression of this conjecture, derived from the condition for nonspreading, is given and it implies conjectured identities on Clebsch-Gordan coefficients.


## 1. INTRODUCTION

The homogeneous wave equation

$$
\begin{equation*}
\square \psi=0, \tag{1.1}
\end{equation*}
$$

has what has been called the characteristic propagation property, or, equivalently, its solution can be described as nonspreading. ${ }^{1}$ In physical terms this means that a field satisfying Eq. (1.1) can, with the appropriate boundary conditions, be nonvanishing for only a finite time for a fixed observer. This property is of such obvious physical interest that Kundt and Newman ${ }^{1}$ looked for more general linear homogeneous hyperbolic equations for which it holds, and found that there are others which, however, are comparatively rare.

In this paper we consider a related problem for the inhomogeneous wave equation

$$
\begin{equation*}
\neg \psi=\delta \tag{1.2}
\end{equation*}
$$

More specifically, we shall consider Eq. (1.2) where $\delta$ satisfies ${ }^{2}$

$$
\begin{equation*}
\delta(u, r, \theta, \varphi) \neq 0 \Rightarrow u_{1} \leqslant u \leqslant u_{2} \tag{1.3}
\end{equation*}
$$

This condition is pictured in Fig. 1 where $\delta$ is nonvanishing only in the region labeled $B$ 。Equation (1.3) might seem an unnatural assumption to make about $\delta$; however, important quasilinear hyperbolic equations, or systems of equations, such as Einstein's equations or Maxwell's equations in a nonlinear medium, can lead to Eqs. (1.2) and (1.3) if a weak field perturbative approach is used. The retarded linearized solutions will satisfy equations like Eq. (1.1) and may be assumed to have the support pictured in Fig. 1. The second-order corrections will satisfy equations like Eq. (1.2), where $\delta$ will be bilinear in, and thus have the same support as, those linearized solutions. Such a $\delta$, and the solutions of Eq. (1.2) which it generates, will be called nonspreading if one can choose boundary data in such a way that $\psi$ also has the support pictured in Fig. 1. ${ }^{3}$ Physically, we are looking for a class of driving terms for which a fixed observer can, depending on boundary conditions, observe a nonvanishing $\psi$ for only a finite time. We, also, shall find that they exist but are comparatively rare.

For simplicity we assume that $\delta$ and $\psi$ are axially symmetric and expand them in spherical harmonics.

Equation (1.2) becomes

$$
\begin{equation*}
2 \frac{\partial^{2} \psi}{\partial u \partial r}-\frac{\partial^{2} \psi}{\partial r^{2}}+\frac{2}{r}\left(\frac{\partial \psi}{\partial u}-\frac{\partial \psi}{\partial r}\right)+\frac{L(L+1)}{r^{2}} \psi=\delta, \tag{1.4}
\end{equation*}
$$

where $L$ denotes the $L$ th multipole and $L$ subscripts on $\psi_{L}$ and $\delta_{L}$ are suppressed in this and the next section. We note that if $\delta=0$, Eq. (1.4) is solved by the retarded and advanced multipole fields

$$
\begin{equation*}
\psi_{\mathrm{ret}}=\sum_{\alpha=0}^{L} \frac{C_{L \alpha}}{r^{\alpha+1}} \frac{d^{L-\alpha}}{d u^{L-\alpha}} a(u) Y_{L 0} \tag{1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi_{\mathrm{adv}}=\sum_{\alpha=0}^{L} \frac{(-1)^{\alpha} C_{L \alpha}}{r^{\alpha+1}} \frac{d^{L-\alpha}}{d v^{L-\alpha}} b(v) Y_{L 0}, \quad v \equiv u+2 r, \tag{1.6}
\end{equation*}
$$

where $a(u)$ and $b(v)$ are arbitrary profile functions, the $C_{L \alpha}$ are given by

$$
C_{L \alpha}=K_{\alpha}^{2}(L) / 2^{\alpha} \alpha!, \quad K_{\alpha}(L) \equiv[(L+\alpha)!/(L-\alpha)!]^{1 / 2},
$$

and the $Y_{L s}$ denote spherical harmonics. Because the retarded solutions are series in $1 / r$, and the corresponding solutions for higher spin equations are too, the quasilinear problems described above would lead to $\delta$ 's which are also series in $1 / r$. Therefore, we now restrict ourselves to ${ }^{4}$

$$
\begin{equation*}
\delta=\sum_{n=3}^{\infty} \frac{d_{n}(u)}{r^{n}}, \tag{1.7}
\end{equation*}
$$



FIG. 1. The support of $\delta$.
where the $d_{n}(u)$ satisfy Eq．（1．3）．We see from Eq．（1．4） that the corresponding $\psi$ will be of the form

$$
\begin{equation*}
\psi=\sum_{n=1}^{\infty} \frac{f_{n}(u)}{r^{n}} . \tag{1,8}
\end{equation*}
$$

We now argue that $\psi$ is nonspreading if and only if，ex－ pressed as in Eq．（1．8），it is a finite series in $1 / r$ ，that is，if there is an integer $T$ such that $n \geqslant T \Rightarrow f_{n}(u)=0$ ．
The argument has two parts．First，since $\delta=0$ in re－ gion $C, \psi$ in $C$ must be a sum of retarded［Eq．（1．5）］and advanced［Eq．（1．6）］fields．The only fields in region C which cannot be eliminated by a choice of boundary data consistent with $\psi=0$ in region A are fields which are advanced and are not retarded．${ }^{5}$ Hence our definition of nonspreading can be replaced by the statement that $\psi$ is nonspreading if and only if $\psi$ is a retarded field in $\mathbf{C}$ 。 But a retarded field is，from Eq．（1．5），seen to be a finite series in $1 / r$ of the form of Eq．（1．8）and，con－ verselv，every finite series of the form Eq．（1．8）that solves $\square d=0$ is a retarded field of the form Eq．（1，5）． Therefore，$\psi$ is nonspreading if and only if $\psi$ is a finite series in $1 / r$ in region $C$ ．

Second，any discontinuity in $\psi$ across the surface $u$ $=u_{2}$（Fig。1）must have the structure of a retarded field， and these are necessarily finite series in $1 / r$ ．Thus $\psi$ is a finite series in $1 / r$ in C if and only if it is a finite series in $1 / r$ in $B$ ．We conclude that $\psi$ is nonspreading （in C ）if and only if it is a finite series（in B）．We are looking for those $\delta$＇s for which this is the case．

In the next section we derive a simple condition，Eqs． （ 2,6 ）and（ 2,12 ），on the $d_{n}(k)$ of Eq．（1．7）which is equivalent to nonspreading．

In Sec． 3 we consider a particular application of our condition．If we treat Einstein＇s empty－space equations as indicated above，$\delta$＇s are obtained which can be sub－ stituted into Eq．（2，12）．The resulting equation［Eq． （3．4）］involves Clebsch－Gordon coefficients（since the $\delta^{\prime}$ s are bilinear in spherical harmonics）and can be read as a possible identity whose verification would be equiva－ lent to a proof of the nonspreading of gravitational waves， to the second perturbative order．

In Sec．4，we consider Eq．（3．4）in detail．Since it has already been shown ${ }^{6,7}$ that a finite number of cases involving quadrupole，octupole，and 16－pole gravitational radiation fields are nonspreading，Eq．（3．4）must be identically satisfied in certain cases，which it is，and we conjecture it to hold in general．We actually prove here that it is an identity for a twofold infinity of new special cases，but our rather direct approach has not established it in the general case，although there can be little doubt if its validity．It is not clear if the relation－ ship is of mathematical interest in its own right，or merely an adjunct to the type of spreading wave problems we have been discussing．

## 2．THE INHOMOGENEOUS WAVE EQUATION

We begin with Eq．（1．4）where $\delta$ is restricted by Eq． （1．3）and Eq．（1．7）．In order to study particular solu－ tions of the inhomogeneous equation it is sufficient，and convenient，to assume

$$
\begin{equation*}
\psi=\sum_{n=2}^{\infty} \frac{f_{n}(u)}{r^{n}} . \tag{2.1}
\end{equation*}
$$

Substituting these series［Eq．（1．7）and（2．1）］，we obtain

$$
\begin{align*}
\sum_{n=3} \frac{2(n-2)}{r^{n}} \dot{f}_{n-1}+ & \sum_{n=1} \frac{(n-3-L)(n-2+L)}{r^{n}} f_{n-2} \\
& =\sum_{n=3} \frac{d_{n}}{r^{3}} \tag{2.2}
\end{align*}
$$

where the dot stands for differentiation with respect to u．Equation（2．2）is equivalent to

$$
\begin{align*}
& 2 \dot{f}_{2}=d_{3},  \tag{2.3a}\\
& 2(n-2) \dot{f}_{n-1}+(n-3-L)(n-2+L) f_{n-2}=d_{n}, \\
& 4 \leqslant n \leqslant 2+L, \tag{2.3b}
\end{align*}
$$

and
$2(n-2) \dot{f}_{n-1}+(n-3-L)(n-2+L) f_{n-2}=d_{n}$,

$$
\begin{equation*}
3+L \leqslant n \text { 。 } \tag{2.4}
\end{equation*}
$$

It is easy to see that EqS．（2，3）determine the $f_{n}, 2 \leqslant n$ $\leqslant L+1$ ，in terms of the $d_{n}, 3 \leqslant n \leqslant 2+L$（or vice versa）． Thus we have the simple result that if the driving term for the $L$ th multipole stops at the $L+2$ power of $1 / r$ ，the then the $L$ th multipole solution，itself，stops at the $L+1$ power of $1 / r$ ．In addition it is clear that whether the solution is a terminating series depends only on the $d_{n}$ ， $3+L \leqslant n$ ．Since this is the question which interests us， we can restrict our attention to Eq．（2．4）．

We now assume that $\psi$ is a terminating series in $1 / r$ ， that is we assume that

$$
\begin{equation*}
f_{n}=0, \quad L+3 \leqslant T \leqslant n, \tag{2.5}
\end{equation*}
$$

where $T$ is a positive integer．It follows from Eqs．（2．4） and（2．5）that

$$
\begin{align*}
& \quad d_{n}=0, \quad T+2 \leqslant n,  \tag{2.6}\\
& d_{T+1}=(T-2-L)(T-1+L) f_{T-1},  \tag{2.7}\\
& d_{n}=(n-3-L)(n-2+L) f_{n-2}+2(n-2) \dot{f}_{n-1}, \\
&  \tag{2.8}\\
& \quad L+4 \leqslant n \leqslant T,
\end{align*}
$$

and

$$
\begin{equation*}
d_{3+L}=2(L+1) \dot{f}_{2+L} . \tag{2,9}
\end{equation*}
$$

It can be seen that Eqs．（2．7）and（2．8）determine the $f_{n}, 2+L \leqslant n \leqslant T-1$ ，which are all the $f_{n}$ which have not been assumed to vanish，in terms of the $d_{n}, 4+L \leqslant n$ $\leqslant T+1$ ，which are all the $d_{n}$ which have not been shown to vanish，except for $d_{3+L}$ ．In particular $f_{2+L}$ is deter－ mined，and its substitution into Eq．（2．9）must not lead to a contradication．In other words，$\psi$ can terminate if and only if Eq．（2．6）is satisfied and the $d_{n}, 3+L \leqslant n \leqslant T$ +1 ，satisfy a single condition which must now be derived．

If we differentiate Eq。（2．8）$n-L-3$ times and define

$$
\chi_{j}=\frac{d^{j}}{d u^{j}} d(u)_{L+3+j}, \quad 0 \leqslant j \leqslant T-L-2,
$$

and

$$
\eta_{i}=\frac{d^{i}}{d u^{i}} f(u)_{L+1+i}, \quad 1 \leqslant i \leqslant T-L-2,
$$

Eqs. (2.7) and (2.8) can be combined and written in the form

$$
\begin{equation*}
\chi_{i}=\sum_{j=1}^{T-L-2} M_{i j} \eta_{j}, \tag{2,10}
\end{equation*}
$$

where


Solving Eq. (2.10) for $\eta_{1}$ yields, after some calculation,

$$
\begin{equation*}
\eta_{1}=\sum_{j=1}^{T-L-2} \frac{(-1)^{j+1} 2^{j-1}(L+j)!(2 L+1)!}{j!(j+2 L+1)!(L+1)!} x_{j} . \tag{2.11}
\end{equation*}
$$

In terms of the $\chi_{i}$ and $\eta_{i}$ Eq. (2.9) becomes $\chi_{0}=2(L$ $+1) \eta_{1}$ and this, with Eq. (2.11), gives

$$
\begin{equation*}
\sum_{j=0}^{T-L-2} \frac{(-2)^{j}(L+j)!}{j!(j+2 L+1)!} \frac{d^{j}}{d u^{j}} d(u)_{L+3+j} \tag{2.12}
\end{equation*}
$$

where some nonvanishing factors present in every term have been removed. Equation (2.12), along with

$$
\begin{equation*}
d_{n}=0, T+2 \leqslant n, \tag{2,6}
\end{equation*}
$$

are necessary and sufficient for $\psi$ to terminate at the $T-1$ power of $1 / r$.

## 3. AN EXAMPLE OF A NONSPREADING WAVE IN GENERAL RELATIVITY

In this section we apply Eq. $(2,12)$ to a problem arising in general relativity. The nonspreading condition resulting therefrom is discussed on its own merit in Sec. 4. A reading of that discussion does not require all of the details of the calculations of this section.

The problem we investigate is whether a linearized retarded gravitational field composed of a set of radiating multipoles gives rise to a nonspreading gravitational field at second perturbative order. In other words, we ask whether the first-order radiation scatters at second order. This is a generalization of previous work ${ }^{6,7}$ in which the radiating multipoles concerned were specific ones of low order.

In order to fit the problem into the framework of Sec. 2 we collect together here some well-known facts concerning general relativity in a weak field approximation scheme. The Einstein equations for the first-order part of the metric tensor can be replaced by the linearized Bianchi identities regarded as field equations for the Weyl tensor, and these field equations are the usual ones for a spin- $S$ field ${ }_{8}{ }^{8} S=2$. The higher order corrections to the linearized field satisfy the spin-2 field equations with driving terms. Solutions to the spin-2 field equations can be generated from a potential ${ }^{9}$ satisfying the scalar wave equation, and similarly solutions to the driven spin-2 equations can be generated from a poten-
tial that satisfies an appropriately driven scalar wave equation. Hence we need to deal only with Eqs. (1.1) and ( 1,2 ). This is true even for the question of spreading because the procedure whereby the components of the field are generated involve, as regards operations with respect to $r$, only integration and differentiation and do not change finite series in $1 / r$ into infinite series (or vice versa).
We take the linearized axially symmetric gravitational field to be a retarded $2^{l}$-pole field ( $l \geqslant 2$ ) plus a retarded $2^{l^{\prime}}$-pole field ( $l^{\prime} \geq 2$ ) with complex profile functions of compact support $a(u)$ and $a^{\prime}(u)$, respectively. [The real parts of $a(u)$ and $a^{\prime}(u)$ give the electric type moments and the imaginary parts give the magnetic type moments.] An answer to the question of nonspreading for this field of two arbitrary multipoles immediately provides an answer for a field composed of any number of different multipoles.
Expressed in terms of first-order complex quantities $U, \Psi_{2}, \mathrm{X}^{i}$, etc ${ }_{0}$, of the null tetrad formulation of general relativity ${ }^{10}$ the driving term of Eq. (1.2) is

$$
\begin{align*}
& \delta= \frac{2}{r} \\
& \frac{\partial}{\partial r}\left\{r ^ { 3 } \left[-U \frac{\partial \Psi_{2}}{\partial r}-\mathrm{X}^{i} \frac{\partial}{\partial x^{i}} \Psi_{2}+\omega \frac{\partial \Psi_{3}}{\partial r}\right.\right. \\
&\left.\left.+\left(\xi^{i} \frac{\partial}{\partial x^{i}}-2 \beta+2 \tau\right) \Psi_{3}+2 \nu \Psi_{1}-3 \mu \Psi_{2}+\sigma \Psi_{4}\right]\right\}  \tag{3.1}\\
&-r \vee \overline{2} \delta\left[\bar{\xi}^{i} \frac{\partial}{\partial x^{i}} \Psi_{2}-2 \lambda \Psi_{1}\right],
\end{align*}
$$

where $\xi^{i} \partial / \partial x^{i}=\xi^{\theta} \partial / \partial \theta+\xi^{\phi} \partial / \partial \phi$, and similarly for $X^{i} \partial /$ $\partial x^{i}$, the bar denotes complex conjugation, and $\delta$ is an angular operator, ${ }^{11}$ which in this instance has the form

$$
\delta=-\left(\cot \theta+\frac{\partial}{\partial \theta}+i \frac{\partial}{\partial \phi}\right) .
$$

For the retarded $2^{l}$-pole field each of the tetrad quantitites $U, \Psi_{2}, X^{i}$, etc., is a finite power series in $1 / \gamma$ and can be simply expressed linearly in terms of the retarded $2^{i}$-pole scalar wave, $\psi$, given by

$$
\psi=\sum_{\alpha=0}^{l} \frac{C_{l \alpha}}{r^{\alpha+1}} \frac{d^{l-\alpha}}{d u^{l-\alpha}} a(u) Y_{10}
$$

For example, $\Psi_{2}=r^{-2} \psi$ 。 The explicit form of the other quantities may be found in Ref. 7. For the $2^{l}$-pole field some of these quantities have the angular dependence of spin-weighted spherical harmonics ${ }^{12}{ }_{s} Y_{t 0},-2 \leqslant s \leqslant 2$, rather than simply $Y_{10}$ dependence ( ${ }_{0} Y_{10}=Y_{10}$ ); e.g., $\Psi_{3}$ has ${ }_{-1} Y_{10}$ dependence. However, because of the axial symmetry, ${ }_{s} Y_{10}$ is the associated Legendre polynomial, $P_{l}^{s}=Y_{1 s} \exp (-i s \phi)$, so that we have to deal only with ordinary spherical harmonics.

Now consider the tetrad quantities to be those of our problem; namely a $2^{l}$ plus $2^{\prime \prime}$-pole field. Then Eq. (3.1) involves the products $P_{1}^{s} P_{i^{\prime}}^{-s}=Y_{i s} Y_{10, s s}-2 \leqslant s \leqslant 2$, of spherical harmonics. We expand ${ }^{13}$ these products themselves in spherical harmonics $Y_{L 0}$ :

$$
\begin{align*}
Y_{t s} Y_{l^{\prime} s^{\prime}}= & \left(\frac{(2 l+1)\left(2 l^{\prime}+1\right)}{4 \pi}\right)^{1 / 2} \\
& \times \sum_{L=1 l-l^{*} \cdot}^{l+l^{\prime}} \sqrt{2 L+1}\left(\begin{array}{ll}
l & l^{\prime} \\
0 & L \\
0 & 0
\end{array}\right) \\
& \times\left(\begin{array}{ccc}
l & l^{\prime} & L \\
-s & -s^{\prime} & 0
\end{array}\right) Y_{L 0}, \quad s+s^{\prime}=0, \tag{3.2}
\end{align*}
$$

$\left(\begin{array}{lll}l & l_{s}^{\prime} \\ -s_{s}^{\prime} \\ 0\end{array}\right)$ ) are the $3 j$ symbols ${ }^{14}$; and we see that $\delta$ is a finite sum of spherical harmonics,

$$
\delta=\sum_{L=l i-l, l}^{l+l^{\prime}} \delta_{L} Y_{L 0^{\circ}}
$$

From Eq. (3.1) we find $\delta_{L}$ to be ${ }^{13}$

$$
\begin{align*}
\delta_{L}= & \sum_{\alpha=0}^{t+2} \sum_{\alpha^{\prime}=0}^{l^{\prime}+2} \frac{\tilde{C}_{l \alpha} \tilde{C}_{l \alpha^{\prime}}\left(\alpha+\alpha^{\prime}-1\right)\left(\alpha+\alpha^{\prime}-2\right) Q}{r^{\alpha+\alpha^{\prime}}} \\
& \times \frac{d^{l+2-\alpha}}{d u^{l+2-\alpha}} a(u) \frac{d^{l \prime+2-\alpha^{\prime}}}{d u^{l}+2-\alpha^{\prime}} a^{\prime}(u), \tag{3.3}
\end{align*}
$$

where

$$
\begin{aligned}
& Q \equiv\left(\begin{array}{lll}
l & l^{\prime} & L \\
0 & 0 & 0
\end{array}\right)\left(K_{2} K_{2}^{\prime}\right)^{2}\left(\alpha^{2}+\alpha^{\prime 2}-4 \alpha \alpha^{\prime}+\alpha+\alpha^{\prime}\right) \\
& +2 K_{1} K_{1}^{\prime}\left(\begin{array}{ccc}
l & l^{\prime} & L \\
1 & -1 & 0
\end{array}\right)\left(K_{2} K_{-1} K_{2}^{\prime} K_{-1}^{\prime}\right)^{2}\left[l^{\prime}\left(l^{\prime}+1\right)\right. \\
& \left.\quad \times\left(\alpha^{2}-\alpha \alpha^{\prime}-2 \alpha+\alpha^{\prime}\right)+l(l+1)\left(\alpha^{\prime 2}-\alpha \alpha^{\prime}-2 \alpha^{\prime}+\alpha\right)\right] \\
& +K_{2} K_{2}^{\prime}\left(\begin{array}{ccc}
l & l^{\prime} & L \\
2 & -2 & 0
\end{array}\right)\left[\left(l^{\prime}+2\right)\left(l^{\prime}+1\right) l^{\prime}\left(l^{\prime}-1\right) \alpha(\alpha-3)\right. \\
& \left.+(l+2)(l+1) l(l-1) \alpha^{\prime}\left(\alpha^{\prime}-3\right)\right], \\
& \vec{C}_{i \alpha} \equiv\left(K_{\alpha-2}\right)^{2} / 2^{\alpha} \alpha!, \quad K_{p} \equiv K_{p}(l), \quad K_{p}^{\prime} \equiv K_{p}\left(l^{\prime}\right) .
\end{aligned}
$$

We omit any overall factors in $\delta_{L}$ that depend only on $l$, $l^{\prime}$, and $L$.

We have actually written down in Eq. (3.3) only a part of $\delta_{L}$. We have not shown some terms that may be ignored anyway, as regards the question of spreading, for part of the set of possible values of $L$, namely,
whenever $L \geqslant m, m=\max \left[l+3, l^{\prime}+3\right]$. Also we have not shown terms arising from Eq. (3.1) that involve $\bar{a}$ or $\bar{a}^{\prime}$. Such terms occur in a series similar to Eq. (3.3). It can be shown that if there is no spreading then the two sets of terms, one with and one without complex conjugation, must separately give no spreading. Hence Eq. (3.3) is a prototype of $\delta_{L}$ and is an independent part of $\delta_{L}$ for a large class of $L$ values, $l$ and $l^{\prime}$ remaining arbitrary. In what follows it will be seen that interesting results may be obtained from Eq. (3.3) alone.

We now substitute Eq. (3.3) into Eq. (2.12). Coefficients of powers of $r^{-1}$ less than $\left(r^{-1}\right)^{++3}$ in Eq. (3.3) do not contribute to Eq. (2.12) as shown in Sec. 2. The $j$ th derivative of

$$
\frac{d^{l+2-\alpha}}{d u^{l+2-\alpha}} a(u) \frac{d^{l^{\prime}+2-\alpha^{\prime}}}{d u^{l^{\prime}+2-\alpha^{\prime}}} a^{\prime}(u)
$$

occurs in Eq. (2.12), and we write it as a sum involving binomial coefficients. Then Eq. (2.12) becomes a quadruple sum. There are, however, two constraints on the sums. One constraint ( $L+3+j=\alpha+\alpha^{\prime}$ ) arises from picking out the coefficient of $r^{-(L+3+j)}$ in Eq. (3.3). The second constraint arises from using the fact that $a(u)$ and $a^{\prime}(u)$ are arbitrary within the interval of support so that each coefficient of

$$
\frac{d^{N}}{d u^{N}} a(u) \frac{d^{M-N}}{d u^{M-N}} a^{\prime}(u)
$$

occurring in Eq. (2.12) must vanish separately. When these two constraints are properly applied the nonspreading condition on the driving term of general relativity becomes the following unconstrainted double sum:

$$
\begin{equation*}
\sum_{\beta=0}^{N} \sum_{\beta^{\prime}=0}^{M-N} \frac{(-1)^{\beta+\beta^{\prime}}\left(l+l^{\prime}+3-\beta-\beta^{\prime}\right)!(2 l-\beta)!\left(2 l^{\prime}-\beta^{\prime}\right)!Q}{\left(l+l^{\prime}+L+2-\beta-\beta^{\prime}\right)!\beta!\beta^{\prime}!(l+2-\beta)!\left(l^{\prime}+2-\beta^{\prime}\right)!(N-\beta)!\left(M-N-\beta^{\prime}\right)!}=0 \tag{3.4}
\end{equation*}
$$

where $M \equiv l+l^{\prime}+1-L$ and $N$ is any integer for which 0 $\leqslant N \leqslant M$. In arriving at Eq. (3.4) we have shifted the sums in Eq. (3.3) by $\beta \equiv l+2-\alpha, \beta^{\prime} \equiv l^{\prime}+2-\alpha^{\prime}$ and have used $L \geqslant m$. Note that $Q$ is independent of $N$, and its dependence on $\beta$ and $\beta^{\prime}$ is simply quadratic.

## 4. CONCLUSION

Equation (3.4) is our main result for general relativity. In the case $L=l+l^{\prime}, E q_{0}(3.4)$ is easily proven to hold by straightforward evaluation. The sums may be performed and simple expressions ${ }^{14}$ used for $\left(\begin{array}{cc}l & l^{\prime} \\ s & l+l^{\prime} \\ 0\end{array}\right)$. Furthermore, we have found that for $L=l+l^{\prime}$ the corresponding expression for the complex conjugate terms also holds, so that there is no spreading in the $L=l+l^{\prime}$ part of the whole second-order field.

We conjecture that Eq. (3.4) holds for all possible $L$ values ${ }^{133}$ satisfying $m \leqslant L \leqslant l+l^{\prime}$, for all integers $l \geqslant 2$, $l^{\prime} \geqslant 2$, and for all integers $N, 0 \leqslant N \leqslant M$. More generally, we conjecture that the whole second-order field is nonspreading. Equation (3.4) has several obvious sym-
metries, e.g., $N<\rightarrow M-N$ so that one only need prove it for $N<\frac{1}{2} M$.

The $3 j$ symbols occurring in $Q$ are independent of $\beta$ and $\beta^{\prime}$ and so may be taken outside of the sums so that Eq. (3.4) may be regarded as a linear identity on the $3 j$ symbols. Equation (3.4) was derived by basing the analysis on the $Y_{L 0}$ part of the field, but we could have placed a finite series condition on any one of the ${ }_{s} Y_{l 0} s$ $=0, \pm 1, \pm 2$ parts of the spin-2 field. In this way four further conditions (identities?) similar to Eq. (3.4) would be obtained on $3 j$ symbols $\left(\begin{array}{ll}n^{\prime} \\ s^{\prime} \\ s^{\prime} & -\left(s+s^{\prime}\right)\end{array}\right),-2 \leq s+s^{\prime}$ $\leqslant 2,-3 \leqslant s \leqslant 3$.

In addition there must be more, simpler, identities related to the Einstein-Maxwell equations which are also known to have nonspreading radiation fields in the sense used above. ${ }^{15}$ A systematic presentation of all of these identities may be justified by a more elegant derivation of them and their verification. Both are being investigated.
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By transforming the Morse oscillator from type B to type $F$ factorization, we obtain operators for raising and lowering the vibrational quantum number $v$, and a recursion relation. This permits the calculation of matrix elements needed for perturbation of the Morse oscillator to any order for perturbations of the form $\left(e^{a u}-1\right)^{n}$. Explicit calculations are presented for $n=3$ and $n=4$, analogous to the usual cubic and quartic anharmonicity perturbations of the harmonic oscillator.

## I. INTRODUCTION

There are at present three standard theoretical approaches for treating the vibrational motion of a diatomic molecule. First is the Dunham method, ${ }^{1}$ in which the vibrational potential energy is expressed as a power of series,

$$
\begin{equation*}
U(\xi)=h c a_{0} \xi^{2}\left(1+a_{1} \xi+a_{2} \xi^{2}+a_{3} \xi^{3}+\cdots\right), \tag{1}
\end{equation*}
$$

where $\xi=\left(r-r_{e}\right) / r_{e}$, and where $r$ is the instantaneous internuclear separation and $r_{e}$ its equilibrium value. The energy eigenvalues and rotation-vibration parameters for this potential have been calculated via the WKB approximation, ${ }^{2}$ and can be matched with empirical values to determine the coefficients $a_{n}$ of the series. Drawbacks of this method are the unverified reliability of the WKB approximation and the lack of analytic eigenfunctions. The second approach involves the use of a "realistic" potential with analytic solutions, such as the Morse potential, ${ }^{3}$ given by

$$
\begin{equation*}
U(u)=D_{e}[\exp (-2 a u)-2 \exp (-a u)], \tag{2}
\end{equation*}
$$

where $u=r-r_{e}$, involving the three parameters $D_{e}$ (well depth), $r_{e}$, and $a$. The drawback to this approach is that there are not enough parameters to accurately reproduce experimental results. The third approach, called the RKR method, ${ }^{4}$ is a computer calculation in two steps: first producing $U(r)$ from the observed vibrational spectrum via "classical" turning points and the WKB approximation, then obtaining eigenfunctions.

An alternative approach would be the application of perturbation theory to the Morse oscillator, permitting as good a fit to experiment as the Dunham method, while retaining analytic eigenfunctions. This approach has not been pursued very far, however; only first-order energy corrections have been published. ${ }^{5}$ Off-diagonal matrix elements of powers of $u$ have been calculated, ${ }^{6}$ but since they are nonvanishing between all pairs of states, higher-order perturbation calculations are impractical.

The factorization method described by Infeld and $\mathrm{Hull}^{7}$ (hereinafter referred to as IH), is a powerful algebraic technique for handling certain second-order linear differential equations, including such exactly solvable quantum-mechanical problems as the Morse oscillator. Using a variation of this method, we discovered a way to perturb the Morse oscillator in a manner analogous to the perturbation of a harmonic oscil-
lator. In our method, all matrix elements can be calculated, and all but a few off-diagonal matrix elements vanish, so that perturbation can be carried out to all orders.

## II. FACTORIZABILITY OF THE MORSE OSCILLATOR

The factorization method involves replacing a secondorder differential operator with two equivalent products of first-order operators. Thus, following IH, we define the equation

$$
\begin{equation*}
d^{2} Y_{l}^{m}(x) / d x^{2}+r(x, m) Y_{l}^{m}(x)=-\lambda_{l} Y_{l}^{m}(x) \tag{3}
\end{equation*}
$$

where $\lambda_{l}$ is an eigenvalue and $l$ and $m$ are positivevalued parameters (which are to be varied in integer steps), to be factorizable if it is equivalent to the two equations

$$
\begin{align*}
& H^{+}(m+1) H^{-}(m+1) Y_{t}^{m}=\left[\lambda_{l}-L(m+1)\right] Y_{t}^{m},  \tag{4a}\\
& H^{-}(m) H^{+}(m) Y_{i}^{m}=\left[\lambda_{i}-L(m)\right] Y_{t}^{m}, \tag{4b}
\end{align*}
$$

where $L(m)$ is independent of $x$, and where $H^{ \pm}(m)$ are first-order differential operators of the form

$$
\begin{equation*}
H^{ \pm}(m)=k(x, m) \pm d / d x \tag{4c}
\end{equation*}
$$

The operators $H^{ \pm}(m)$ play the role of raising and lowering operators, but they act on the parameter $m$, not the eigenvalue index $l$ :

$$
\begin{align*}
& H^{-}(m) Y_{t}^{m-1} \propto Y_{t}^{m},  \tag{5a}\\
& H^{+}(m) Y_{t}^{m} \propto Y_{t}^{m-1}, \tag{5b}
\end{align*}
$$

where $Y_{l}{ }^{m \pm 1}$ is the solution of a different eigenvalue equation with the same eigenvalue as Eq. (3):

$$
\begin{equation*}
d^{2} Y_{t}^{m+1} / d x^{2}+r(x, m \pm 1) Y_{t}^{m+1}=-\lambda_{t} Y_{l}^{m+1} \tag{6}
\end{equation*}
$$

By investigating the possible forms of $k(x, m)$, IH showed that there are six general types of factorizable equations, which they labeled with the letters $\mathrm{A}, \mathrm{B}, \mathrm{C}$, $D, E$, and $F$. For each factorization type, they obtained explicit expressions for $r(x, m), k(x, m)$, and $L(m)$. For example, type $B$ factorization is specified by

$$
\begin{align*}
& r(x, m)=-d^{2} \exp (2 a x)+2 a d\left(m+c+\frac{1}{2}\right) \exp (a x)  \tag{7a}\\
& k(x, m)=d \exp (a x)-m-c  \tag{7b}\\
& L(m)=-a^{2}(m+c)^{2} \tag{7c}
\end{align*}
$$

Writing the Schrödinger equation for a Morse oscillator in the form
$d^{2} \psi / d u^{2}+\left(2 \mu / \hbar^{2}\right)\left\{E-D_{e}[\exp (-2 a u)-2 \exp (-a u)]\right\} \psi=0$,

IH showed that the definitions

$$
\begin{align*}
& s+\frac{1}{2}=\left(2 \mu D_{e}\right)^{1 / 2} /(a \hbar),  \tag{9a}\\
& n^{2}=-2 \mu E /(a \hbar)^{2},  \tag{9b}\\
& x=-a u+\ln 2\left(s+\frac{1}{2}\right), \tag{9c}
\end{align*}
$$

permit one to rewrite Eq. (8) in the form

$$
\begin{equation*}
d^{2} R(x) / d x^{2}+\left[-n^{2}-(1 / 4) \exp (2 x)+\left(s+\frac{1}{2}\right) \exp (x)\right] R(x)=0 \tag{10}
\end{equation*}
$$

which is recongnizable as type $B$ factorization with $a=1, c=0$, and $d=\frac{1}{2}$, and where $m$ is replaced by $s$, and $\lambda_{I}$ by $-n^{2}$. From Eqs. (7b) and (7c) we obtain

$$
\begin{align*}
& k(x, s)=\frac{1}{2} \exp (x)-s,  \tag{11a}\\
& L(s)=-s^{2} . \tag{11b}
\end{align*}
$$

## III. IDENTIFICATION OF CLASSES AND ORTHONORMAL EIGENFUNCTIONS

Having determined that a differential equation is factorizable, the next step is to determine whether it is what IH call a class I or a class II problem. If $L(m)$ is an increasing function of $m$, one has a class I problem, for which the eigenvalue $\lambda_{t}$ is given by

$$
\begin{equation*}
\lambda_{t}=L(l+1) \tag{12a}
\end{equation*}
$$

where $l$ can have any of the infinite set of values

$$
l=l_{0}, \quad l_{0}+1, \quad l_{0}+2, \cdots, \quad 0<l_{0} \leqslant 1
$$

and where, for fixed $l, m$ can range over the finite set of values

$$
m=l_{0}, \quad l_{0}+1, \ldots, \quad l-1, l .
$$

The solution for $m=l$ satisfies the first-order differential equation

$$
\begin{equation*}
H^{-}(l+1) Y_{t}{ }^{l}=0 \tag{12b}
\end{equation*}
$$

If, on the other hand, $L(m)$ is a decreasing function of $m$, one has a class II problem, for which $\lambda_{I}$ is given by

$$
\begin{equation*}
\lambda_{1}=L(l), \tag{13a}
\end{equation*}
$$

where $l$ has the same range as before, but where $m$ can range over the infinite set of values

$$
m=l, \quad l+1, \quad l+2, \cdots
$$

For class II problems, $Y_{l}{ }^{l}$ satisfies

$$
\begin{equation*}
H^{+}(l) Y_{l}^{l}=0 . \tag{13b}
\end{equation*}
$$

Given one normalized eigensolution, such as obtained from Eq. (12b) or (13b), one can generate others, also normalized, if one uses the normalized raising and lowering operators $H_{l}^{ \pm}(m)$ defined by

$$
\begin{equation*}
H_{l}^{ \pm}(m)=\left[\lambda_{l}-L(m)\right]^{-1 / 2}[k(x, m) \pm d / d x], \tag{14}
\end{equation*}
$$

where $\lambda_{t}$ is given by either Eq. (12a) or (13a) depending on whether one has a class I or a class II problem.

For the Morse oscillator we recognize that, by Eq. (11b), $L(s)$ is a decreasing function of $s$, so that we
have a class II problem. Thus by Eqs. (11b) and (13a) we find that

$$
\lambda_{l}=L(l)=-l^{2},
$$

and we recognize that $l$ coincides with the quantity $n$ defined in Eq. (9b). Using $n$ in place of $l$, we see that for fixed $n$ the minimum value of $s$ is $n$. The corresponding eigensolution $R_{n}{ }^{n}(x)$ satisfies

$$
\begin{equation*}
\left(d / d x+\frac{1}{2} \exp (x)-n\right) R_{n}^{n}(x)=0, \tag{15a}
\end{equation*}
$$

with normalized solution

$$
\begin{equation*}
R_{n}^{n}(x)=[\Gamma(2 n)]^{-1 / 2} \exp \left(n x-\frac{1}{2} e^{x}\right) \tag{15b}
\end{equation*}
$$

Defining the appropriate normalized raising and lowering operators by

$$
\begin{equation*}
B_{n}^{ \pm}(s)=[(s+n)(s-n)]^{-1 / 2}\left(\frac{1}{2} e^{x}-s \pm d / d x\right), \tag{16a}
\end{equation*}
$$

we can raise and lower $s$ for fixed $n$ (so long as $s \geqslant n$ ) according to

$$
\begin{align*}
& R_{n}^{s}=B_{n}{ }^{-}(s) R_{n}^{s-1},  \tag{16b}\\
& R_{n}^{s-1}=B_{n}^{*}(s) R_{n}^{s} . \tag{16c}
\end{align*}
$$

For a given Morse oscillator, the parameter $s$ is a constant [see Eq. (9a)], while $n$ takes the values

$$
n=s, s-1, \ldots, n_{0}, \quad 0<n_{0} \leqslant 1
$$

The vibrational quantum number $v$ is defined by $v=s-n$, and thus takes values $v=0,1,2, \ldots, s-n_{0}$, showing that the number of bound states for a Morse oscillator is the greatest integer in $s+1$. Writing the eigenvalue $-n^{2}$ as $-(s-v)^{2}$, we see from Eq. (9b) that the energy eigenvalue can be written

$$
\begin{equation*}
E_{v}+D_{e}=\left(s+\frac{1}{2}\right) t\left(v+\frac{1}{2}\right)-\frac{1}{2} t\left(v+\frac{1}{2}\right)^{2}, \tag{17a}
\end{equation*}
$$



FIG. 1. Effects of various raising and lowering operators on Morse potential eigenfunction. In (a), effects of the s-changing operators $\mathcal{B}_{n} \pm(s)$ are shown, while (b) shows the effects of the $n$-changing operators $\mathscr{Y}_{s} \pm(n)$.
where

$$
\begin{equation*}
t=(\hbar a)^{2} / \mu_{0} \tag{17b}
\end{equation*}
$$

Thus the parameter $s+\frac{1}{2}$ can be related to empirical parameters ${ }^{8}$ by the equation

$$
\begin{equation*}
s+\frac{1}{2}=\frac{1}{2} \omega_{e} / \omega_{e} x_{e} . \tag{18}
\end{equation*}
$$

The procedure for obtaining the normalized eigenfunction $\psi_{v}(x)$ is as follows: Noting that $\psi_{v}(x)=R_{s-v}{ }^{s}(x)$, first obtain $R_{s-v} v^{s v}(x)$, using Eq. (15b), then apply Eq. (16b) over and over a total of $v$ times. Here, $R_{s-v}{ }^{5-v}$ is the ground state of a different Morse oscillator (say with a different well depth $D_{e}$ ), and each intermediate stage in the calculation will be an excited state of a different Morse oscillator. The process is illustrated in Fig. 1(a). Note that the orthonormality properties of the functions $R_{n}{ }^{s}=\psi_{s-n}$ are

$$
\begin{equation*}
\int_{-\infty}^{\infty} R_{n}^{s} R_{n^{\prime}} s d x=\delta_{n, n^{\prime}} \tag{19a}
\end{equation*}
$$

corresponding to the physical orthonormality condition

$$
\begin{equation*}
\int_{-\infty}^{\infty} \psi_{v} \psi_{v^{\prime}} d x=\delta_{v, v^{\prime}} \tag{19b}
\end{equation*}
$$

In addition to producing the eigenvalues and eigenfunctions of the Morse oscillator, the above approach can also be used to calculate certain matrix elements. In addition to some obtained by IH, we present in the Appendix a calculation of the diagonal matrix elements $\langle v| e^{x}|v\rangle$ and $\langle v| e^{2 x}|v\rangle$. These results can be used to calculate the first-order perturbations obtained by Pekeris. ${ }^{5}$ Unfortunately, matrix elements $\left\langle v^{\prime}\right| e^{x}|v\rangle$ are nonvanishing for all $v^{\prime}$, so that higher-order perturbation calculations in $e^{x}$ are not practicable.

## IV. TRANSFORMATION FROM CLASS II TO CLASS I

Given a factorizable class II problem, it should be possible to transform to a factorizable Class I problem, and vice versa. In this process, the roles of the parameters $l$ and $m$ are reversed, so that $m$ labels the "eigenvalues" and $l$ is raised and lowered. Starting with Eq. (10), we consider a transformation of the type

$$
\begin{equation*}
x=f(y), \quad R(x)=g(y) W(y) \tag{20}
\end{equation*}
$$

and consider the differential equation satisfied by $W$ :

$$
\begin{align*}
\frac{d^{2} W}{d y^{2}}+\left(\frac{f^{\prime \prime}}{f^{\prime}}\right. & \left.-\frac{2 g^{\prime}}{g}\right) \frac{d W}{d y}-\left(f^{\prime}\right)^{2}\left[(1 / 4) e^{2 f}-\left(s+\frac{1}{2}\right) e^{f}+n^{2}\right] W \\
& -\left(\frac{f^{\prime \prime} g^{\prime}}{f^{\prime} g}-\frac{g^{\prime \prime}}{g}\right) W=0 \tag{21}
\end{align*}
$$

where primes denote differentiation with respect to $y$ 。 IH performed a transformation to $C$-type factorization, but this did not lead to an exactly factorizable result. Following a suggestion by Carlstone, ${ }^{9}$ we considered a transformation to $F$-type factorization, which IH specified by

$$
\begin{align*}
& r(x, m)=-2 q / x-m(m+1) / x^{2},  \tag{22a}\\
& k(x, m)=m / x+q / m,  \tag{22b}\\
& L(m)=-(q / m)^{2} . \tag{22c}
\end{align*}
$$

Making the substitutions

$$
\begin{equation*}
f(y)=\ln \left[y /\left(s+\frac{1}{2}\right)\right], \quad g(y) \propto\left[\left(s+\frac{1}{2}\right) / y\right]^{1 / 2}, \tag{23}
\end{equation*}
$$

so that

$$
\begin{equation*}
y=\left(s+\frac{1}{2}\right) e^{x}, \quad W(y) \propto e^{x / 2} R(x), \tag{24}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
d^{2} W / d y^{2}+W / y-\left(n-\frac{1}{2}\right)\left(n+\frac{1}{2}\right) y^{-2} W-(2 s+1)^{-2} W=0, \tag{25}
\end{equation*}
$$

which is equivalent to Eq. (22a) with $q=-\frac{1}{2}, m=n-\frac{1}{2}$, and $\lambda_{I}=-(2 s+1)^{-2}$. Equations (22b) and (22c) thus take the form

$$
\begin{align*}
& k(y, m)=m / y-(2 m)^{-1},  \tag{26a}\\
& L(m)=-(2 m)^{-2} . \tag{26b}
\end{align*}
$$

As $L(m)$ is an increasing function of $m$, this is a class I problem with eigenvalues

$$
\begin{equation*}
\lambda_{l}=L(l+1)=-(2 l+2)^{-2}, \tag{27}
\end{equation*}
$$

and we see that $l=s-\frac{1}{2}$. Labeling the function $W$ with $n$ and $s$, as $W_{s}{ }^{n}$, we observe that $W_{s}^{s}$ satisfies

$$
\begin{equation*}
\left[\left(s-\frac{1}{2}\right) / y-(2 s-1)^{-1}-d / d y\right] W_{s}^{s}=0 \tag{28a}
\end{equation*}
$$

with normalized solution

$$
\begin{align*}
W_{s}^{s}(y)= & {\left[2 \Gamma\left(s+\frac{1}{2}\right)\right]^{-1 / 2}\left(s+\frac{1}{2}\right)^{-(s+1)} y^{s+1 / 2} } \\
& \times \exp [-y /(2 s+1)] . \tag{28b}
\end{align*}
$$

Other normalized solutions are related by

$$
\begin{align*}
& W_{s}^{n}=\exists_{s}^{-}(n) W_{s} n-1,  \tag{28c}\\
& W_{s}^{n-1}=\exists_{s}^{+}(n) W_{s}^{n} \tag{28d}
\end{align*}
$$

where the appropriate $F$-type raising and lowering ope rators are given by

$$
\begin{equation*}
\bar{f}_{s}^{ \pm}(n)=\frac{2\left(n-\frac{1}{2}\right)\left(s+\frac{1}{2}\right)}{[(s+n)(s-n+1)]^{1 / 2}}\left(\frac{n-\frac{1}{2}}{y}-\frac{1}{2 n-1} \pm \frac{d}{d y}\right) . \tag{28e}
\end{equation*}
$$

Note that these raising and lowering operators act on $n$ while leaving $s$ unchanged, thereby raising and lowering the vibrational quantum number for a particular Morse oscillator.

Since the "eigenvalue" of Eq. (25) depends on $s$, the orthonormality condition for $W_{s}{ }^{n}$ is that

$$
\begin{equation*}
\int_{0}^{\infty} W_{s} W_{s^{\prime}} d y=\delta_{s, s^{\prime}}, \tag{29}
\end{equation*}
$$

in contrast to the physical normalization of $R_{n}{ }^{5}$ LEq. (19)]. In order to relate $W_{s}{ }^{n}$ with $R_{n}{ }^{s}$, we introduce a constant $C_{s}{ }^{n}$ into Eq. (24) and write

$$
\begin{equation*}
W_{s}^{n}(y)=C_{s}^{n} e^{x / 2} R_{n}^{s}(x) \tag{30a}
\end{equation*}
$$

Obtaining the differential relationship

$$
\begin{equation*}
d y=\left(s+\frac{1}{2}\right) e^{x} d x \tag{30b}
\end{equation*}
$$

from Eq. (24) and substituting into Eq. (29), we obtain for $s=s^{\prime}$

$$
\begin{align*}
& \int_{0}^{\infty}\left(W_{s}^{n}\right)^{2} d y=C_{s}^{n 2}\left(s+\frac{1}{2}\right) \int_{-\infty}^{\infty} e^{2 x}\left(R_{n}^{s}\right)^{2} d x=1,  \tag{31a}\\
& C_{s}^{n}=\left[\left(s+\frac{1}{2}\right) \int_{-\infty}^{\infty} e^{2 x}\left(R_{n}^{s}\right)^{2} d x\right]^{-1 / 2} . \tag{31b}
\end{align*}
$$

Using the value of the integral from Eq. (A11), we obtain

$$
\begin{align*}
& C_{s}^{n}=\left[4 n\left(s+\frac{1}{2}\right)^{2}\right]^{-1 / 2} \\
& W_{s}^{n}(y)=\left[4 n\left(s+\frac{1}{2}\right)^{2}\right]^{-1 / 2} e^{x / 2} R_{n}^{s}(x) . \tag{32}
\end{align*}
$$

This result is easily checked by comparing Eqs．（15b） and（28b）．

Substituting this result into Eq．（28e），we obtain another set of raising and lowering operators for $n$（or $v$ ），but which now act on the physically normalized solutions $R_{n}{ }^{s}$ ：

$$
\begin{align*}
& R_{n-1}^{s}=G_{s}^{*}(n) R_{n}^{s},  \tag{33a}\\
& R_{n}^{s}=\mathcal{G}_{s}^{-}(n) R_{n-1}^{s} \tag{33b}
\end{align*}
$$

where

$$
\begin{align*}
& G_{s}^{ \pm}(n) \\
& \quad=\left(\frac{4\left(n-\frac{1}{2} \mp \frac{1}{2}\right)\left(n-\frac{1}{2}\right)^{2}}{\left.n-\frac{1}{2} \pm \frac{1}{2}\right)(s+n)(s-n+1)}\right)^{1 / 2} \\
& \quad \times\left[\left(n-\frac{1}{2} \pm \frac{1}{2}\right) e^{-x}-\frac{s+\frac{1}{2}}{2 n-1} \pm e^{-x} \frac{d}{d x}\right] . \tag{33c}
\end{align*}
$$

These raising and lowering operators produce a finite ladder of eigenfunctions，as shown in Fig．1（b），con－ sisting of the bound states of a particular Morse oscillator．

## V．ANALOGY WITH HARMONIC OSCILLATOR AND PERTURBATION CALCULATION

The harmonic oscillator was one of the first systems treated by the use of raising and lowering operators，${ }^{10}$ albeit of a simpler sort than those of the factorization method．Where the oscillator has mass $m$ and potential energy $U(u)=\frac{1}{2} k u^{2}$ ，one defines a dimensionless coordinate

$$
\begin{equation*}
Q=\alpha u, \tag{34a}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha^{2}=m \omega / \hbar, \quad \omega=(k / m)^{1 / 2} \tag{34b}
\end{equation*}
$$

The groundstate eigenfunction $\varphi_{0}(Q)$ satisfies

$$
\begin{equation*}
(d / d Q+Q) \varphi_{0}(Q)=0 \tag{34c}
\end{equation*}
$$

with normalized solution

$$
\begin{equation*}
Q_{0}(Q)=\pi^{-1 / 4} \exp \left(-\frac{1}{2} Q^{2}\right) . \tag{34d}
\end{equation*}
$$

The other normalized eigenfunctions are generated by

$$
\begin{align*}
& \varphi_{v}(Q)=A^{*}(v) \varphi_{v-1}(Q),  \tag{35a}\\
& \varphi_{v-1}(Q)=A^{-}(v) \varphi_{v}(Q), \tag{35b}
\end{align*}
$$

where

$$
\begin{equation*}
A^{ \pm}(v)=(2 v)^{-1 / 2}(Q \mp d / d Q) \text { 。 } \tag{35c}
\end{equation*}
$$

A recursion relation satisfied by the harmonic oscil－ lator eigenfunctions，which is important for perturba－ tion calculations，is obtained by the following procedure： In Eq．（35a）replace $v$ by $v+1$ and multiply by $(2 v+2)^{1 / 2}$ to obtain

$$
\begin{equation*}
(2 v+2)^{1 / 2} \varphi_{v+1}=(Q-d / d Q] \varphi_{v} \tag{36a}
\end{equation*}
$$

Multiply Eq．（35b）by $(2 v)^{1 / 2}$ to obtain

$$
\begin{equation*}
(2 v)^{1 / 2} \varphi_{v-1}=(Q+d / d Q) \varphi_{v^{\circ}} \tag{36b}
\end{equation*}
$$

Finally，add Eqs．（36a）and（36b）and solve for $Q \varphi_{v}$ ，to obtain the desired recursion relation，

$$
\begin{equation*}
Q \varphi_{v}=\left[\frac{1}{2}(v+1)\right]^{1 / 2} \varphi_{v+1}+\left(\frac{1}{2} v\right)^{1 / 2} \varphi_{v-1} . \tag{36c}
\end{equation*}
$$

Repeated use of this recursion relation，together with the orthonormality condition，

$$
\int_{-\infty}^{\infty} \varphi_{v} \varphi_{v^{\prime}} d Q=\delta_{v, v^{\prime}},
$$

permits the algebraic calculation of matrix elements $\left\langle v^{\prime}\right| Q^{n}|v\rangle$ for any desired power $n$ of the coordinate．

In light of this procedure，note the similarity between Eqs．（33）and（35）．In an analogous fashion to the deriva－ tion of Eq．（ 36 c ），we can derive a recursion relation satisfied by Morse eigenfunctions：Rewriting（33a）and （33b）by replacing $n$ by $n+1$ in the former and taking the quantities in square brackets to the other side，then adding and solving for $\left(e^{a u}-1\right) \psi_{v}$ ，one can obtain

$$
\begin{equation*}
\left(e^{a u}-1\right) \psi_{v}=B_{v+1} \psi_{v+1}+A_{v} \psi_{v}+B_{v} \psi_{v-1}, \tag{37a}
\end{equation*}
$$

where

$$
\begin{align*}
& B_{v}=\frac{1}{2} \frac{\left(s+\frac{1}{2}\right)}{\left(s+\frac{1}{2}-v\right)}\left(\frac{v(2 s+1-v)}{(s-v)(s+1-v)}\right)^{1 / 2},  \tag{37b}\\
& A_{v}=\frac{2\left(s+\frac{1}{2}\right)\left(v+\frac{1}{2}\right)-v(v+1)}{\left(s+\frac{1}{2}-v\right)\left(s-\frac{1}{2}-v\right)} . \tag{37c}
\end{align*}
$$

Repeated applications of Eq．（37），together with the orthonormality condition of Eq。（19），permit the calcu－ lation of matrix elements of the type $\left\langle v^{\prime}\right|\left(e^{a u}-1\right)^{n}|v\rangle$ ， hence perturbations in powers of（ $e^{a u}-1$ ）。Another formula needed for perturbation calculations involves the energy differences between levels of the Morse os－ cillator，which is obtained from Eq．（17a）：

$$
\begin{equation*}
E_{v}-E_{v-n}=n t\left[\left(s+\frac{1}{2}\right)-v+\frac{1}{2}(n-1)\right], \quad n= \pm 1, \pm 2, \cdots . \tag{38}
\end{equation*}
$$

It can easily be shown that Eq。（36c）is a limiting case of Eq．（37），just as a harmonic oscillator is a limiting case of a Morse oscillator．Expanding the Morse poten－ tial［Eq．（2）］in a power series in $a u$ ，we obtain

$$
\begin{equation*}
U(u)=D_{e}\left[-1+(a u)^{2}-(a u)^{3}+(7 / 12)(a u)^{4}+\cdots\right]_{0} \tag{39}
\end{equation*}
$$

Thus the force constant of the equivalent harmonic oscil－ lator is

$$
k=2 D_{e} a^{2},
$$

and the harmonic oscillator parameter $\alpha^{2}$ is related to the Morse oscillator parameter $a^{2}$ by

$$
\begin{equation*}
\alpha^{2}=a^{2}\left(s+\frac{1}{2}\right) \tag{40}
\end{equation*}
$$

Using this relationship，along with the approximation （ $e^{a u}-1$ ）$\approx a u$ and the limit $s \gg v$ ，we see that Eq．（37）re－ duces to Eq．（35）．

In order to illustrate the perturbation method，we consider a perturbation

$$
V(u)=\lambda\left(e^{a u}-1\right)^{3}+\mu\left(e^{a u}-1\right)^{4},
$$

which should correspond in the above limit to the usual cubic and quartic anharmonic perturbation of a harmonic oscillator．Multiplying Eq．（37a）by（ $e^{a u}-1$ ）and expand－ ing the right－hand side，we obtain

$$
\begin{aligned}
\left(e^{a u}-1\right)^{2} \psi_{0}= & B_{2} B_{1} \psi_{2}+B_{1}\left(A_{1}+A_{0}\right) \psi_{1}+\left(B_{1}^{2}+B_{0}^{2}+A_{0}{ }^{2}\right) \psi_{0} \\
& +B_{0}\left(A_{0}+A_{-1}\right) \psi_{-1}+B_{0} B_{-1} \psi_{-2},
\end{aligned}
$$

where $A_{n}, B_{n}$, and $\psi_{n}$ stand for $A_{v \not n}, B_{v+n}$, and $\psi_{v+n}$, respectively. Repeating this procedure and then using the orthogonality of the wavefunctions, we obtain the following expression for the first-order energy correction due to the "cubic anharmonicity" term:

$$
\begin{align*}
E_{v}^{(1)}= & \lambda\left[B_{1}^{2}\left(A_{1}+A_{0}\right)+A_{0}\left(B_{1}^{2}+B_{0}^{2}+A_{0}^{2}\right)\right. \\
& \left.+B_{0}^{2}\left(A_{0}+A_{-1}\right)\right] \tag{41}
\end{align*}
$$

Substitution of the exact expressions for the quantities $A_{n}$ and $B_{n}$ from Eq. (37) leads to an intractible result Instead, one can expand in powers of $\nu=\left(v+\frac{1}{2}\right) /\left(s+\frac{1}{2}\right)$, recalling that the unperturbed energy [Eq. (17a)] can be written

$$
\begin{equation*}
E_{v}^{(0)}=D_{e}\left(-1+2 v-\nu^{2}\right), \tag{42}
\end{equation*}
$$

where we used Eqs. (9a) and (17b) to obtain

$$
\left(s+\frac{1}{2}\right)^{2} t=2 D_{e} .
$$

Making the approximation $s^{2} \gg 1$, we obtained the follow ing expansions for $A_{n}$ and $B_{n}{ }^{2}$ :

$$
\begin{align*}
& A_{n} \approx 2 \frac{v+n+\frac{1}{2}}{s+\frac{1}{2}}+3\left(\frac{v+n+\frac{1}{2}}{s+\frac{1}{2}}\right)^{2}+\cdots,  \tag{43a}\\
& B_{n}^{2} \approx \frac{1}{2} \frac{v+n}{s+\frac{1}{2}}+\frac{7}{4}\left(\frac{v+n}{s+\frac{1}{2}}\right)^{2}+\cdots . \tag{43b}
\end{align*}
$$

To this order, Eq. (41) can be approximated by

$$
\begin{equation*}
E_{v}{ }^{(1)} \approx \lambda\left(6 \nu^{2}+38 \nu^{3}\right), \tag{44a}
\end{equation*}
$$

which in spectroscopic notation ${ }^{8}$ involves contributions to $\omega_{e} x_{e}$ and $\omega_{e} y_{e}$. By a similar process, the secondorder energy correction was found to be

$$
\begin{equation*}
E_{v}^{(2)} \approx-\left(\lambda^{2} / 8 D_{e}\right)\left(15 \nu^{2}+662 \nu^{3}\right) . \tag{44b}
\end{equation*}
$$

Finally, the "quartic anharmonicity" produces a firstorder correction

$$
\begin{equation*}
E_{v}^{\prime(1)} \approx \frac{1}{2} \mu\left(3 \nu^{2}+69 \nu^{3}\right) \tag{44c}
\end{equation*}
$$

Defining dimensionless perturbation parameters

$$
\eta=\frac{1}{2} \lambda / D_{e}, \quad \gamma=\frac{1}{2} \mu / D_{e},
$$

we obtain the following expression for the perturbed energy level to second order in $\eta$ and first order in $\gamma$ :

$$
\begin{align*}
E_{v}= & D_{e}\left\{-1+2 \nu-\left[1-12 \eta-3 \gamma+(15 / 2) \eta^{2}\right] \nu^{2}\right. \\
& \left.+\left[76 \eta+69 \gamma-331 \eta^{2}\right] \nu^{3}+\cdots\right] \tag{45}
\end{align*}
$$

As a partial check of the above perturbation result, we considered a perturbation which changes the parameter $a$ to $a^{\prime}=a(1+\Delta)$ and $D_{e}$ to $D_{e}^{\prime}=D_{e}(1+\Delta)^{-2}$, which is equivalent to

$$
\begin{align*}
& \left(s^{\prime}+\frac{1}{2}\right)=\left(s+\frac{1}{2}\right)(1+\Delta)^{-2},  \tag{46a}\\
& t^{\prime}=t(1+\Delta)^{2} . \tag{46b}
\end{align*}
$$

Since in this case the perturbed oscillator is still a Morse oscillator, the energy shifts are exactly known, and given by

$$
\begin{equation*}
\Delta E_{v}=-D_{e}\left(2 \Delta+\Delta^{2}\right) \nu^{2} \tag{46c}
\end{equation*}
$$

Recalling Eq. (39), this perturbation is equivalent to the power series perturbation,

$$
\begin{equation*}
V(u)=-D_{e} \Delta(a u)^{3}+(7 / 12) D_{e}\left(2 \Delta+\Delta^{2}\right)(a u)^{4}+\cdots \tag{47a}
\end{equation*}
$$

The quantity $\left(e^{a u}-1\right)^{3}$ has the power series expansion

$$
\begin{equation*}
\left(e^{a u}-1\right)^{3}=(a u)^{3}+(3 / 2)(a u)^{4}+\cdots \tag{47b}
\end{equation*}
$$

from which we deduce that the perturbation of Eq. (47a) is equivalent to our cubic plus quartic perturbation with the following values for the perturbation parameters:

$$
\begin{equation*}
\eta=-\frac{1}{2} \Delta, \quad \gamma=(4 / 3) \Delta+(7 / 24) \Delta^{2} . \tag{47c}
\end{equation*}
$$

Substituting these values into Eq. (45), we obtain

$$
\begin{equation*}
\Delta E_{v}=D_{e}\left(-2 \Delta-\Delta^{2}\right) \nu^{2}+\left[54 \Delta-(641 / 8) \Delta^{2}\right] \nu^{3}+\cdots, \tag{48}
\end{equation*}
$$

which agrees with Eq. (46c) to order $\nu^{2}$. (To obtain agreement to order $\nu^{3}$, one would have to include higherorder perturbations and higher-order power series terms.)

## VI. CONCLUSIONS

We have demonstrated a practicable method for applying perturbations of the form ( $\left.e^{a u}-1\right)^{n}$ to a Morse oscillator and obtaining perturbations of any desired order. Since a linear combination of such perturbations is equivalent to a power series for small $a u$, the method may conveniently be applied to potentials describing actual diatomic molecules, yielding analytic expressions for both eigenfunctions and eigenvalues. The resulting expressions are power series in $\left(v+\frac{1}{2}\right) /\left(s+\frac{1}{2}\right)$, which makes for easy comparison with empirical formulas, as well as indicating the convergence properties of the approximations.

## APPENDIX: EVALUATION OF INTEGRALS

In order to relate the type- B and type- F solutions in Eq. (31), we need the value of the integral

$$
\left.\int_{-\infty}^{\infty}\left|R_{n}\right|^{5}\right|^{2} e^{2 x} d x
$$

In a manner analogous to our derivations of Eqs. (36c) and (37), we can derive the following recurrence relation from Eq. (16):

$$
\begin{align*}
e^{x} R_{n}{ }^{s}= & {[(s+n+1)(s-n+1)]^{1 / 2} R_{n}^{s+1}+(2 s+1) R_{n}^{s} } \\
& +[(s+n)(s-n)]^{1 / 2} R_{n}^{s-1} . \tag{A1}
\end{align*}
$$

Multiplying this expression by $e^{x}$ and expanding each term of the form $e^{x} R_{n}{ }^{s^{\prime}}$ on the right-hand side, we obtain

$$
\begin{align*}
e^{2 x} R_{n} s & =[(s+n+1)(s+n+2)(s-n+1)(s-n+2)]^{1 / 2} R_{n}{ }^{s+2} \\
& +4(s+1)[(s+n+1)(s-n+1)]^{1 / 2} R_{n}^{s+1} \\
+ & {\left[(s+n+1)(s-n+1)+(2 s+1)^{2}+(s+n)(s-n)\right] R_{n}^{s} } \\
& +4 s[(s+n)(s-n)]^{1 / 2} R_{n}^{s-1} \\
& +[(s+n)(s-n)(s+n-1)(s-n-1)]^{1 / 2} R_{n}{ }^{s-2} . \quad \text { (A2) } \tag{A2}
\end{align*}
$$

Multiplying Eq. (A2) by $R_{n}{ }^{3}$ and integrating, we obtain integrals of the form $\int R_{n}{ }^{n} R_{n}{ }^{s+k} d x$, with $k=0, \pm 1, \pm 2$. For $k=0$ the integral is unity, due to the normalization of $R_{n}{ }^{5}$. The other integrals do not vanish, as the orthogonality property of $R_{n}{ }^{s}$ is for different $n$, not different $s$.

We evaluate the integrals for $k \neq 0$ by using a modification of a technique used by IH , involving an extensive
use of raising and lowering operators. For $k=-1$ we replace $R_{n}{ }^{s}$ with $B_{n}{ }^{-}(s) R_{n}{ }^{s-1}$, and write

$$
\begin{align*}
\int R_{n}^{s-1} R_{n}^{s} d x= & {[(s+n)(s-n)]^{-1 / 2} } \\
& \times \int R_{n}^{s-1}\left(\frac{1}{2} e^{x}-s-d / d x\right) R_{n}^{s-1} d x \tag{A3}
\end{align*}
$$

Using the mutually adjoint properties of the raising and lowering operators, we integrate by parts, then add and subtract a term:

$$
\begin{align*}
\int R_{n}^{s-1} R_{n}^{s} d x= & {[(s+n)(s-n)]^{-1 / 2} \int\left[\left(\frac{1}{2} e^{x}-s+d / d x\right) R_{n}^{s-1} d x\right.} \\
= & {[(s+n)(s-n)]^{-1 / 2} \int\left\{\left[\frac{1}{2} e^{x}-(s-1)\right.\right.} \\
& \left.+d / d x] R_{n}^{s-1}\right\} R_{n}^{s-1} d x-[(s+n)(s-n)]^{-1 / 2} \\
& \times \int\left(R_{n}^{s-1}\right)^{2} d x . \tag{A4}
\end{align*}
$$

The last integral has the value unity while by Eq. (16a) the operator in the other term is proportional to $B_{n}{ }^{+}(s-1)$ 。Thus we obtain

$$
\begin{align*}
\int R_{n}^{s-1} R_{n}^{s} d x= & \left(\frac{(s+n-1)(s-n-1)}{(s+n)(s-n)}\right)^{1 / 2} \\
& \times \int R_{n}^{s-2} R_{n}^{s-1} d x-[(s+n)(s-n)]^{-1 / 2} \tag{A5}
\end{align*}
$$

If we apply this procedure over and over a total of ( $s-n$ ) times, we finally obtain

$$
\begin{align*}
\int R_{n}^{s-1} R_{n}^{s} d x= & \left(\frac{2 n+1}{(s+n)(s-n)}\right)^{1 / 2} \\
& \times \int\left[\left(\frac{1}{2} e^{x}-n+d / d x\right) R_{n}^{n}\right] R_{n}^{n} d x \\
& -[(s+n)(s-n)]^{-1 / 2}(s-n) \tag{A6}
\end{align*}
$$

The first term on the right-hand side vanishes because $R_{n}{ }^{n}$ satisfies Eq. (15a), and we obtain

$$
\begin{equation*}
\int R_{n}^{s-1} R_{n}^{s} d x=-[(s-n) /(s+n)]^{1 / 2} . \tag{A7}
\end{equation*}
$$

In similar fashion, we evaluate $\int R_{n}{ }^{s-2} R_{n}{ }^{s} d x$ by replacing $R_{n}{ }^{s}$ with $B_{n}{ }^{+}(s)$, then integrating by parts, to obtain

$$
\begin{aligned}
\int R_{n}^{s-2} R_{n}^{s} d x= & {[(s+n)(s-n)]^{-1 / 2} } \\
& \times \int\left\{\left[\frac{1}{2} e^{x}-(s-2)+d / d x\right]{R_{n}^{s-2} R_{n}^{s-1} d x} \begin{array}{rl}
\end{array}\right)
\end{aligned}
$$

$$
\begin{align*}
& -2[(s+n)(s-n)]^{-1 / 2} \int R_{n}^{s-2} R_{\pi}^{s-1} d x \\
= & \left(\frac{(s+n-2)(s-n-2)}{(s+n)(s-n)}\right)^{1 / 2} \int R_{n}^{s-3} R_{n}^{s-1} d x \\
& +\left(\frac{4(s-n-1)}{(s+n-1)(s+n)(s-n)}\right)^{1 / 2}, \tag{A8}
\end{align*}
$$

where we used Eq. (A7) to evaluate an integral. Applying this procedure over and over ( $s-n-1$ ) times, we finally obtain

$$
\begin{align*}
\int R_{n}{ }^{s-2} R_{n}^{s} d x= & (\text { const }) \int B_{n}{ }^{+}(n) R_{n}^{n} R_{n}^{n+1} d x \\
& +2[(s+n)(s-n)(s+n-1)(s-n-1)]^{-1 / 2} \\
& \times \sum_{k=1}^{s-n-1}(s-n-k) \\
= & \left(\frac{(s-n)(s-n-1)}{(s+n)(s+n-1)}\right)^{1 / 2} . \tag{A9}
\end{align*}
$$

Multiplying Eqs. (A1) and (A2) by $R_{n}{ }^{5}$ and integrating, and then using Eqs. (A7) and (A9) to evaluate integrals of the form $\int R_{n}{ }^{s} R_{n}{ }^{s^{\prime}} d x$, we obtain

$$
\begin{align*}
& \int_{-\infty}^{\infty} R_{n}^{s} e^{x} R_{n}^{s} d x=2 n  \tag{A10}\\
& \int_{-\infty}^{\infty} R_{n}^{s} e^{2 x} R_{n}^{s} d x=(2 s+1) 2 n \tag{A11}
\end{align*}
$$
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A variational method for the two-body density matrix is developed for practical calculations of the properties of many-fermion systems with two-body interactions. In this method the energy $E=$ $\Sigma H_{i_{k} i} p_{i j k}$ is minimized using the two-body density matrix elements $\rho_{i j k l}=\left\langle\left.\psi\right|_{f\left(a_{j}^{+} a_{l}^{+} a_{k} a_{l}\right)|\psi\rangle}\right.$ as variational parameters. The approximation consists in satisfying only a subset of necessary conditions the nonnegativity of the following matrices: the two-body density inatrix, the "twohole matrix" $Q_{i j k l}=\langle\Psi| a_{j} a_{i} a_{k}^{+} a_{l}^{+}|\Psi\rangle$ and the particle-hole matrix $\left(G_{i j k}=\left\langle\Psi \|\left(u_{i}^{+} a_{j}-\rho_{i j}\right)^{+}\right.\right.$ $\left.\left(a_{k}^{+} a_{l}-\rho_{k}\right) \mid \Psi\right)$. The idea of the method was introduced earlier, here some further physicas interpretation is given and a numerical procedure for calculations within a small single-partick model space is described. The method is illustrated on the ground state of Be atom using $1 s, 2 s, 2 p$ orbitals.


## I. INTRODUCTION

We shall concern ourselves with the problem of calculating the physical properties of a many-fermion system in the ground state or certain excited states. We shall consider systems where the Hamiltonian has one-body and two-body interactions:

$$
\begin{equation*}
\hat{H}=\sum T_{i j} a_{i}^{*} a_{j}+\frac{1}{2} \sum V_{i j k l} a_{j}^{+} a_{i}^{*} a_{k} a_{i} \tag{1.1}
\end{equation*}
$$

The operators $a_{i}^{*}$ and $a_{i}$ are creation and annihilation operators in a chosen single-particle representation. In the matrix elements $T_{i j}$ the kinetic energy and the one-body interaction are contained. We shall express the energy associated with any $N$-particle state $1 ; / 4$ as a linear function of the elements of the two-body density matrix

$$
\begin{equation*}
\rho_{i j k i}=\langle\psi| a_{j}^{+} a_{i}^{+} a_{k} a_{i}|\psi\rangle \tag{1.2}
\end{equation*}
$$

in the form

$$
\begin{equation*}
E=\sum_{\substack{i<j \\ k<j}} H_{i j k l} \rho_{i j k l} \tag{1.3}
\end{equation*}
$$

The coefficients $H_{i j k t}$ are given by

$$
\begin{align*}
H_{i j k l}= & (N-1)^{-1}\left(T_{i k} \delta_{j l}-T_{i l} \delta_{j k}+\delta_{i k} T_{j l}-\delta_{i l} T_{j k}\right) \\
& +V_{i j k l}-V_{i j l k} . \tag{1.4}
\end{align*}
$$

In this paper we present the elements of a method of computing the two-body density matrix $\rho_{i j k}$ directly without using the wavefunction (Sec. II). We shall refer to the method as the density matrix approach. In the density matrix approach we minimize the energy with respect to the two-body density matrix elements. The calculated two-body density matrix can then be used to compute several properties of the system. The idea of the method was introduced in Ref. 1, where several formal properties are discussed. Here we develop the method for practical calculations.

The motivation for this method comes from the fact
that the two-body density matrix contains a much smaller number of independent parameters than the wavefunction (unless $N$ is quite small). In order to illustrate this let us quote the number of parameters in both methods for the case of $N$ fermions having at their disposal $L$ single-particle states. There are ${ }_{1}^{1} L(L-1)\left[\frac{1}{2} L(L-1)+1\right]$ two-body density matrix elements while there are $\binom{L}{N}$ parameters needed to define the wavefunctions. Furthermore the symmetry properties of the system (rotational, spin, isospin, space inversion invariance, etc., if applicable) reduce the number of independent density matrix elements more efficiently than the number of parameters in the wavefunction.

However, variational calculations of density matrices have the major disadvantage that the two-body density matrix, in order to correspond to an $N$-fermion state, must satisfy certain complicated subsidiary conditions which are called in the literature $N$-representability conditions. This mathematical problem has been studied extensively by mathematicians, physicists, and quantum chemists ${ }^{1-4}$ (and further references therein). The full set of necessary and sufficient conditions is not yet known explicitly. We present in Sec. III a set of necessary conditions which are manageable and with whose effectiveness we have some good experience. ${ }^{5}$ By satisfying only a set of known conditions we can calculate an approximate solution to the variational problem. Because the set of restrictions is incomplete too much freedom is given to the variational parameters; therefore the approximate energy lies below the exact energy value obtainable with the chosen single-particle basis.

We discuss in Sec. IV the computational problems in the variational calculation of density matrices and we describe an algorithm based on linear programming. As an illustration we present in Sec. V the results of some calculations on the Be atom to show the feasibility of the method.

The density matrix approach can be used not only to calculate the two-body density matrix of the ground state, but also of those lowest excited states which have a different set of quantum numbers compared with the ground state. In this case one has to add the subsidiary conditions that the corresponding symmetry operators have the prescribed expectation values.

We would like to mention that there have been several attempts to calculate the properties of the $N$-particle system using the elements of the two-body density matrix as variational parameters. In the early attempts fewer conditions were used which were reasonable for simpler systems. The first lower bound formula was derived by Bopp ${ }^{6}$ and it was successfully applied to 3 electron ions. Weidemann ${ }^{7}$ and Hall and Post ${ }^{7}$ made variational calculations of systems of particles interacting by different kinds of potentials, but without a central field. In particular they calculated a lower bound to triton energy. While these attempts dealt mostly with 3 -particle systems, some more recent approaches introduce necessary conditions important for many-body systems (e.g. Refs. 8-10).

The status of all direct calculations of the two-body density matrix is still in a pioneering stage.

## II. FORMULATION OF THE METHOD

While a wavefunction $\psi$ uniquely determines the twobody density matrix the inverse is not true in general. There may exist no wavefunction, one or several wavefunctions related to a given matrix $\rho_{i j k l}$ by the Eq. (1.2). Those matrices $p_{i j k l}$ which have a solution for $\psi$ are acceptable for an exact description of physical states.

The central problem in the variational calculations of density matrix is to find and satisfy the conditions which insure that the trial two-body density matrix corresponds to an $N$-fermion wavefunction.

It was shown ${ }^{2}$ that the set of acceptable density matrices is a convex set and therefore all necessary conditions may be expressed as linear equalities and inequalities. ${ }^{1}$

## A. Inequality constraints

We shall write the linear inequalities in the form

$$
\begin{equation*}
\sum_{\substack{i \lll j \\ k<i}} h_{i j k l}^{(\nu)} \rho_{i j k l} \geqslant \epsilon_{\nu}, \quad(\nu=1, \ldots, \infty) . \tag{2.1}
\end{equation*}
$$

The right-hand sides can be evaluated in principle for any choice of the coefficients $h_{i j k}^{(\nu)}$ by introducing the two-body operator

$$
\begin{equation*}
\hat{h}^{(\nu)}=\sum_{\substack{i<j \\ k<i}} h_{i j k l}^{(\nu)} a_{j}^{+} a_{i}^{+} a_{k} a_{i} \tag{2.2}
\end{equation*}
$$

and by taking for $\epsilon_{\nu}$ the lowest eigenvalue of $\hat{h}^{(\nu)}$ in the $N$-body space. ${ }^{1}$ For any choice of coefficients $h_{i j k l}^{(\nu)}$, Eq. (2.1) is a necessary condition because for any $N$-body wavefunction $\psi$ the expectation value $\langle\psi| \hat{h}^{(\nu)}|\psi\rangle$ is larger than or equal to the lowest eigenvalue of $\hat{h}^{(\nu)}$ and the same is true for $\sum h_{i j k l}^{(\nu)} \rho_{i j k l} \equiv\langle\psi| \hat{h}^{(\nu)}|\psi\rangle$ if $\rho_{i j k l}$ is derived
from $\psi$. The theorem has been proved ${ }^{1}$ that the set of conditions (2.1) is also sufficient if $\hat{h}^{(\nu)}$ are all possible two-body operators.

The above theorem in the form presented does not seem useful, because in order to solve the desired $N$ body problem, one has to know the solution of an infinity of equally difficult $N$-body problems defined by $\hat{h}^{(\nu)}$, ( $\nu=1, \ldots, \infty$ ). However, the theorem is a useful guide, if one is looking for a good approximate solution in which case one might employ only a subset of necessary conditions. The basic approximation is then defined by the choice of the subset $\hat{h}^{(\mu)}$.

Let us call $\tilde{E}$ the energy of the approximate ground state obtained with the conditions arising from the chosen set of operators $h^{(\mu)}$. As the number of conditions defined by $h^{(\mu)}$ may still be infinite one has to construct a procedure for selecting a finite sequence of $h^{\left(\mu_{i}\right)}$ so that the successive approximations $\widetilde{E}_{i}$ converge to $\tilde{E}$. A possible procedure will be described in Sec. IV.

## B. Equality constraints

In one type of equalities we impose the desired expectation values of the symmetry operators such as the number operator $\hat{N}$ and the angular momentum operator $\hat{\jmath}$

$$
\left.\begin{array}{l}
\langle\psi| N^{2}|\psi\rangle=N^{2}, \\
\langle\psi| \hat{J}_{2}|\psi\rangle=J(J+1) \\
\langle\psi| \hat{J}_{3}|\psi\rangle=M  \tag{2,5}\\
\langle\psi| \hat{Q}\left(\hat{J_{3}}-M\right)|\psi\rangle=0 .
\end{array}\right\},
$$

Here $\hat{Q}$ is any one-body operator. These equalities are linear equalities for the two-body density matrix.

By imposing these equalities we are looking for the solution only within a chosen subspace. Equation (2.3) normalizes the two-body density matrix corresponding to $N$ particles. With Eqs. (2.4) and (2.5) we can distinguish the calculation of the lowest excited state with chosen quantum numbers $J$ and $M$ from the calculation of the ground state.

If necessary and sufficient conditions (2.1) and (2.3) are satisfied the variational calculation without restrictions (2.4) and (2.5) would automatically give the ground state with the correct expectation value for the expressions (2.4) and (2.5). In the calculation of the ground state these restrictions reduce the number of independent variational parameters. If, however, only a subset of conditions (2.1) is taken into account, the expectation values (2.4) and (2.5) would sometimes come out wrong; imposing the a priori known correct values then improves the approximate result.

The second type of equalities refers to those $N$-body states $|\psi\rangle$ whose energy is stationary with respect to one-body transformations $|\psi\rangle \rightarrow \exp (\alpha \hat{Q})|\psi\rangle$, so that in the expansion

$$
\begin{aligned}
\langle\exp (\alpha \hat{Q}) \psi| \hat{H}|\exp (\alpha \hat{Q}) \psi\rangle= & \langle\psi| \hat{H}|\psi\rangle+\alpha\langle\psi|[\hat{H}, \hat{Q}]|\psi\rangle \\
& +\left(\alpha^{2} / 2\right)\langle\psi|[\hat{Q},[\hat{H}, \hat{Q}]]|\psi\rangle+\cdots
\end{aligned}
$$

the linear term vanishes:

$$
\begin{equation*}
\langle\psi|[\hat{H}, \hat{Q}]|\psi\rangle=0 . \tag{2.6}
\end{equation*}
$$

For eigenstates of the Hamiltonian, such a relation is valid for any operator $\hat{Q}$, but we can use the relation only with one-body operators $\hat{Q}$ because only then is the relation expressible in terms of the two-body density matrix. If the two-body density matrix is a solution of a variational calculation, the energy is a fortiori minimized with respect to one-body transformations and the relation (2.6) is satisfied automatically. But it is a useful restriction because it reduces the number of free parameters for trial density matrices.

## III. BASIC APPROXIMATION-RESTRICTION TO SOME MANAGEABLE CONDITIONS

We are able to satisfy only some necessary conditions for the trial two-body density matrix. Therefore there will in general exist no wavefunction $\psi$ corresponding to the trial two-body density matrix through the relation (1.2). The resulting two-body density matrix has a physical meaning in the sense that it offers an approximation to the expectation values of one and two-body operators.

We present here a subset of necessary conditions which is numerically manageable, with whose relevance we have had some good experience ${ }^{5}$ and for which we can give a physical interpretation. The conditions have the form (2.1) and are defined by the following operators:

$$
\begin{align*}
& \hat{h}^{(\alpha)}=A_{\alpha}^{+} A_{\alpha}, A_{\alpha}=\sum_{i<j} x_{i j}^{\alpha} a_{i} a_{j},  \tag{3.1}\\
& \hat{h}^{(\beta)}=A_{\beta} A_{\beta}^{+},  \tag{3.2}\\
& \hat{h}^{(\gamma)}=B_{\gamma}^{+} B_{\gamma}, B_{\gamma}=\sum_{i, j} z_{i j}^{\gamma}\left(a_{i}^{+} a_{j}-c_{i j}^{\gamma}\right) . \tag{3,3}
\end{align*}
$$

Here the coefficients $x_{i j}, z_{i j}$, and $c_{i j}$ assume all possible values. The lowest eigenvalues of the operators $\widehat{h}^{(\alpha)}$ and $h^{(\beta)}$ in the $N$-body space are $\epsilon_{\alpha}=0$ and $\epsilon_{\beta}=0$. The eigenvalues of the operators $h^{(\gamma)}$ cannot be obtained easily, but they are obviously larger than or equal to zero. In this paper we replace $\epsilon_{\gamma}$ on the $r_{.} h_{.}$. of Eq. (2.1) by zero, which leads to a slightly weaker necessary condition.

It has been shown ${ }^{1}$ that the conditions generated by the operators $h^{(\gamma)}$ with $\epsilon_{\gamma}$ put equal to zero are all contained in the subset in which one takes $c_{i j}=\rho_{i j}$, where

$$
\begin{equation*}
\rho_{i j}=\sum_{k} \rho_{i k j k} /(N-1) \tag{3,4}
\end{equation*}
$$

It would be sufficient to consider only operators $\hat{h}^{(\gamma)}$ with $c_{i j}=\rho_{i j}$, but the corresponding inequalities would then be nonlinear. As we use an iterational procedure, we keep the conditions linear by choosing $c_{i j}$ equal to the value of $\rho_{i j}$ from the previous iteration. When $\rho_{i j}$ converges towards the solution this is equivalent to choosing $c_{i j}=\rho_{i j}$.

Let us give some further interpretation of these conditions. The condition generated by Eq. (3.1) is equivalent to the nonnegativity of the two-body density matrix. This can be seen by writing the coefficients $h_{i j k l}^{(\alpha)}$ in the
form $h_{i j k i}^{(\alpha)}=x_{i j}^{\alpha} x_{k l}^{\alpha}$, so that the corresponding inequality can be written as

$$
\begin{equation*}
\sum_{i<j, k<l} x_{i j}^{\alpha} \rho_{i j k} x_{k l}^{\alpha} \geqslant 0 \tag{3.5}
\end{equation*}
$$

This implies that all eigenvalues are nonnegative.
The condition generated by Eq. (3.2) is equivalent to the nonnegativity of the "two-hole density matrix"
$Q_{i j k l}=\rho_{i j k l}-\rho_{k i} \delta_{j l}+\rho_{l i} \delta_{j k}+\delta_{i k}\left(\delta_{j l}-\rho_{l j}\right)-\delta_{i l}\left(\delta_{j k}-\rho_{k j}\right)$.

By rewriting the operator (3.2) so that the creation and annihilation operators appear in normal order one gets the inequality (2.1) in the form

$$
\begin{equation*}
\sum x_{i j} Q_{i j k l} x_{k l} \geqslant 0 \tag{3.7}
\end{equation*}
$$

Let us note that when a wavefunction $\psi$ exists the twohole density matrix takes the form:

$$
\begin{equation*}
Q_{i j k l}=\langle\psi| a_{j} a_{i} a_{k}^{+} a_{l}^{+}|\psi\rangle . \tag{3.8}
\end{equation*}
$$

Similarly, the condition generated by Eq. (3.3) where $c_{i j}=\rho_{i j}$ is equivalent to the nonnegativity of the "parti-cle-hole matrix"

$$
\begin{equation*}
G_{i j k l}=\rho_{j k i l}+\delta_{i k} \rho_{j l}-\rho_{i j} \rho_{k l} \tag{3.9}
\end{equation*}
$$

in the following way

$$
\begin{equation*}
\sum z_{i j} G_{i j k} z_{k l} \geqslant 0 \tag{3.10}
\end{equation*}
$$

It is instructive to write also the particle-hole matrix in terms of the wavefunction.
$G_{i j k i}=\langle\psi|\left(a_{i}^{*} a_{j}-\rho_{i j}\right)^{+}\left(a_{k}^{+} a_{l}-\rho_{k}\right)|\psi\rangle$.
It is worthwhile to point out that for $N$-representable $\rho_{i j k l}$ the first subset of conditions (3.1) guarantees the nonnegativity of the norms of the states $A|\psi\rangle$ having $N-2$ particles, which is evident from the form $\langle\psi|\left(\sum x_{i j} a_{i} a_{j}\right)^{+}\left(\sum x_{k} a_{k} a_{i}\right)|\psi\rangle \geqslant 0$. Similarly, the second subset of conditions guarantees the nonnegative norms of the " $(N+2)$-particle" states $A^{*}|\psi\rangle$ and the third guarantees the nonnegative norms of "particle-hole" states $B|\psi\rangle$. Let us conclude by listing three types of manageable inequality constraints which we know so far.
(i) The constraints generated by the operators $\hat{h}^{(\alpha)}$, $\hat{h}^{(\beta)}$, and $\hat{h}^{(\gamma)}$, Eqs. $(3.1),(3.2)$, and (3.3) which we use in the present paper.
(ii) The constraints generated by the Casimir operators for certain Lie algebras or such operators which mix only few representations of the group. Important inequality constraints are probably generated by those groups, which have already been used to derive approximate wave functions for the problem under consideration.
(iii) The constraints generated by general two-body operators which have nonzero matrix elements in a smaller single particle basis and hence may be diagonalized numerically. These constraints ensure all necessary conditions at least in the subspace in which the twobody density matrix has dominant components. The con-

TABLE I. The Hamiltonian and the two-body density matrix elements of the Be atom. ${ }^{\text {a }}$

| $n_{1} 1_{1}$ | $n_{2} 1_{2}$ | $n_{3} 1_{3}$ | $n_{4} 1_{4}$ | $L S$ | $H_{i j k l}^{L S} / \eta_{i j} \eta_{k l}{ }^{\text {b }}$ | $\rho_{i j k l}^{L S} / \eta_{i j} \eta_{k l}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | Density matrix approach Complete diagonalization |  |
| 10 | 10 | 10 | 10 | 00 | -3.0217238 | 0.999918 | 0.999916 |
| 20 | 10 | 10 | 10 | 00 | -0.1767351 | -0.002355 | -0.002382 |
| 20 |  | 20 | 10 | 00 | -2.6707742 | 0.929191 | 0.929222 |
| 20 | 20 | 10 | 10 | 00 | 0.0253498 | 0.000495 | 0.000498 |
| 20 | 20 | 20 | 10 | 00 | 0.0843677 | -0.000016 | -0.000017 |
| 20 | 20 | 20 | 20 | 00 | -0.7160670 | 0.929116 | 0.929145 |
| 21 | 21 | 10 | 10 | 00 | -0.0250858 | 0.002017 | 0.002025 |
| 21 | 21 |  | 10 | 00 | -0.0394407 | 0.008525 | 0.008622 |
| 21 | 21 | 20 | 20 | 00 | -0.1325608 | 0.256489 | 0.256437 |
| 21 | 21 | 21 | 21 | 00 | -0.5878038 | 0.070887 | 0.070859 |
| 20 | 10 | 20 | 10 | 01 | -2.7214738 | 0.929113 | 0. 929142 |
| 21 | 21 | 21 | 21 | 11 | -0.6990588 | 0.000000 | 0.000000 |
| 21 |  | 21 | 10 | 10 | -2.6516514 | 0.023615 | 0.023605 |
| 21 | 20 | 21 | 10 | 10 | 0.0440854 | -0.000559 | $-0.000565$ |
| 21 | 20 | 21 | 20 | 10 | -0.7682196 | 0.000014 | 0.000015 |
| 21 | 10 | 21 | 10 | 11 | -2.6226850 | 0.023615 | 0.023605 |
| 21 | 20 | 21 | 10 | 11 | 0.0762886 | -0.000559 | 0.000565 |
| 21 | 20 | 21 | 20 | 11 | -0.6151516 | 0.000014 | 0.000015 |
| 21 | 21 | 21 | 21 | 20 | -0.6545568 | 0.000000 | 0.000000 |

${ }^{\text {a }}$ For notation see Appendix B.
${ }^{\mathrm{b}} \eta_{i j}=\left(1+\delta_{i j}\right)^{1 / 2}$.
straints (ii) and (iii) are to be studied in future.

## IV. NUMERICAL PROCEDURE

In the variational calculation of the two-body density matrix we use an iterative numerical procedure which contains linear programming. We were motivated to use this procedure because the energy (1.3) to be minimized is a linear function of the variational parameters $\rho_{i j k t}$ and the subsidiary conditions can be written as linear equalities and inequalities.

In order to obtain the zeroth approximation we impose all equalities of the type (2.3), (2.4), (2.5), and (2.6) and we confine each matrix element $\rho_{i j k l}$ with inequalities $0 \leqslant \rho_{i j i j} \leqslant 1,-1 \leqslant \rho_{i j k l} \leqslant 1$ which are contained in the inequalities (3.5) and (3.7). With these conditions, the minimum of the energy is calculated with linear programming.

The successive approximations are obtained by the following iterative cycle: we construct the most violated condition, add it to the previous ones and minimize the energy with linear programming. In order not to work with an increasing number of conditions, we then discard one of the old conditions. A program for linear programming which at each iteration adds one new condition and discards one old condition is presented in Appendix A.

The most violated condition (3.5) is obtained by diagonalizing the two-body density matrix from the previous iteration. The eigenvector $x^{\text {min }}$ corresponding to the most negative eigenvalue $\lambda_{\text {min }}$ then generates the condition $\lambda_{\min }=\sum x_{i j}^{\mathrm{min}} \rho_{i j k l} x_{k l}^{\mathrm{min}} \geqslant 0$ which is violated by the a mount $\lambda_{\text {min }}$. The coefficients of the inequalities in the form (2.1) are $h_{i j k i}=x_{i j}^{\mathrm{min}} x_{k l}^{\mathrm{min}}$. Optionally one can add several conditions in each iteration by constructing them from the eigenvectors of several lowest negative
eigenvalues. New conditions (3.7) and (3.10) for the two-hole density matrix $Q$ and the particle-hole matrix $G$ are constructed in a similar way. One constructs the $Q$ matrix or $G$ matrix from the parameters $\rho_{i j k l}$, diagonalizes it and constructs the coefficients for the inequality from the eigenvector corresponding to the most negative eigenvalue. The construction of the $G$ matrix and of the corresponding coefficients $h_{i j k l}$ usually requires the recoupling of angular momentum. The corresponding formulas are given in Appendix B. In our program we add the $\rho$-matrix, $Q$-matrix and $G$-matrix conditions sequentially in consecutive iterations.

## V. ILLUSTRATION OF THE METHOD

The proposed method faces two major problems: (i) As the approximation we satisfy only some necessary conditions on the two body density matrix. The question is whether the conditions proposed in this paper are adequate for a system of physical interest. (ii) The iterative procedure described in Sec. IV selects a finite sequence from an infinite number of conditions. It should be examined whether and how fast this procedure converges.

Our present experience is that both answers depend on the properties of the physical system. The results of our variational calculations on the nuclei ${ }^{16} \mathrm{O}$ and ${ }^{20} \mathrm{Ne}$ using a model with four valence particles are quite satisfactory compared with several other methods. In calculations with more valence particles $\left({ }^{24} \mathrm{Mg}\right.$ and $\left.{ }^{28} \mathrm{Si}\right)$ further conditions seem to be needed.

For illustration of the method we present here a calculation for the Be atom. As a model we restrict the single-particle space to three orbitals ( $1 s, 2 s, 2 p$ ) similar to the oribitals $1 s, 2 s$, and $p_{I}$ in Ref. 11. The corresponding matrix elements of the Hamiltonian are given in Table I. The small single-particle basis is not

TABLE II. Ground state energy of the Be atom, calculated within the $1 s, 2 s, 2 p$ shells.

| Density matrix approach | -14.60999 atomic units |
| :--- | :--- |
| Complete diagona Iization | -14.609987 |
| Hartree-Fock | -14.57299 |
| Experimental | -14.66745 |

sufficient for a precise description of Be , but it does give the ground state energy half-way between the Hartree-Fock value and the experimental value. Thus the illustration has some physical relevance. In addition, it contributes to the compilation of examples which have as a purpose to test the new method. Results are given in Tables I and II. The agreement with the exact result of the model is good which shows that the chosen conditions are adequate for this model.

In the calculation of the Be atom the convergence of the algorithm is satisfactory (270 iterations for the relative accuracy of $10^{-6}$ ). We have used this algorithm for systems of up to 70 variational parameters. For a larger number of parameters we are preparing a faster procedure.

## VI. CONCLUSION

In this paper we have shown the feasibility of the density matrix approach. The method provides the energy and the two-body density matrices of the ground state and some excited states.

Regarding the calculation of the energy, this method gives a lower bound to the eigenenergy of the Hamiltonian restricted to a chosen single-particle basis. In this sense it is complementary to the variational methods with wavefunctions (such as configuration mixing, projected Hartree-Fock, generator coordinate method) which yield an upper bound to the energy. In cases where the results of a wavefunction calculation are available and where the gap between the lower and upper bound is small the two methods provide a rather complete answer which is useful especially for those models of physical systems where a complete diagonalization is no longer feasible.

Since the energy determined by this method will increase as the number of restrictions is increased but decrease as the orbital basis is increased it may turn out to be either larger or smaller than the true ground state energy.

The calculated two-body density matrix provides the expectation value of any one and two-body operator. This suffices to calculate most static properties of physical interest. In addition the two-body density matrix of the ground state offers the required input data for the calculation of those excited states which can be described within the particle-hole space. ${ }^{12}$ Recently excellent ionization energy calculations have been made ${ }^{13}$ using a method which requires only the two-particle density matrix of the neutral atom as input. ${ }^{14}$

Our present experience with the approximation of sa-
tisfying only some necessary conditions is encouraging in most cases. In some cases, for which preliminary calculations have been performed, some important class of conditions still seems to be lacking. We have, however, not used all presently known explicit conditions in these calculations. Only further study will show which conditions are relevant for individual physical systems. Some examples of classes of conditions which have not been employed in the calculations of the authors are:
(i) The constraints of the form

$$
\sum B_{i j} G_{i j k l} B_{k l} \geqslant \epsilon_{B}
$$

where $B_{i j}$ is any Hermitian matrix and $\epsilon_{B}$ is a positive constant which can be explicitly calculated. ${ }^{9}$ In this paper we have used the weaker condition $\epsilon_{B}=0$.
(ii) The constraints generated by the Casimir operators for certain Lie algebras or such operators which mix only a few representations of the group.
(iii) The constraints generated by general two-body operators which have nonzero matrix elements in a smaller single particle basis and hence may be diagonalized numerically.
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## APPENDIX A

An algorithm for linear programming with inequalities generated in consecutive iterations. We minimize the function
$E=\sum_{i=1}^{n} H_{i} V_{i}$,
where $H_{i}$ are given coefficients and $V_{i}$ are variational parameters. The variational parameters must satisfy the following equalities and inequalities:

$$
\begin{aligned}
& \sum_{i} a_{i}^{\alpha} V_{i}=b^{\alpha}, \alpha=1, \ldots, e \\
& \sum_{i} a_{i}^{\beta} V_{i} \geqslant b^{\beta}, \beta=e+1, \ldots, \infty
\end{aligned}
$$

The coefficients of equalities $a_{i}^{\alpha}$ and $b^{\alpha}$ are given in advance, while the coefficients of inequalities $a_{i}^{\beta}$ and $b^{\beta}$ are generated in consecutive iterations.
(i) In the zeroth iteration, the function $E$ is minimized with the constraints $l_{i} \leqslant V_{i} \leqslant u_{i}$. The lower and upper bound $l_{i}$ and $u_{i}$ are given in advance. They are not taken care of in consecutive iterations unless the program which generates inequalities presents them as an in-


FIG. 1.
equality when then get violated. In the zeroth iteration, we get

$$
\begin{aligned}
& \left\{V_{i}^{0}=\stackrel{l_{i}}{u_{i}} \text { if } \begin{array}{c}
H_{i} \geqslant 0 \\
H_{i}<0
\end{array}\right. \\
& \left\{d_{m i}^{0}=\begin{array}{r}
\delta_{m i} \\
-\delta_{m i}
\end{array} \text { if } \begin{array}{l}
H_{i} \geqslant 0 \\
H_{i}<0
\end{array}, \quad m=1, \ldots n .\right.
\end{aligned}
$$

The quantity $d$ has the geometrical interpretation as the set of $m$ edges pointing upwards from the vertex $V$
(Fig. 1).
(ii) The equalities are imposed one in each iteration by intersecting the edges with the corresponding hyperplane and choosing the lowest intersection

$$
v_{m i}^{\nu}=V_{i}^{\nu-1}+d_{m i}^{\nu-1}\left(b^{\nu}-\sum_{j} a_{j} V_{j}^{\nu-1}\right) / \sum_{j} a_{j}^{\nu} d_{m j}^{\nu-1}
$$

$V_{i}^{\nu}=v_{m i}^{\nu}$ for that index $m=\tilde{m}_{\nu}$ for which $\sum_{i} v_{m i}^{\nu} H_{i}=\min$ under the condition that

$$
\begin{aligned}
& \left(b^{\nu}-\sum_{j} a_{j}^{\nu} V_{j}^{\nu-1}\right) / \sum_{j} a_{j}^{\nu} d_{m j}^{\nu-1}>0 . \\
& \tilde{d}_{m i}^{\nu}= \pm\left(v_{m i}^{\nu}-V_{i}^{\nu}\right) \text { if }\left(b^{\nu}-\sum_{j} a_{j}^{\nu} V_{j}^{\nu-1}\right) / \sum_{j} a_{j}^{\nu} d_{m j}^{\nu-1}>0 \\
& d_{m i}^{\nu}=\tilde{d}_{m i}^{\nu}\left[\sum_{j}\left(\tilde{d}_{m j}^{\nu}\right)^{2}\right]-1 / 2
\end{aligned}
$$

In each iteration, the index $m$ runs over $m=1, \ldots, n$, $m \neq \tilde{m}_{1}, \tilde{m}_{2} \ldots \tilde{m}_{\nu-1}$ so in each iteration one additional value of $m$ is omitted.
(iii) After having introduced all equalities, in each iteration one inequality is imposed by the same algorithm as in step (ii) except that the index $m=\tilde{m}_{\nu}$ is no longer omitted. The index runs $m=1, \ldots, n ; m$ $\neq \tilde{m}_{1} \ldots \tilde{m}_{e}$. In this way, the inequalities for $\beta=\nu$ $-n, \ldots \nu$ are satisfied while some of the previous ones may get violated again.
(iv) The program is terminated when one of the following conditions is fulfilled:
(a) $E^{\nu} \leqslant E^{\nu-10}+\epsilon$ (we take $\epsilon=10^{-6}$ ),
(b) when no inequality violated by more than $\epsilon$ is found,
(c) $\nu>\nu_{\text {max }}$, where $\nu_{\text {max }}$ is given in advance.

In the calculation, precaution is taken against divisions with too small denominators. If for any $\bar{m}$, $\left|\sum_{j} a_{j}^{\nu} a_{m j}^{v-1}\right|\langle\epsilon$, it is avoided to choose $\tilde{m}=\bar{m}$ and we put put $\tilde{d}_{\tilde{m} i}^{\nu}=d_{\bar{m} t}^{\nu}-1$. If an equality is almost linearly dependent
on the previous ones (if $\left|\sum_{j} a_{j}^{\nu} d_{m j}^{\nu-1}\right|\langle\epsilon$ for all $m$ and $\left|b^{\nu}-\sum_{j} a_{j}^{\nu} V_{j}^{\nu-1}\right|\langle\epsilon)$ it is ignored. If an equality is incompatible with the previous ones (if $\left|\sum_{f} a_{f}^{v} d_{m j}^{\nu-1}\right|<\epsilon$ for all $m$ and $\left.\left.\left|b-\sum_{j} a_{j}^{\nu} V_{j}^{\nu-1}\right|\right\rangle \epsilon\right)$ the calculation is terminated.

## APPENDIX B

Recoupling of angular momenta for the $Q$ and $G$ matrix and the coefficients $h$. (We present the formulas only for orbital angular momentum coupling. Similar coupling must be done for spin, leading to the matrices $\rho^{L S}, Q^{L S}$, and $G^{L S}$.) Single particle wavefunctions are defined by the quantum numbers $i=\left(n_{i}, l_{i}\right)$ and $m_{i}$. Due to the time reversal symmetry, all quantities are taken to be real. The following definitions and phase conventions are used:

$$
\begin{aligned}
& \rho_{i j k t}^{L}=\frac{1}{2 L+1} \sum_{M}\langle\psi|\left(\sum_{m_{i} m_{j}} C_{i_{i} m_{i} l_{j} m_{j}}^{L M} a_{i m_{i}} a_{j m_{j}}\right), \\
& \times\left(\sum_{m_{k} m_{l}} C_{l_{k} m_{k} l_{l} m_{l}}^{L M} a_{k m_{k}} a_{l m_{l}}\right)|\psi\rangle, \\
& Q_{i j k i}^{L}=\frac{1}{2 L+1} \sum_{M}\langle\psi|\left(\sum_{m_{i} m_{j}} C_{i_{i} m_{i} l_{j} m_{j}}^{L M} a_{i m_{i}} a_{j m_{j}}\right) \\
& \times\left(\sum_{m_{m^{\prime}} m_{l}} C_{l_{k} m_{k} l^{m_{l}}}^{L{ }_{l}} a_{k m_{k}} a_{l m_{l}}\right)^{*}|\psi\rangle, \\
& G_{i j k t}^{L}=\frac{1}{2 L+1} \sum_{M}\langle\psi|\left\{\sum_{m_{i} m_{j}}(-1)^{l_{j}+m_{j}} C_{i_{i} m_{i} l_{j} m_{j}}^{L M}\right. \\
& \left.\times\left(a_{i m_{i}}^{+} a_{j-m_{j}}-\delta_{L o} \rho_{i j}\right)\right\}^{+} \\
& \times\left\{\sum_{m_{k} m_{l}}(-1)^{l_{l}^{+m_{l}} l} C_{l_{k} m_{k} l_{l} m_{l}}^{L M}\left(a_{k m_{k}}^{+} a_{l-m_{l}}-\delta_{L O} \rho_{k l}\right)\right\}|\psi\rangle, \\
& \rho_{i j}=\delta_{l_{i} l_{j}} \frac{1}{2 L+1} \sum_{M}\langle\psi| a_{i M}^{*} a_{j M}|\psi\rangle, \\
& \sum_{i \leqslant i, L} h_{i j k l}^{L} \rho_{i j k l}^{L} \geqslant \epsilon .
\end{aligned}
$$

The relations are as follows:

$$
\begin{aligned}
\rho_{i j}= & \delta_{l_{i} l_{j}} \frac{1}{N-1} \sum_{k L} \frac{2 L+1}{2 l_{i}+1} \rho_{i k j k}^{L}, \\
Q_{i j k l}^{L}= & \rho_{k l i j}^{L}-\delta_{i k} \rho_{l j}-\delta_{j l} \rho_{k i}+\delta_{i k} \delta_{j l} \\
& -(-1)^{L-l_{k}-l_{l}}\left(-\delta_{i l} \rho_{k j}-\delta_{j k} \rho_{l i}+\delta_{i l} \delta_{j k}\right), \\
G_{i j k l}^{L}= & -\sum_{J}(-1)^{l_{i}-l_{j}+l_{k}-l_{l}}(2 J+1) W\left(l_{j} l_{i} l_{k} l_{l}, L J\right) \rho_{k j i l}^{J} \\
& +\delta_{i k} \rho_{j l}-\left[\left(2 l_{i}+1\right)\left(2 l_{k}+1\right)\right]^{1 / 2} \delta_{L O} \rho_{i j} \rho_{k l} .
\end{aligned}
$$

The coefficients for inequalities are constructed from the following eigenvectors:
$\sum_{k l} \rho_{i j k l}^{J} x_{k l}^{J}=\lambda x_{i j}^{J}$ for the inequality corresponding to (3.1) $\sum_{k l} Q_{i j k l}^{J} y_{k l}^{J}=\lambda^{\prime} y_{i j}^{J}$ for the inequality corresponding to (3.2), $\sum_{k l} G_{i j k}^{J} z_{k l}^{J}=\lambda^{\prime \prime} z_{i j}^{J}$ for the inequality corresponding to (3.3);

$$
\begin{aligned}
& h_{i j k l}^{L}=\left\{\tilde{h}_{i j k l}-(-1)^{L-l_{i}-l_{j}} \tilde{h}_{j i k l}-(-1)^{L-l_{k}-l} \tilde{h}_{i j l k}\right. \\
&\left.+(-1)^{l_{i}+l_{j}-l_{k}-l_{l}} \tilde{h}_{f i l k}\right\} /\left(1+\delta_{i j}\right)\left(1+\delta_{k l}\right) ; \\
& \text { (i) } \quad \tilde{h}_{i j k l}^{L}= \\
& \text { (ii) } \delta_{L J} x_{i j}^{J} x_{k l}^{J}, \quad \epsilon=0, \\
& \tilde{h}_{i j k l}^{L}= \delta_{L J} y_{i j}^{J} y_{k l}^{J}-\sum_{m} y_{m j}^{J} y_{m l}^{J} \delta_{l_{j} l} l_{l} \delta_{i k}(2 L+1) / \\
&\left(2 l_{j}+1\right)(N-1), \quad \epsilon=-2, \\
& \text { (iii) } \quad \tilde{h}_{i j k l}^{L}=-(-1)^{l_{i}-l_{j}+l_{k}-l_{l}}(2 L+1) W\left(l_{j} l_{k} l_{i} l_{l}, J L\right) z_{k j}^{J} z_{i l}^{J} \\
&+\sum_{m} z_{m j}^{J} z_{m l}^{J} \delta_{l j} l_{l} \delta_{i k}(2 L+1) /\left(2 l_{j}+1\right)(N-1) \\
&- 2\left[\left(2 l_{i}+1\right)\left(2 l_{k}+1\right)\right]^{1 / 2} \delta_{J O}\left[\sum_{m n} z_{m n} \rho_{m n}\right] z_{j l} \delta_{l_{j} l_{l}} \delta_{i k} \\
& \times(2 L+1) /\left(2 l_{j}+1\right)(N-1), \quad \epsilon=-\left[\left(2 l_{i}+1\right)\left(2 l_{k}+1\right)\right]^{1 / 2} \\
& \times \delta_{J O}\left[\sum_{m n} z_{m n} \rho_{m n}\right]^{2} .
\end{aligned}
$$
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# Adiabatic expansions of solutions of coupled second-order linear differential equations. I* 

S. A. Fulling ${ }^{\dagger}$<br>Physics Department, University of Wisconsin-Milwaukee, Milwaukee, Wisconsin 53201 (Received 30 July 1974)<br>A generalized higher-order WKB approximation is found for the set of equations $h_{j}^{\prime \prime}(t)+u^{2} \Sigma_{k}^{N}=1$ $M_{j k}(t) h_{k}(t)=0(u \rightarrow \infty)$, when the coefficients $M_{j k}$ form a positive definite Hermitian matrix $\mathbf{M}$ satisfying a smoothness condition as a function of $t$. In the construction, essential use is made of a transformation introduced by Kato to connect smoothly the eigenvectors of $\mathbf{M}(t)$ at different values of $t$. Eigenvalue degeneracies which exist for all $t$ are covered by the method. The expansion breaks down at points $t$ where the multiplicities of the eigenvalues of $\mathbf{M}(t)$ change; this phenomenon, analogous to the "turning point" problem of the ordinary WKB method, will be studied in a second paper. The asymptotic nature of the expansion is proved; error bounds can be extracted from the proof but are not studied here.

## 1. INTRODUCTION

We shall consider a system of coupled differential equations,

$$
\begin{equation*}
\frac{d^{2} h_{j}}{d t^{2}}+u^{2} \sum_{k=1}^{N} M_{j k}(t) h_{k}=0 \quad(j=1, \ldots, N) \tag{1}
\end{equation*}
$$

and seek approximate solutions which are valid in the limit of large $u .\left(M_{j k}\right.$ and $h_{j}$ may take complex values; $t$ is real; $u$ is a positive real number. ) Equation (1) can be written

$$
\begin{equation*}
\mathbf{h}^{\prime \prime}(t)+u^{2} \mathbf{M}(t) \mathbf{h}(t)=0 \tag{2}
\end{equation*}
$$

where $\mathbf{h}(t)$ is an $N$-component vector ( $\mathbf{h} \in \mathbb{C}^{N}$ ) and $\mathbf{M}(t)$ is an $N \times N$ matrix. Setting $\tau=u t$ converts the equation to

$$
\begin{equation*}
\frac{d^{2} \mathrm{~h}}{d \tau^{2}}+\mathrm{M}\left(\frac{\tau}{u}\right) \mathrm{h}(\tau)=0 . \tag{3}
\end{equation*}
$$

The problem of the limit of large $u$ in Eq. (2) is thus equivalent to the problem of the limit of slowly varying coefficients, or adiabatic limit, in an equation of the same form. The distinguishing feature of either limit is that the "wavelengths" characteristic of the solution are small compared to lengths characteristic of the variation of the coefficients. We use the word "adiabatic" to designate this particular sort of problem in asymptotic analysis.

When $N=1$, the familiar WKB approximation is valid up to terms which decrease as $u^{-1}$, provided the function $M(t)$ is twice differentiable and bounded away from zero。 Higher-order approximations, forming an asymptotic sequence with the WKB as first term, have been studied rigorously by Blumenthal ${ }^{1}$ and Olver. ${ }^{2}$ The results are summarized in Appendix A for the case that $M(t)$ is strictly positive. [In that appendix $M(t)$ is allowed to depend on $u$ and is denoted by $p(u, t)$.] Our aim is to derive similar expansions for systems of equations ( $N>1$ ).

A standard method of studying second-order differential equations is to pass to an equivalent system of (twice as many) first-order equations. Indeed, many of the results of this paper could be extracted from the extensive literature on the adiabatic problem for firstorder systems. (Especially relevant are the books of Feshchenko et al. ${ }^{3}$-discussed further in Appendix Band of Wasow. ${ }^{4}$ ) That approach is probably the most efficient for proving theorems on the existence and uniqueness of asymptotic expansions. From the point of
view of the physicist (or other user of applied mathematics), however, there are advantages, aesthetic and practical, in working with the second-order equations directly. The solutions and approximate solutions are more easily visualized-i. $e_{\rho}$, their qualitative features more profoundly appreciated-both because they are more intimately related to the original motivating problem, and because the space of the dependent variables has smaller dimension. Our formulas may appear complicated at first glance, but after close study they are seen to have a simple and elegant structure.

Only a special class of matrices $M$ will be considered here (generalizations being discussed briefly in Sec. 7):

Positivity condition: $\mathrm{M}(t)$ is a positive definite Hermitian matrix for each $t$. [Thus $\mathrm{M}(t)$ has an orthonormal complete set of eigenvectors, and the eigenvalues $p_{k}(t)$ are strictly positive.]

As in the one-dimensional case (Appendix A), the validity of the $m$ th order adiabatic approximation depends on differentiability of $\mathbf{M}(t)$ to a certain order. In fact, one is compelled to make a more cumbersome technical assumption, to the effect that the eigenvectors of $\mathbf{M}(t)$ at different values of $t$ are related to each other in a sufficiently differentiable way:

Smoothness condition (Lth order): There is a family of projection operators, $\left\{\mathrm{P}_{k}(t)\right\}(k=1,2, \ldots, K \leqslant N)$, such that: (1) $\sum_{k=1}^{K} \mathrm{P}_{k}(t)=1$ (the identity matrix); (2) each $\mathrm{P}_{k}(t)$ is the orthogonal projection ${ }^{5}$ onto a space of eigenvectors of $\mathrm{M}(t)$ with eigenvalue $p_{k}(t)$; (3) all the $\mathrm{P}_{k}(t)$ and $p_{k}(t)$ are differentiable $L$ times, and the $L$ th derivatives are at least bounded on the interval considered.

A simpler but stronger smoothness assumption ${ }^{6}$ is that $\mathrm{M}(t)$ is an analytic function of $t$ [i. e., each $M_{j k}(t)$ is analytic for $t$ in some neighborhood of the real axis $]_{\text {. In }}$ such a case the eigenvalues of $\mathbf{M}(t)$ are also analytic functions; since $M$ is Hermitian, these functions have no branch points at real $t$ values. ${ }^{7}$ As a consequence of analyticity, if two eigenvalues are distinct at one $t$, they remain distinct except possibly at isolated points of "crossing" (defined precisely in Sec. 6). Let $p_{k}(t)(k$ $=1, \ldots, K)$ be the distinct eigenvalues in this sense。 Then the corresponding $P_{k}(t)$, which are unambiguously defined except at the crossing points, are analytic, and they can be defined at the crossing points by analytic continuation.

The complications which can arise when $\mathbf{M}(t)$ is not analytic are discussed by Kato. ${ }^{8}$ The eigenvalues may
split and merge in a complicated way instead of simply crossing or touching．Also，the eigenprojections $\mathbf{P}_{k}(t)$ may be less smooth than the matrix elements of $M$ ，even discontinuous．It is the latter pathology which motivates our complicated statement of the smoothness condition． However，$L$ th order smoothness of $\mathbf{M}(t)$ implies that of $\mathbf{P}_{k}(t)$ except in the neighborhood of a point of crossing or splitting．${ }^{9}$

The adiabatic expansions constructed in this paper ap－ ply only when $p_{k}(t) \neq p_{k^{\prime}}(t)$ for all $t\left(k \neq k^{\prime}\right)$ ．LNote that any $p_{k}$ may be a degenerate（multiple）eigenvalue，provided that the degeneracy is＂permanent．＂$\}$ When two eigen－ values cross，a different method is needed，very much as at the turning points［zeros of $M(t)$ ］in the one－dimen－ sional problem．This situation is described in Sec．6， and a full treatment of the simplest special case will appear separately．${ }^{10}$

## 2．KATO＇S ADIABATIC TRANSFORMATION

If $\mathrm{M}(t)$ had eigenvectors which were independent of $t$ ， then an adiabatic expansion of a particular solution of Eq．（2）could be constructed by multiplying such an eigenvector by the one－dimensional adiabatic expansion （A3）with $p=p_{k}(t)$ ，the corresponding eigenvalue．In the general case，we shall find，as one would expect，that the $t$－dependent instantaneous eigenvectors of $\mathrm{M}(t)$ play an important role in the adiabatic expansion．But how are those eigenvectors to be specified uniquely？The phase of an eigenvector is always arbitrary，and when the eigenvalue is degenerate，there is even greater free－ dom in choosing an orthonormal set of eigenvectors．In the special case first mentioned，it would clearly be perverse to choose an eigenvector with（for instance） a $t$－dependent phase，when a constant vector is available． In general，however，there seems at first glance to be no natural way to choose the eigenvectors．

Nevertheless，there is a very useful way to specify a canonical set of orthonormal eigenvectors at each $t$ in terms of an arbitrary set given at an initial value of $t$ ． This procedure was introduced by Kato in the study of the adiabatic problem in quantum mechanics ${ }^{11}$ and treat－ ed in detail in his book on perturbation theory．${ }^{12}$ The eigenvectors for a general $t$ are related to those for the initial value，$t=c$ ，by an operator $\mathrm{U}(t)$ ，the Kato adia－ batic transformation：

$$
\begin{equation*}
\mathrm{a}(t)=\mathbf{U}(t) \mathbf{a}(c) \tag{4}
\end{equation*}
$$

The guiding principle behind the definition of $\mathrm{U}(t)$ is that as $t$ varies，the eigenvectors should change only in a minimal manner；specifically，that the derivative of an eigenvector should contain no component parallel to the vector itself［see Eq．（9）］．In Sec． 3 this condition will arise naturally in our heuristic derivation of the adia－ batic expansions．The appearance of Kato＇s transfor－ mation in the approximate solutions is the most distinc－ tive feature of our approach to the adiabatic analysis of coupled equations．
Before giving a formal definition of the Kato transfor－ mation，we review some properties of projection oper－ ators．A projection is an operator $\mathbf{P}$ satisfying $\mathbf{P}^{2}=\mathbf{P}$ ． It is intimately associated with a certain subspace，its range $\mathbf{P} \mathbb{T}^{N}$ 。If $\mathbf{a}$ is a vector in $\mathbf{P d}^{N}$ ，then $\mathrm{Pa}=\mathrm{a} . \mathbf{P}$ is
called onthogonal if it annihilates the vectors orthogonal to $\mathbf{P C}^{N}$ ：

$$
\begin{equation*}
\mathrm{Pa}=0 \text { if } \mathrm{a} \in\left(\mathrm{PC}^{N}\right)^{\perp} . \tag{5}
\end{equation*}
$$

A projection is orthogonal if and only if it is Hermitian，
If $\left\{\mathbf{P}_{k}\right\}$ are the eigenprojections of $\mathbf{M}$（see the smooth－ ness condition，Sec．1），and if $\mathrm{DMD}^{-1}$ is a diagonal ma－ trix，then each $D P_{k} D^{-1}$ is a diagonal matrix with $1^{\prime} s$ and 0 ＇$s$ on the diagonal．Some readers may find it helpful to re－express various statements of this paper in terms of such a diagonal representation of M and the P ＇ S 。In fact，we shall see that $\mathrm{U}(t)^{-1}$ can be regarded as a $t$－ dependent diagonalizing transformation in a representa－ tion where $\mathbf{M}(c)$ is diagonal．

If $\left\{\mathbf{e}_{k}^{(j)}\right\}\left(j=1,2, \ldots, N_{k} \equiv \operatorname{dim} \mathbf{P}_{k} \mathbb{C}^{N}\right)$ is an orthonormal basis for the eigenvectors of eigenvalue $p_{k}$ ，then in the notation common in quantum mechanics one has

$$
\begin{equation*}
\mathrm{P}_{k}=\sum_{j=1}^{N_{k}}\left|\mathrm{e}_{k}^{(j)}\right\rangle\left\langle\mathrm{e}_{k}^{(j)}\right| . \tag{6}
\end{equation*}
$$

For examples of eigenprojections in explicit matrix no－ tation see the beginning of Sec． $4 . P_{k}$ is an intrinsic， uniquely defined object，independent of the particular choice of the complete orthonormal set $\left\{\mathrm{e}_{k}^{(j)}\right\}$ ；this is one of the advantages of working in terms of eigenprojec－ tions．Nevertheless，even when one avoids choosing a particular basis，Kato＇s transformation $\mathrm{U}(t)$ still is de－ fined，as an abstract operator，and is important，

For clarity we shall define $\mathbf{U}(t)$ first as a transforma－ tion of eigenvectors，in accord with the motivation given at the beginning of this section，and later characterize it more abstractly。Let $\mathbf{M}(t), p_{k}(t)$ ，and $P_{k}(t)$ be as de－ scribed in the positivity and smoothness conditions of Sec．1．For a particular $k$ let a vector $\mathrm{a}_{0}$（independent of $t)$ satisfy $\mathrm{M}(c) \mathrm{a}_{0}=p_{k}(c) \mathrm{a}_{0}$［equivalently， $\mathrm{P}_{k}(c) \mathrm{a}_{0}=\mathrm{a}_{0}$ ］， Then a $(t)$ ，defined by

$$
\begin{equation*}
\mathrm{a}^{\prime}(t)=\mathbf{P}_{k}^{\prime}(t) \mathrm{a}(t) \text { and } \mathrm{a}(c)=\mathrm{a}_{0} \tag{7}
\end{equation*}
$$

（where the primes denote differentiation），satisfies

$$
\begin{equation*}
\mathbf{M}(t) \mathbf{a}(t)=p_{k}(t) \mathbf{a}(t) \quad\left[\mathbf{i}_{\circ} \mathrm{e}_{\circ}, \mathbf{P}_{k}(t) \mathbf{a}(t)=\mathrm{a}(t)\right] \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{P}_{k}(t) \mathrm{a}^{\prime}(t)=0 . \tag{9}
\end{equation*}
$$

Proof： $\mathbf{P}^{2}=\mathbf{P}$ implies $\mathbf{P P}^{\prime}+\mathbf{P}^{\prime} \mathbf{P}=\mathbf{P}^{\prime}$ ，which implies $P^{\prime} \mathbf{P}=0$ and $P P^{\prime} a=P^{\prime} a-P^{\prime} \mathbf{P a}$ ．Let $\mathbf{w}=\mathbf{P a}$ ．Then one has $\mathbf{w}(c)=\mathrm{a}_{0}$ and $\mathrm{w}^{\prime}=\mathrm{P}^{\prime} \mathrm{a}+\mathrm{Pa}^{\prime}=\mathrm{P}^{\prime} \mathrm{a}+\mathrm{PP}^{\prime} \mathrm{a}=2 \mathrm{P}^{\prime} \mathrm{a}-\mathrm{P}^{\prime} \mathrm{Pa}$ $=2 a^{\prime}-P^{\prime} w$ ；these two equations form a first－order ini－ tial－value problem for w which is satisfied by a itself． Therefore，by the standard uniqueness theorem，$a=w$ $=\mathbf{P a}$ ．Moreover，it follows that $\mathrm{Pa}^{\prime}=\mathbf{P} \mathbf{P}^{\prime} \mathbf{a}=\mathbf{P} \mathbf{P}^{\prime} \mathbf{P a}=0$ ．

This construction can be applied to all the eigenvec－ tors of $\mathbf{M}$ and extended by linearity to the whole vector space $\mathbb{C}^{N}$ ，thereby defining a linear operator $U(t)[E q$ ． （4）］．This operator，the Kato transformation，has the properties

$$
\begin{align*}
& \mathrm{U}(t) \mathbf{P}_{k}(c) \mathrm{U}(t)^{-1}=\mathbf{P}_{k}(t) \text { for all } k,  \tag{10}\\
& \mathbf{P}_{k}(t) \mathrm{U}^{\prime}(t) \mathbf{P}_{k}(c)=0 \text { for all } k,  \tag{11}\\
& \mathrm{U}(c)=1, \tag{12}
\end{align*}
$$

$$
\begin{equation*}
\mathbf{U}^{\prime}(t)=\sum_{k=1}^{K} \mathbf{P}_{k}^{\prime}(t) \mathbf{P}_{k}(t) \mathbf{U}(t) \equiv \mathbf{Q}(t) \mathbf{U}(t) . \tag{13}
\end{equation*}
$$

［Equations（12）and（13）can serve as a definition of $U$ 。 Equations（10）and（11）express the fundamental prop－ erties（8）and（9）of an a satisfying Eq。（4）。］Further－ more，$U$ is unitary（when $\mathbf{M}$ is Hermitian，as assumed here）．If D diagonalizes $\mathrm{M}(c)$［i．e．， $\mathrm{DM}(c) \mathrm{D}^{-1}$ is dia－ gonal］，then $\mathrm{DU}(t)^{-1}$ diagonalizes $\mathrm{M}(t)$ ．

In the absence of degeneracy，the Kato transformation can be written down explicitly．If the eigenvalue $p_{k}$ is not degenerate，then a normalized eigenvector a $(t)$ is al－ ready determined up to phase．The proper phase is found as follows．Let $\mathrm{e}(t)$ be an arbitrary differentiable nor－ malized eigenvector of $\mathrm{M}(t)$ with $\mathrm{e}(c)=\mathrm{a}_{0}$ ，and let

$$
\begin{equation*}
\mathrm{a}(t)=\exp (i \theta(t)) \mathrm{e}(t) . \tag{14}
\end{equation*}
$$

By Eq．（9）the scalar product（e $\left.(t), \mathrm{a}^{\prime}(t)\right)=\left(\mathrm{P}_{\mathrm{k}}(t) \mathrm{e}(t)\right.$ ， $\mathrm{a}^{\prime}(t)$ ）must vanish．（ $\mathrm{P}_{k}$ is Hermitian since M is）．Differ－ entiating Eq．（14），one therefore obtains $\theta^{\prime}(t)=i(\mathrm{e}(t)$ ， $\mathrm{e}^{\prime}(t)$ ），or

$$
\begin{equation*}
\theta(t)=i \int_{c}^{t} d t^{\prime}\left(\mathrm{e}\left(t^{\prime}\right), \mathrm{e}^{\prime}\left(t^{\prime}\right)\right) \tag{15}
\end{equation*}
$$

Thus the action of $\mathbf{U}(t)$ on a nondegenerate eigenvector has been determined．For a（permanently）multiple eigenvalue one must solve a system of coupled first－ order equations．

Note that the possibility of crossing of eigenvalues of $\mathbf{M}(t)$ is irrelevant to the construction of the Kato trans－ formation，as long as the smoothness condition is satis－ fied by the eigenprojections to order $L \geqslant 1$ ．In fact，the Kato transformation is determined by the system of eigenprojections and has nothing to do with the eigen－ values at all．

## 3．CALCULATION OF COEFFICIENTS

It is a natural conjecture that for each eigenvalue $p_{k}(t)$ there exist solutions of Eq．（2）which possess adia－ batic expansions analogous to Eq．（A3）：

$$
\begin{gather*}
\mathrm{h}^{ \pm}(t)=p_{k}^{-1 / 4}(t) \exp \left[ \pm i u \int_{c}^{t} p_{k}^{1 / 2}\left(t^{\prime}\right) d t^{\prime}\right] \\
\times \sum_{s=0}^{m}( \pm i u)^{-s} \mathrm{a}_{s}^{ \pm}(t)+O\left(u^{-(m+1)}\right), \tag{16}
\end{gather*}
$$

where the $\mathrm{a}_{s}^{ \pm}$are now vectors and $\mathrm{Ma}_{0}^{ \pm}=p_{k} \mathrm{a}_{0}^{ \pm}$．（We shall omit the indices $k$ and $\pm$ and the argument $t$ whenever there is no chance of confusion．A prime will denote dif－ ferentiation with respect to $t$ ．）Let us determine the co－ efficients $a_{s}$ formally，postponing the question of validity of the expansion to Sec． 5.

Substituting the conjectured expansion（16）into Eq．（2） ［see Eq．（52）below］yields，order by order，the equations

$$
\begin{align*}
& (\mathrm{M}-p) \mathrm{a}_{0}=0,  \tag{17}\\
& (\mathrm{M}-p) \mathrm{a}_{1}=2 p^{1 / 2} \mathrm{a}_{0}^{\prime},  \tag{18}\\
& (\mathrm{M}-p) \mathrm{a}_{s+2}=2 p^{1 / 2} \mathrm{a}_{S+1}^{\prime}+p^{1 / 2} \frac{d}{d t}\left(p^{-1 / 2} \mathrm{a}_{s}^{\prime}\right)-p f \mathrm{a}_{s}, \tag{19}
\end{align*}
$$

where
$f=f_{k}(t)=\frac{1}{4} p^{-3 / 4} \frac{d}{d t}\left(p^{-5 / 4} p^{\prime}\right)$

$$
\begin{equation*}
=\frac{p^{\prime \prime}}{4 p^{2}}-\frac{5\left(p^{\prime}\right)^{2}}{16 p^{3}} \tag{20}
\end{equation*}
$$

Equation（17）says that $a_{0}$ is indeed an eigenvector in $H=H_{k}(t) \equiv \mathrm{P}_{k}(t) \mathbb{C}^{N}$ ．Denote by $H^{1}$ the orthogonal comple－ ment of this subspace；every vector can be decomposed as

$$
\mathbf{a}=\mathbf{P}(t) \mathbf{a}+\mathrm{a}^{\perp}(t), \quad \mathbf{P a} \in H, \mathbf{a}^{\perp} \in H^{\perp} .
$$

We have

$$
\begin{equation*}
\mathrm{a}_{0}^{\perp}=0 . \tag{21}
\end{equation*}
$$

Equation（18）can be divided into two equations by oper－ ating on both sides with $P$ and with $1-P$ ．

$$
\begin{align*}
& \mathrm{P}\left(\mathrm{a}_{0}^{\prime}\right)=0,  \tag{22}\\
& \mathrm{a}_{1}^{\perp}=(\mathrm{M}-p)^{-1} 2 p^{1 / 2}\left(\mathrm{a}_{0}^{\prime}\right)^{1} \tag{23}
\end{align*}
$$

The second of these equations makes sense at any $t$ at which $p$ is distinct from all the other eigenvalues，since $(\mathrm{M}-p)^{-1}$ is then a well－defined operator in $H^{\perp}$ ．（That is， ＂crossing＂is excluded from the present discussion．）In the same way，Eq．（19）for each $s$ yields a recursive formula for $\mathbf{P}\left(\mathrm{a}_{s+1}^{\prime}\right)$ and one for $\mathrm{a}_{s+2}^{\perp}$ ．When $N=1$ ，Eqs． （A4）are recovered．

The perpendicular part of each coefficient， $\mathrm{a}_{s}^{\perp}$ ，is thus completely determined when the coefficients for all smaller $s$ are known．To complete the recursive deter－ mination of the coefficient，therefore，it remains to de－ termine the parallel part， $\mathrm{Pa}_{s}$ ，using the known expres－ sion for $P\left(a_{s}^{\prime}\right)$ ．Since

$$
\begin{equation*}
\mathbf{P}\left(\mathrm{a}_{s}^{\prime}\right)=\mathbf{P}\left[\left(\mathrm{Pa}_{s}\right)^{\prime}\right]+\mathbf{P}\left[\left(\mathrm{a}_{s}^{1}\right)^{\prime}\right] \tag{24}
\end{equation*}
$$

and the latter term is known，the problem is to solve for a vector（namely，$b \equiv \mathrm{~Pa}_{s}$ ）which at all times lies in the $t$－dependent space $H$ ，when that portion of its derivative which lies in $H$ is prescribed．When this＂parallel deri－ vative＂is zero，as is the case for $s=0$ ，the solution is given by the Kato adiabatic transform of an initial value：

$$
\mathrm{b}(t)=\mathbf{U}(t) \mathrm{b}(c)
$$

Indeed， U is designed precisely to guarantee properties （17）and（22）［cf．Eqs．（8）and（9）］．To solve the more general problem where $P\left(b^{\prime}\right)$ is a prescribed function of $t$ ，we write

$$
\begin{equation*}
\mathrm{b}(t)=\mathrm{U}(t) \hat{\mathrm{a}}(t) \quad\left(\mathrm{b} \equiv \mathrm{~Pa}_{s}\right), \tag{25}
\end{equation*}
$$

where $\hat{\mathbf{a}}(t)$ is in $H(c)$ and $\hat{\mathbf{a}}(c)=\mathrm{b}(c)$ ．Then $\mathbf{P}\left(\mathrm{b}^{\prime}\right)$
$=\mathbf{P U} \mathbf{U}^{\prime}(c) \hat{\mathbf{a}}+\mathbf{P U} \hat{a}^{\prime}=\mathbf{U P}(c) \hat{a}^{\prime}=\mathbf{U}\left(\hat{a}^{\prime}\right)$ ，where EqS。（11）and （10）have been used．Hence one has

$$
\begin{equation*}
\hat{\mathbf{a}}(t)=\int_{c}^{t} d t^{\prime} \mathrm{U}\left(t^{\prime}\right)^{-1} \mathrm{P}\left(t^{\prime}\right) \mathbf{b}^{\prime}\left(t^{\prime}\right)+\hat{\mathrm{a}}(c) \tag{26}
\end{equation*}
$$

In particular，from Eq．（24）with $s=1$ and the paral－ lel part of Eq．（19）with $s=0$ one obtains［using Eqs． （17）and（22）］

$$
\begin{equation*}
\mathrm{P}\left[\left(\mathrm{~Pa}_{1}\right)^{\prime}\right]=-\mathrm{P}\left[\left(\mathrm{a}_{1}^{1}\right)^{\prime}\right]+\frac{1}{2}\left[p^{1 / 2} f \mathrm{a}_{0}-p^{-1 / 2} \mathbf{P}\left(\mathrm{a}_{0}^{\prime \prime}\right)\right], \tag{27}
\end{equation*}
$$

where $\mathrm{a}_{1}^{1}$ is given by Eq．（23）．One then finds $P \mathrm{a}_{1}$ by substituting into Eqs．（25）and（26）．

When（as in the example in Sec．4）a calculation is done in terms of a particular $t$－dependent basis of eigen－ vectors satisfying Eq．（4），the effect of the $\mathbf{U}$ operators in Eqs．（25）and（26）will be simply to move the basis vectors outside of the integral［see，e．g．，Eq．（42）］．

The only nonmechanical part of this construction is finding $\mathrm{U}(t)$ ．For a given $p_{k}$ only the part of $\mathrm{U}(t)$ that maps $H_{k}(c)$ onto $H_{k}(t)$ is needed．The differential equa－ tions defining it［Eqs．（13）or（7）］reduce，once the pure－ ly algebraic task of finding a complete set of eigenvec－ tors for $\mathbf{M}(t)$ has been completed，to a set of coupled equations， $\operatorname{dim} H_{k}$ in number，which can often be solved by inspection．In particular，when $p_{k}$ is not degenerate only a quadrature is required［EqS。（14）and（15）］．

The general solution of Eq．（2）is

$$
\begin{equation*}
\mathrm{h}(t)=\sum_{k=1}^{K}\left[{ }^{k} \mathrm{~h}^{*}(t)+{ }^{k} \mathrm{~h}^{-}(t)\right], \tag{28}
\end{equation*}
$$

where the ${ }^{k} h^{ \pm}$have the form（16）（ $a_{s}^{\star}$ now carrying an ad－ ditional index，$k$ ，which we shall write as a superscript on the left）．The still undetermined initial values $P_{k}(c)\left[{ }^{[ } a_{s}^{\ddagger}(c)\right]$ can be fixed by matching given initial values of $\mathrm{h}(c)$ and $u^{-1} h^{\prime}(c)$［treated as of order $\left.O\left(u^{0}\right)\right]$ up through order $u^{-m}$ ，just as in Appendix A．

## 4．AN EXAMPLE

Let

$$
\begin{equation*}
C=\cos t, \quad S=\sin t \tag{29}
\end{equation*}
$$

and consider

$$
\mathbf{M}(t)=\left[\begin{array}{ccc}
t & 0 & 0  \tag{30}\\
0 t C^{2}+S^{2} & (t-1) C S \\
0(t-1) C S & t S^{2}+C^{2}
\end{array}\right]
$$

which is analytic and satisfies the positivity condition when $0<t<\infty$ ．In the usual way one finds that $M$ has the eigenvalues

$$
\begin{equation*}
p_{1}=i(\text { double }) \text { and } p_{2}=1 \tag{31}
\end{equation*}
$$

An orthonormal basis of eigenvectors is

$$
\mathrm{e}_{1}^{(1)}=\left[\begin{array}{c}
1  \tag{32}\\
0 \\
0
\end{array}\right], \quad \mathrm{e}_{1}^{(2)}=\left[\begin{array}{l}
0 \\
C \\
S
\end{array}\right], \quad \mathbf{e}_{2}=\left[\begin{array}{c}
0 \\
-S \\
C
\end{array}\right] .
$$

Hence one has

$$
\mathbf{P}_{1}=\left[\begin{array}{ccc}
1 & 0 & 0  \tag{33}\\
0 & C^{2} & C S \\
0 & C S & S^{2}
\end{array}\right], \quad \mathbf{P}_{2}=\left[\begin{array}{ccc}
0 & & 0 \\
0 & S^{2} & -C S \\
0 & -C S & C^{2}
\end{array}\right],
$$

and also

$$
\begin{equation*}
e_{1}^{(1) \prime}=0, \quad e_{1}^{(2) \prime}=e_{2}, \quad e_{2}^{\prime}=-e_{1}^{(2)} \tag{34}
\end{equation*}
$$

It follows that the vectors（32）all satisfy Eq．（7）without further adjustment．If we choose as the initial point

$$
\begin{equation*}
c=\pi \tag{35}
\end{equation*}
$$

then the operator which maps $\mathrm{e}_{1}^{(1)}(\pi)$ onto $\mathrm{e}_{1}^{(1)}(t)$ ，etc．， is

$$
\mathrm{U}=\left[\begin{array}{ccc}
1 & 0 & 0  \tag{36}\\
0 & -C & S \\
0 & -S & -C
\end{array}\right]
$$

［which indeed satisfies Eqs．（12）and（13）］。

Let us find the first two terms of the adiabatic expan－ sion of a solution of the ${ }^{1} h^{+}$type for $t>1$ ．Equation（16） becomes

$$
\begin{align*}
{ }^{1} \mathrm{~h}^{+}= & t^{-1 / 4} \exp \left[\frac{2}{3} i u\left(t^{3 / 2}-\pi^{3 / 2}\right)\right]\left[{ }^{1} \mathrm{a}_{0}^{+}+(i u)^{-1}{ }^{1} \mathrm{a}_{1}^{+}\right] \\
& +O\left(u^{-2}\right) \tag{37}
\end{align*}
$$

From Eq．（21）we know that

$$
\begin{equation*}
{ }^{1} \mathrm{a}_{0}^{+}(t)=\zeta_{1}^{+} \mathrm{e}_{1}^{(1)}(t)+\zeta_{2}^{+} \mathrm{e}_{1}^{(2)}(t) \tag{38}
\end{equation*}
$$

$\zeta_{1}^{*}$ and $\zeta_{2}^{+}$are independent of $t$ ，because the $t$ development of $a_{0}(t)$ is given entirely by the Kato transformation $U(t)$ ［see Eqs．（22），（25），and（26）］．We then have（omitting the index + ）

$$
\begin{equation*}
\mathrm{a}_{0}^{\prime}=\mathrm{a}_{0}^{\prime \perp}=\zeta_{2} \mathrm{e}_{2} \tag{39}
\end{equation*}
$$

Thus，by Eq。（23），

$$
\begin{equation*}
\mathrm{a}_{1}^{1}=2 t^{1 / 2}(1-t)^{-1} \zeta_{2} \mathrm{e}_{2} . \tag{40}
\end{equation*}
$$

Equation（27）now yields

$$
\begin{align*}
\mathrm{P}_{1}\left[\left(\mathrm{P}_{1} \mathrm{a}_{1}\right)^{\prime}\right]= & 2 t^{1 / 2}(1-t)^{-1} \zeta_{2} \mathrm{e}_{1}^{(2)} \\
& +\frac{1}{2} t^{-1 / 2} \zeta_{2} \mathrm{e}_{1}^{(2)}-\frac{5}{32} t^{-5 / 2} \mathrm{a}_{0} \tag{41}
\end{align*}
$$

So，by Eqs。（25）and（26），we have
$\mathbf{P}_{1} \mathrm{a}_{\mathbf{1}}=\mathbf{U}(t) \hat{\mathrm{a}}_{1}(c)+F(t) \zeta_{2} \mathrm{e}_{1}^{(2)}+(5 / 48)\left(t^{-3 / 2}-\pi^{-3 / 2}\right) \mathrm{a}_{0}$
where

$$
\begin{equation*}
F(t)=\frac{1}{2} \int_{\pi}^{t} d t^{\prime}\left(t^{\prime}\right)^{-1 / 2}\left(1-t^{\prime}\right)^{-1}\left(1+3 t^{\prime}\right) \tag{43}
\end{equation*}
$$

In analogy to Eq．（38）， $\mathrm{U}(t) \hat{\mathrm{a}}_{1}(c)$ can be written

$$
\begin{equation*}
\mathrm{U}(t)^{1} \hat{\mathrm{a}}_{1}^{+}(c)=\eta_{1}^{*} \mathrm{e}_{1}^{(1)}+\eta_{2}^{+} \mathrm{e}_{1}^{(2)} \tag{44}
\end{equation*}
$$

Finally，we assemble the desired approximation（sup－ pressing the $t$ dependence of all the vectors）：

$$
\begin{align*}
{ }^{1} \mathrm{~h}^{+} & =t^{-1 / 4} \exp \left[\frac{2}{3} i u\left(t^{3 / 2}-\pi^{3 / 2}\right)\right]\left\{1_{0}^{+}\right. \\
& +(i u)^{-1}\left[\eta_{1}^{+} \mathrm{e}_{1}^{(1)}+\eta_{2}^{+} \mathrm{e}_{1}^{(2)}+F(t) \xi_{2}^{+} \mathrm{e}_{1}^{(2)}\right. \\
& \left.\left.+(5 / 48)\left(t^{-3 / 2}-\pi^{-3 / 2}\right)^{1} \mathrm{a}_{0}^{+}+2 t^{1 / 2}(1-t)^{-1} \xi_{2}^{+} \mathrm{e}_{2}\right]\right\} \\
& +O\left(u^{-2}\right), \tag{45}
\end{align*}
$$

where ${ }^{1} \mathrm{a}_{0}^{+}$is given in Eq．（38）．
Similarly，one finds

$$
\begin{align*}
{ }^{2} \mathrm{~h}^{+}= & \exp [i u(t-\pi)]\left\{\zeta_{0}^{+} \mathrm{e}_{2}+(i u)^{-1}\left[\eta_{0}^{+} \mathrm{e}_{2}+G(t) \zeta_{0}^{+} \mathrm{e}_{2}\right.\right. \\
& \left.\left.-2(t-1)^{-1} \zeta_{0}^{+} \mathrm{e}_{1}^{(2)}\right]\right\}+O\left(u^{-2}\right), \tag{46}
\end{align*}
$$

where

$$
\begin{equation*}
G(t)=\frac{1}{2} \int_{\pi}^{t} d t^{\prime}\left(t^{\prime}-1\right)^{-1}\left(3+t^{\prime}\right) \tag{47}
\end{equation*}
$$

and $\zeta_{0}^{+}$and $\eta_{0}^{+}$are arbitrary constants．The expressions for ${ }^{1} h^{-}$and ${ }^{2} h^{-}$are the same except for the sign of $i u$ ， with different coefficients，$\zeta_{j}^{-}$and $\eta_{j}^{-}$．

The solution of the form（28）which satisfies

$$
\begin{align*}
& \mathrm{h}(\pi)=\pi^{-1 / 4} \mathrm{e}_{1}^{(2)}(\pi)+O\left(u^{-2}\right), \\
& \mathrm{h}^{\prime}(\pi)=i u \pi^{1 / 4} \mathrm{e}_{1}^{(2)}(\pi)+O\left(u^{-1}\right) \tag{48}
\end{align*}
$$

is found to be

$$
\begin{aligned}
\mathrm{h}(t) & =t^{-1 / 4} \exp \left[\frac{2}{3} i u\left(t^{3 / 2}-\pi^{3 / 2}\right)\right]\left\{\mathrm{e}_{1}^{(2)}+(i u)^{-1}\right. \\
& \times\left[\frac{1}{8} \pi^{-3 / 2} \mathrm{e}_{1}^{(2)}+F(t) \mathrm{e}_{1}^{(2)}\right. \\
& \left.\left.+(5 / 48)\left(t^{-3 / 2}-\pi^{-3 / 2}\right) \mathrm{e}_{1}^{(2)}+2 t^{1 / 2}(1-t)^{-1} \mathrm{e}_{2}\right]\right\}
\end{aligned}
$$

$$
\begin{align*}
& +t^{-1 / 4} \exp \left[-\frac{2}{3} i u\left(t^{3 / 2}-\pi^{3 / 2}\right)\right](-i u)^{-1 \frac{1}{8} \pi^{-3 / 2}} \mathrm{e}_{1}^{(2)} \\
& +\exp [i u(t-\pi)](i u)^{-1}\left[\frac{1}{2} \pi^{-1 / 4}(\pi+1)+\pi^{1 / 4}\right](\pi-1)^{-1} \mathrm{e}_{2} \\
& +\exp [-i u(t-\pi)](-i u)^{-1}\left[\frac{1}{2} \pi^{-1 / 4}(\pi+1)-\pi^{1 / 4}\right](\pi-1)^{-1} \mathrm{e}_{2} \\
& +O\left(u^{-2}\right) \tag{49}
\end{align*}
$$

Note that terms proportional to $\mathrm{e}_{2}$ enter in the order $u^{-1}$ ，despite the＂pure $e_{1}^{(2) "}$ initial conditions（48）．

Equation（49）is valid only on closed intervals which lie to the right of the point $t=1$ ，where the eigenvalues cross．On closed subintervals between $t=0$ and $t=1$ the solutions have expansions of the same form as Eqs．（45） and（46），of course；to determine the coefficients（anal－ ogous to $\zeta_{j}^{ \pm}, \eta_{j}^{ \pm}$）corresponding to the solution satisfying Eq．（48）requires investigation of the behavior of that solution near $t=1$（see Sec． 6 and Ref．10）．

## 5．PROOF THAT THE SERIES IS ASYMPTOTIC

We shall now establish to what order $L$ the smooth－ ness condition（Sec．1）must be satisfied in order that the error term in Eq．（16）really be of order $u^{-(m+1)}$ ．

Theorem：Let $p(t)=p_{k}(t)$ ，one of the eigenvalues of a matrix function $\mathbf{M}(t)$ which satisfies the positivity condi－ tion，let $j= \pm i$ ，and let

$$
\begin{equation*}
\mathrm{h}_{m}(t)=p^{-1 / 4} \exp \left[j u \int_{c}^{t} p^{1 / 2}\left(t^{\prime}\right) d t^{\prime}\right] \sum_{s=0}^{m}(j u)^{-s} \mathrm{a}_{s}(t) \tag{50}
\end{equation*}
$$

where the coefficients satisfy Eqs．（17）－（20）．Here $t$ varies in a closed interval containing $c$ and containing no point of crossing of the eigenvalues．Let $h(t)$ be the solution of Eq。（2）such that $\mathrm{h}(c)=\mathrm{h}_{m}(c), \mathrm{h}^{\prime}(c)=h_{m}^{\prime}(c)$ ． Then if M satisfies the $L$ th－order smoothness condition with $L=m+3$ ，the error $\mathbf{Z}_{m}$ in the approximation，

$$
\begin{equation*}
\mathrm{Z}_{m} \equiv \mathrm{~h}-\mathrm{h}_{m}, \tag{51}
\end{equation*}
$$

is $O\left(u^{-(m+1)}\right.$ ）（i．e．，$u^{m+1}\left\|Z_{m}\right\|$ is bounded as $u \rightarrow \infty$ ，where II II denotes the Hilbert－space norm or 2 －norm）．The same statement holds for $u^{-1}\left(\mathrm{~h}^{\prime}-\mathrm{h}_{m}^{\prime}\right)$［cf．Eq．（A7）］．

We begin the proof by finding a differential equation satisfied by $Z_{m}$ ．One calculates that

$$
\begin{align*}
\mathbf{h}_{m}^{\prime \prime}+ & u^{2} \mathbf{M h}_{m} \\
= & \exp \left(j u \int_{c}^{t} p^{1 / 2}\left(t^{\prime}\right) d t^{\prime}\right)\left(p^{3 / 4} \sum_{s=-2}^{m-2}(j u)^{-s} \mathrm{a}_{s+2}\right. \\
& +2 p^{1 / 4} \sum_{s=-1}^{m-1}(j u)^{-s} \mathrm{a}_{s+1}^{\prime}-f p^{3 / 4} \sum_{s=0}^{m}(j u)^{-s} \mathrm{a}_{s} \\
& -\frac{1}{2} p^{-5 / 4} p^{\prime} \sum_{s=0}^{m}(j u)^{-s} \mathrm{a}_{s}^{\prime} \\
& \left.+p^{-1 / 4} \sum_{s=0}^{m}(j u)^{-s} \mathrm{a}_{s}^{\prime \prime}-p^{-1 / 4} \sum_{s=-2}^{m-1}(j u)^{-s} \mathrm{Ma}_{s+2}\right) . \tag{52}
\end{align*}
$$

The $\mathrm{a}_{s}$ are constructed so that the lower－order terms cancel；using Eqs．（17）－（20）up to $s=m-1$ ，one reduces Eq．（52）to

$$
\begin{aligned}
\mathbf{h}_{m}^{\prime \prime}+ & u^{2} \mathbf{M h}_{m} \\
= & \exp \left(j u \int_{c}^{t} p^{1 / 2}\left(t^{\prime}\right) d t^{\prime}\right) \\
& \times\left\{(j u)^{-\left(m^{-1}\right)} p^{-1 / 4}(\mathrm{M}-p) \mathbf{a}_{m+1}\right. \\
& \left.+(j u)^{-m} p^{-1 / 4}\left(\mathbf{a}_{m}^{\prime \prime}-\frac{1}{2} p^{-1} p^{\prime} \mathrm{a}_{m}^{\prime}-f p \mathrm{a}_{m}\right)\right\} \\
\equiv & \exp \left(j u \int_{c}^{t} p^{1 / 2}\left(t^{\prime}\right) d t^{\prime}\right)
\end{aligned}
$$

$$
\begin{align*}
& \times\left[(j u)^{-(m-1)} \mathrm{g}_{m}^{(1)}(t)+(j u)^{-m} \mathrm{~g}_{m}^{(0)}(t)\right] \\
\equiv & -\mathrm{g}_{m}(u, t) . \tag{53}
\end{align*}
$$

Hence one has

$$
\begin{equation*}
\mathbf{Z}_{m}^{\prime \prime}+u^{2} \mathbf{M Z}_{m}=\mathbf{g}_{m}, \quad \mathbf{Z}(c)=\mathbf{Z}^{\prime}(c)=0 \tag{54}
\end{equation*}
$$

Since the construction of $\mathrm{a}_{s}^{\prime}$［according to Eqs。（17）－（20）， （25）－（26），and（13）］requires derivatives of the $p$＇$s$ and p＇s of order $s+1, g_{m}$ involves derivatives of order $m$ +2 ．The term in Eq。（53）proportional to $u^{-\left(m^{-1)}\right.}$（absent in the one－dimensional case treated in Refs． 1 and 2） will eventually force us to increase by 1 the order of differentiability assumed．

The solution of Eq．（54）may be represented in the form

$$
\begin{equation*}
\mathrm{Z}_{m}(t)=\frac{1}{u} \int_{c}^{t} d t^{\prime} \mathrm{G}\left(t, t^{\prime}\right) \mathrm{g}_{m}\left(t^{\prime}\right) \tag{55}
\end{equation*}
$$

where $G$ is a matrix defined by

$$
\begin{align*}
& \frac{\partial^{2}}{\partial t^{2}} \mathbf{G}\left(t, t^{\prime}\right)+u^{2} \mathbf{M}(t) \mathbf{G}\left(t, t^{\prime}\right)=0  \tag{56}\\
& \mathrm{G}(t, t)=0,\left.\quad \frac{\partial}{\partial t} \mathbf{G}\left(t, t^{\prime}\right)\right|_{t z t^{\prime}}=u 1 \tag{57}
\end{align*}
$$

We have

$$
\begin{equation*}
\mathrm{Z}_{m}^{\prime}(t)=\frac{1}{u} \int_{c}^{t} d t^{\prime} \frac{\partial}{\partial t} \mathrm{G}\left(t, t^{\prime}\right) \mathrm{g}_{m}\left(t^{\prime}\right) \tag{58}
\end{equation*}
$$

If the operator norms $\left\|\mathbf{G}\left(t, t^{\prime}\right)\right\|$ and $u^{-\mathbf{1}}\|\partial \mathbf{G} / \partial t\|$ have up－ per bounds independent of $u$ ，one finds immediately that $Z_{m}=O\left(u^{-m}\right)$ and $u^{-1} Z_{m}^{\prime}=O\left(u^{-m}\right)$ ．To prove that these error terms are $O\left(u^{-(m+1)}\right)$ ，we must let $L=m+3$ and use the above argument for $\mathbf{Z}_{m+1}$ ；then combining the $u^{-(m+1)}$ term in $h_{m+1}$ with $Z_{m+1}$ yields the desired result．

To show that $\mathbf{G}$ and $\partial \mathbf{G} / \partial t$ behave as desired，we note that G satisfies a matrix version of Eq．（2）and hence possesses a formal expansion of the type we are study－ ing．Let $\left\{d_{i}(t)\right\}(i=1, \ldots, N)$ be a basis of eigenvectors of $\mathbf{M}(t)$ with the Kato $t$ dependence［Eq．（4）］．Denote the corresponding eigenvalues by $p_{i}(t)$ ．（In the present con－ text $p$＇s with distinct indices may coincide．）Incorporat－ ing the initial conditions（57），we find that $G$ has the form

$$
\begin{align*}
& \mathrm{G}\left(t, t^{\prime}\right)=\sum_{i=1}^{N} \sin \left(u \int_{t^{\prime}}^{t} p_{i}\left(t^{\prime \prime}\right)^{1 / 2} d t^{\prime \prime}\right) \\
& \quad \times\left[p_{i}(t)^{-1 / 4} \mathrm{~d}_{i}(t) \otimes \mathrm{d}_{i}^{*}\left(t^{\prime}\right) p_{i}\left(t^{\prime}\right)^{-1 / 4}\right. \\
& \left.\quad+u^{-1} \mathrm{~A}_{i}\left(t, t^{\prime}\right)\right] \\
& \quad+\sum_{i=1}^{N} \cos \left(u \int_{t^{\prime}}^{t} p_{i}\left(t^{\prime \prime}\right)^{1 / 2} d t^{\prime \prime}\right) u^{-1} \mathrm{~B}_{i}\left(t, t^{\prime}\right)+\mathrm{Z}_{1} \tag{59}
\end{align*}
$$

where $Z_{1}$ is expected to be of order $u^{-2}$ ，although it would be circular to assert that at this point．$A_{i}$ and $B_{i}$ do not concern us except that they are independent of $u$ ． Now $\mathbf{Z}_{1}$ must satisfy Eq．（55）（where $\mathbf{Z}_{1}$ and $g_{1}$ are now matrices）．One therefore has from Eq。（59）a bound of the form

$$
\begin{aligned}
& \left\|\mathrm{G}\left(t, t^{\prime}\right)\right\| \leqslant C\left(t, t^{\prime}\right)+u^{-1} D\left(t, t^{\prime}\right) \\
& \quad+u^{-1} \int_{t^{\prime}}^{t} d t^{\prime \prime}\left\|\mathrm{G}\left(t, t^{\prime \prime}\right)\right\|\left\|\mathrm{g}_{1}\left(t^{\prime \prime}\right)\right\| .
\end{aligned}
$$

Recall［see Eq．（53）］that $g_{1}=O\left(u^{0}\right)$ if the smoothness
condition holds to order $L=3$. Introducing

$$
\begin{equation*}
G_{\max }=\sup \left\|G\left(t, t^{\prime}\right)\right\| \tag{60}
\end{equation*}
$$

(sup over all values of $t$ and $t^{\prime}$ in the "closed interval" of the theorem), one obtains

$$
G_{\max } \leqslant C+u^{-1} D+u^{-1} G_{\max } E,
$$

where $C, D$, and $E$ are independent of $u$, and thus for sufficiently large $u$

$$
\begin{equation*}
G_{\max } \leqslant \frac{C+u^{-1} D}{1-u^{-1} E}=O\left(u^{0}\right) \tag{61}
\end{equation*}
$$

A similar argument appl: ; to the derivative. This completes the proof.

Remark: This proof corresponds to the method used in Ref. 1, rather than that of Ref. 2, which does not generalize so easily.

## 6. THE PROBLEM OF CROSSING OF EIGENVALUES

By "crossing" we mean any change in the multiplicity structure of the eigenvalues of $\mathbf{M}(t)$. The simplest case is the first-order crossing of two eigenvalues at a point $t_{0}$ :

$$
\begin{equation*}
p_{1}(t)-p_{2}(t)=C\left(t-t_{0}\right)+O\left[\left(t-t_{0}\right)^{2}\right] \tag{62}
\end{equation*}
$$

where $C$ is a nonzero constant. For complete generality one must also be prepared for tangency,

$$
p_{1}(t)-p_{2}(t) \sim\left(t-t_{0}\right)^{2},
$$

and for higher-order intersections. When $\mathbf{M}(t)$ is not analytic, $p_{1}(t)$ and $p_{2}(t)$ may even coincide on a whole interval-e.g.,

$$
p_{1}=t^{3}+1, \quad p_{2}=|t|^{3}+1 \quad(t>-1) .
$$

Of course, in the most general case more than two eigenvalues may be involved.

The expansions derived in this paper do not apply near a crossing point $t_{0}$. Right at such a point Eq. (23), for instance, is meaningless. Near the point, Eq. (23), because of its small "denominator", contributes (in general) a large term to the error $\mathbf{Z}_{1}(t)$ [see Eqs. (55) and (53)]. For a fixed $t \neq t_{0}$ the series is still asymptotic as $u \rightarrow \infty$, but it is not asymptotic [in the case (62)] in a limit such as $u \rightarrow \infty, t-t_{0} \propto u^{-\epsilon}, \epsilon \geqslant \frac{1}{2}$. The lowest-order term in the series, $p_{k}^{-1 / 4} \exp \left( \pm i u \int p_{k}^{1 / 2}\right)^{k} a_{0}(k=1$ or 2$)$, is still meaningful at $t_{0}$, however, and one can show, using Eq, (55) with $m=0$ for $\left|t-t_{0}\right| \leqslant \lambda u^{-\epsilon}, \epsilon \approx \frac{1}{2}$, and using the previous estimate outside that region, that the error still vanishes uniformly as $u \rightarrow \infty$. In general it will not vanish as fast as $u^{-1}$. That is, not only is it impossible to construct the higher-order terms in the series, but also the first term cannot be expected to be as good an approximation as it normally is. An analogous situation is encountered in the lowest-order adiabatic approximation to the Schrödinger equation in quantum mechanics (an equation of first order in $t$ ), where it is found ${ }^{13}$ that one cannot obtain a uniform error bound of the order $O\left(u^{-1}\right)$ near a point of eigenvalue crossing, but only one of the type $o\left(u^{0}\right)$. [The notation $\mathbf{Z}=o\left(u^{-\mathrm{m}}\right)$ means that $u^{\mathrm{m}} \mathrm{Z} \rightarrow 0$ as $u \rightarrow \infty$.]

When two eigenvalues cross as in Eq. (62), the trouble in the adiabatic series associated with one eigen-
value arises from the appearance in the higher-order approximations of anomalously large terms proportional to the eigenvectors of the other eigenvalue. Evidently there is strong "mixing" of the two modes near the crossing point. A solution which to the left of $t_{0}$ has the leading term $p_{1}^{-1 / 4} \exp \left(i u \int p_{1}^{1 / 2}\right)^{1} a_{0}$ should be expected to behave to the right of $t_{0}$ like

$$
R(u) p_{1}^{-1 / 4} \exp \left(i u \int p_{1}^{1 / 2}\right)^{1} \mathbf{a}_{0}+S(u) p_{2}^{-1 / 4} \exp \left(i u \int p_{2}^{1 / 2}\right)^{2} \mathbf{a}_{0}
$$

where $S(u)$ approaches zero as $u$ grows, but more slowly than $u^{-1}$. One must, therefore, study the behavior of the solution near $t_{0}$ in order to know its correct continuation from one region of validity of the adiabatic expansion into another. The problem is similar to that of finding the WKB connection formulas, which continue a given exponential solution of Eq. (A2), valid in a region where $p<0$, through a zero of $p(t)$ into the correct linear combination of oscillatory solutions in the region where $p>0$ 。

A sequel (Ref, 10) to this paper will present a procedure for dealing with the special case (62) of the crossing problem.

## 7. GENERALIZATIONS

Some of the restrictions placed on the coefficient matrix $\mathbf{M}(t)$ in this work are surely unnecessary. Even if it were in the author's power to cover all possible cases, however, the effect would be to complicate the formulas and proofs inordinately. It seems wiser to let each reader construct the generalization needed for his specific problem. A few remarks are offered here concerning various directions in which the present work might be generalized or extended.

Explicit error bounds and additional u-dependence: From Eqs. (55) and (58) we have

$$
\begin{gather*}
\left\|\mathrm{Z}_{m}(t)\right\| \leqslant u^{-1}|t-c| G_{\max } \sup \left\|\mathrm{g}_{m}\left(t^{\prime}\right)\right\|  \tag{63a}\\
\left\|\mathbf{Z}_{m}^{\prime}(t)\right\| \leqslant u^{-1}|t-c| \sup \left\|\frac{\partial}{\partial t^{\prime}} \mathrm{G}\left(t^{\prime}, t^{\prime}\right)\right\| \sup \left\|\mathrm{g}_{m}\left(t^{\prime}\right)\right\| \tag{63b}
\end{gather*}
$$

where $G_{\max }$, defined in Eq. (60), satisfies Eq. (61), and the derivative is similarly bounded. From a detailed study of Eq. (59) for G, one could obtain upper bounds on the constants $C, D$, and $E$ in Eq. (61) and the analogous constants in the bound on $\partial \mathrm{G} / \partial t$. Thus one would have rigorous upper bounds on the error terms $\mathrm{Z}_{m}$ and their derivatives-unfortunately much more complicated, in all probability, than those in Appendix A.

As in Olver's study of the one-dimensional problem (see Appendix A of the present paper), error bounds could be used to judge the accuracy of the adiabatic approximations $h_{m}$ when $\mathbf{M}$ itself is allowed to depend on $u$. For example, if all the derivatives of the $p_{k}$ and $P_{k}$ which appear in $\mathrm{Z}_{m}$ are bounded as $u \rightarrow \infty$ and if the $P_{k}$ themselves and their differences are bounded below, then the series will still be asymptotic. If some of the derivatives approach zero for large $u$, then the approximation $h_{m}$ may be valid to higher than $m$ th order.

An alternative approach to $u$-dependent coefficients, adopted in Ref. 3, is to expand them in power series in $u^{-1}$. The formulas for the terms $\mathrm{a}_{s}$ in the asymptotic se-
ries become rather complicated for $s>0$, but the meth od is straightforward in principle.
Infinite intervals: The error bounds provided by Eqs. (63) increase linearly with the length of the integration interval. They are unnecessarily pessimistic if $\mathbf{M}(t) \rightarrow$ constant (with its derivatives) as $t \rightarrow \pm \infty$, since each term in $g_{m}$ involves a derivative of, ultimately, a $p_{k}$ or a $\mathbf{P}_{k}$. In the one-dimensional case one obtains simple bounds of the total variation type, Eq. (A5). In the present more complicated context it will still turn out for some $\mathbf{M}(t)$ that the integrals (55) and (58) converge when extended over the whole real line, yielding bounds which are uniform in $t$. In such a case, moreover, $c$ could be chosen to be $\pm \infty$ 。

Relaxation of the positivity condition: We consider three successive degrees of complication.

If the eigenvalues $p_{k}(t)$ can be negative or complex (but not yet zero), the proof in Sec .5 will require modifications, because the trigonometric functions in Eq. (59) are no longer bounded by 1 as $u \rightarrow \infty$. A promising remedy (cf. Ref. 2, Theorems 1,3, and 5) is to get control over these factors by choosing $c$ to be an end point of the interval of $t$ considered. (Which end point depends on the sign of $j \psi_{k}^{1 / 2}$, and hence will be different for the two solutions ${ }^{\circ} \mathrm{h}^{+}$and ${ }^{\mathrm{h}} \mathrm{h}^{-}$。)

If $\mathbf{M}(t)$ is not normal, but is diagonalizable, then the eigenprojections, defined from the resolvent by a contour integral, ${ }^{14}$ will not be orthogonal. ${ }^{15}$ Again, some points in the construction and the proof will require modification.

Finally, let us consider to lowest order the simplest example of nondiagonalizability, the case of a block

$$
\left[\begin{array}{cc}
p(t) & 1  \tag{64}\\
0 & p(t)
\end{array}\right] \quad[p(t)>0]
$$

in the Jordan canonical form of $\mathrm{M}(t)$. Let $\mathrm{a}_{1}(t)$ and $\mathrm{a}_{2}(t)$ be vectors such that

$$
\begin{equation*}
\mathrm{Ma}_{1}=p \mathrm{a}_{1}, \quad \mathrm{Ma}_{2}=p \mathrm{a}_{2}+\mathrm{a}_{1} \tag{65}
\end{equation*}
$$

As with any eigenvector, there are solutions whose lowest-order approximations are

$$
\begin{equation*}
{ }^{\mathrm{I}} \mathbf{h}_{0}^{ \pm}=p^{-1 / 4} \exp \left( \pm i u \int_{c}^{t} p^{1 / 2}\left(t^{\prime}\right) d t^{\prime}\right) \mathbf{a}_{1} . \tag{66}
\end{equation*}
$$

To obtain linearly independent approximate solutions which permit fitting initial values proportional to $a_{2}$, one must include terms of order $u^{-1}$ :

$$
\begin{align*}
{ }^{2} \mathbf{h}_{0}^{ \pm}= & \frac{1}{2} p^{-3 / 4}(t-c) \exp \left( \pm i u \int_{c}^{t} p^{1 / 2}\left(t^{\prime}\right) d t^{\prime}\right) \mathrm{a}_{1} \\
& \pm(i u)^{-1} p^{-1 / 4} \exp \left( \pm i u \int_{c}^{t} p^{1 / 2}\left(t^{\prime}\right) d t^{\prime}\right) \mathrm{a}_{2} . \tag{67}
\end{align*}
$$

The form of Eq. (67) is suggested by the known exact solution of a system of two equations with a constant coefficient matrix $\mathbf{M}$ of the form (64). The notation "term of order $u^{-m}$ " becomes ambiguous in this situation. One easily shows that [contrast Eq. (53)]

$$
\begin{equation*}
{ }^{2} \mathbf{h}_{0}^{ \pm \prime \prime}+u^{2} \mathbf{M}^{2} \mathbf{h}_{0}^{ \pm}=O\left(u^{1}(t-c)\right)+O\left(u^{0}\right) . \tag{68}
\end{equation*}
$$

For an approximation near $c$ which need not satify the equation uniformly well, therefore, one may consider $\pm i u{ }^{2} h_{0}^{ \pm}$, rather than ${ }^{2} h_{0}^{ \pm}$, to be zeroth-order quantities; then the fitting of initial conditions proceeds as in the
cases studied earlier. Otherwise, in fitting initial conditions order by order one must treat the components along $\mathrm{a}_{2}(c)$ of $u \mathrm{~h}(c)$ and $\mathrm{h}^{\prime}(c)$, rather than of $\mathrm{h}(c)$ and $u^{-1} h^{\prime}(c)$, as zeroth-order quantities. Finally, the phases of $\mathrm{a}_{1}(t)$ and $\mathrm{a}_{2}(t)$ should be determined by studying the approximations of next highest order, in keeping with the philosophy of Sec. 3. We shall not carry the analysis any further here, wishing only to demonstrate that the general method can be applied to such problems. Firstorder systems with nondiagonal Jordan forms are studied in Ref. 3.

Vanishing eigenvalues: When an eigenvalue passes through zero, an entirely different approach to approximate solutions of the equation is needed. The connection formulas used with the first-order WKB method in this situation are well known, and several higher-order generalizations are available. ${ }^{16}$ It should be possible to extend such methods to systems of equations, but the problem is beyond the scope of this paper.

Other generalizations which are not discussed here are to equations of more general form (e.g., with inhomogeneous and first-derivative terms-cf. Ref. 3) and possibly to equations in infinite-dimensional vector spaces.
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## APPENDIX A: EXPANSION FOR A SINGLE EQUATION

Combining Theorems 4 and 6 of Ref. 2, one obtains the following: Let $p(u, t)$ be a strictly positive function which is (piecewise continuously) differentiable $m+2$ times with respect to $t$. Let

$$
\begin{equation*}
f(u, t)=-p^{-3 / 4} \frac{d^{2}}{d t^{2}}\left(p^{-1 / 4}\right)=\frac{p^{\prime \prime}}{4 p^{2}}-\frac{5\left(p^{\prime}\right)^{2}}{16 p^{3}} . \tag{A1}
\end{equation*}
$$

Then the equation

$$
\begin{equation*}
\frac{d^{2} h}{d t^{2}}+u^{2} p(u, t) h=0 \tag{A2}
\end{equation*}
$$

has solutions $h_{t}(u, t)$ of the form

$$
\begin{align*}
h_{ \pm}= & p^{-1 / 4} \exp \left( \pm i u \int_{c}^{t} p^{1 / 2}\left(u, t^{\prime}\right) d t^{\prime}\right) \\
& \times\left\{\sum_{s=0}^{m}( \pm i u)^{-s} a_{s}^{ \pm}(u, t)+( \pm i u)^{-(m+1)}\right. \\
& \left.\times\left[a_{m+1}^{ \pm}(u, t)-a_{m+1}^{ \pm}(u, c)\right]+\epsilon_{m}^{ \pm}(u, t)\right\} . \tag{A3}
\end{align*}
$$

Here $c$ is an arbitrary number in the interval of $t$ considered; the coefficients satisfy the equations

$$
\begin{equation*}
\frac{d a_{0}^{ \pm}}{d t}=0 \tag{A4a}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d a_{s+1}^{ \pm}}{d t}=\frac{1}{2} p^{1 / 2} f a_{s}^{ \pm}-\frac{1}{2} \frac{d}{d t}\left[p^{-1 / 2} \frac{d a_{s}^{ \pm}}{d t}\right] ; \tag{A4b}
\end{equation*}
$$

and the magnitude of the error is

$$
\begin{equation*}
\left|\epsilon_{m}^{ \pm}\right| \leqslant u^{-(m+1)} V\left(a_{m+1}^{ \pm}\right)\left\{2 \exp \left[2 V\left(a_{1}^{ \pm}\right) / u\right]-1\right\}, \tag{A5}
\end{equation*}
$$

where the total variation $V(\phi)$ of a function $\phi$ between $c$ and $t$ can be defined adequately for our purposes as

$$
\begin{equation*}
V(\phi)=\left|\int_{c}^{t}\right| \phi^{\prime}\left(t^{\prime}\right)\left|d t^{\prime}\right| \tag{A6}
\end{equation*}
$$

Moreover，the derivatives have the expansion

$$
\begin{align*}
h_{ \pm}^{\prime}= & -\frac{p^{\prime}}{4 p} h_{ \pm} i u p^{+1 / 4} \exp \left( \pm i u \int_{c}^{t} p^{1 / 2} d t^{\prime}\right) \\
& \times\left[\sum_{s=0}^{m}( \pm i u)^{-s}\left(a_{s}^{ \pm}+p^{-1 / 2} \frac{d a_{s-1}^{ \pm}}{d l}\right)\right. \\
& +( \pm i u)^{-(m+1)}\left(a_{m+1}^{ \pm}+p^{-1 / 2} \frac{d a_{m}^{ \pm}}{d t}\right. \\
& \left.\left.-a_{m+1}^{ \pm}(c)\right)+\eta_{m}^{ \pm}(u, t)\right], \tag{A7}
\end{align*}
$$

where $\eta_{m}^{\ddagger}$ satisfies the same bound as $\epsilon_{m}^{ \pm}\left[E q_{\text {。（A5）}}\right.$ ．The differentiability condition on $p$ assures that the coeffi－ cients $a^{ \pm}$and the error bounds $\epsilon^{ \pm}$and $\eta^{ \pm}$are finite。

The general solution of Eq。（A2）is of the form $h_{+}+h_{-}$， where the initial values $a^{ \pm}(u, c)$ of the solutions of Eqs． （A4）can be determined by matching the initial data $h(c)$ and $u^{-1} h^{\prime}(c)$ order by order．For instance，if one requires

$$
\begin{align*}
& h(c)=(2 u)^{-1 / 2} p^{-1 / 4}(c), \\
& h^{\prime}(c)=i(u / 2)^{1 / 2} p^{+1 / 4}(c)+u^{1 / 2} O\left(u^{-(m+1)}\right) \tag{A8}
\end{align*}
$$

（a choice which has applications in quantum field the－ ory ${ }^{17}$ ），then

$$
\begin{align*}
& a_{0}^{+}(c)=(2 u)^{-1 / 2}, \quad a_{0}^{-}(c)=0,  \tag{A9a}\\
& a_{1}^{\ddagger}(c)=a_{1}^{-}(c)=(2 u)^{-1 / 2} p^{\prime}(c) p^{-3 / 2}(c) / 8,  \tag{A9b}\\
& a_{s}^{ \pm}(c)=-\frac{1}{2}(2 u)^{-1 / 2} p^{-1 / 2}(c)\left[a_{s-1}^{ \pm \prime}(c)-(-1)^{s} a_{s-1}^{\mp \prime}(c)\right] \\
& \quad(s>1) . \tag{A9c}
\end{align*}
$$

## APPENDIX B：RELATION TO THE APPROACH OF FESHCHENKO ET AL．

Adiabatic analysis of systems of equations is the sub－ ject of Ref．3．The approach of that treatise differs from ours in several ways，of which the most important are the following：（1）Except for a preliminary chapter in which only nondegenerate eigenvalues are considered， second－order systems are treated only by reduction to a first－order system of twice the dimension．（2）The exponentiated integrand $p_{k}^{1 / 2}$ in Eq．（16）is generalized to a power series in $u^{-1}$ 。（3）The Kato transformation is not used；the eigenvectors at different $t$ are not related uniquely．The $m$ th－order approximations obtained con－ sequently differ，in general，from those of this paper， but they must agree up to terms of the next higher or－ der－laborious manipulations sometimes being required to verify the agreement．The case of crossing eigenval－ ues is not considered in Ref．3，but some results along that line for first－order systems are given by Wasow （Ref．4）

The present treatment leads rather inexorably to the Kato conditions on the eigenvectors $\mathrm{a}_{0}(t)$［see Eqs．（17）
and（22）］．How is it possible，then，that the eigenvector can be left arbitrary in the approach of Feshchenko et al．？The answer is hidden in the terms of next higher order in the exponentiated integrand．Let $\mathrm{e}(t)$ be an arbi－ trary normalized eigenvector of $\mathbf{M}(t)$ with eigenvalue $p(t)$ ．Let us carry out through the first two orders the expansion prescribed in Ref． 3 for a system of second－ order equations without degeneracy。 ${ }^{18}$ After translation into the notation of this paper one has

$$
\begin{align*}
& \mathbf{h}^{ \pm}(t) \sim\left[\mathbf { e } _ { 0 } \mp 2 i u ^ { - 1 } ( \mathbf { M } - p ) ^ { - 1 } p ^ { 1 / 2 } ( \mathrm { e } _ { 0 } ^ { \prime } ) ^ { \perp } \operatorname { e x p } \left\{ \pm i u \int^{t} d t^{\prime}\right.\right. \\
& \left.\quad \times\left[p^{1 / 2} \pm \frac{1}{4} i u^{-1} p^{-1} p^{\prime} \pm i u^{-1}\left(\mathrm{e}, \mathrm{e}^{\prime}\right)\right]\right\} . \tag{B1}
\end{align*}
$$

Because of the extra factor of $u$ ，the second and third terms in the exponential really should be considered part of the zeroth－order approximation，rather than first－order corrections．Indeed，the term involving $p^{\prime} / p$ ， which can be integrated，is needed to reproduce the fac－ tor $p^{-1 / 4}$ in our expansion（16）．（In particular，such a factor appears in the standard zeroth－order WKB ap－ proximation for a system consisting of a single equation． It is fundamental。）The term involving（ $\mathrm{e}, \mathrm{e}^{\prime}$ ）yields a phase factor ${ }^{19}$ which，when it multiplies the leading term in the first factor in Eq．（B1），converts the possibly wayward eigenvector $e_{0}$ to the Kato eigenvector $\mathbf{a}_{0}$ ，as we have demonstrated in the discussion leading to Eq． （15）．Since the Kato transformation in the event of eigen－ value degeneracy requires more than a phase change，it is not surprising that the method of Ref． 3 for second－ order equations is not easily extendible to the degenerate case．

[^7](In fact, $\mathrm{P}_{k^{\prime}} \mathrm{P}_{k}=0$ if $k \neq k^{\prime}$.) If the projections are all orthogonal, then $M$ is normal (i.e., commutes with its adjoint). If, in addition, the eigenvalues are all real, then $M$ is Hermitian.
${ }^{16}$ See references in Handbook of Mathematical Functions (National Bureau of Standards Applied Mathematics Series, No. 55), edited by M. Abramowitz and I. A. Stegun (U.S. Government Printing Office, Washington, D. C., 1964), p. 455. Another method is indicated by J. D. Cole, Perturbation Methods in Applied Mathematics (Blaisdell, Waltham,

Mass., 1968), pp. 105-11.
${ }^{17}$ Ya. B. Zel'dovich and A.A. Starobinsky, Zh. Eksp. Teor. Fiz. 61, 2161 (1971) [Sov. Phys. JETP 34, 1159 (1972)]; S. A. Fulling, Ph. D. dissertation, Princeton University (1972), pp. 150-53, 336-42, 351-63.
${ }^{18}$ Ref. 3, pp. 34-35 with back reference to pp. 25-31. In Eq. (7.11) (p. 29) the term $\mu_{1}(\tau) \Omega_{0}^{\prime}(\tau)$ carries the wrong sign.
${ }^{19}$ Since $(e, e)=1$, $\left(e, e^{e}\right)$ is an imaginary number.
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#### Abstract

We consider in this paper vector and tensor fields on the compactified Minkowski space $M_{c}^{4}$ and investigate their transformation properties under the group $S O(2,4)$ of conformal transformations which are well defined on the manifold $M_{c}^{4}$ contrary to their singular behavior on the pseudo-Euclidean noncompact Minkowski space $M_{4}$. In writing down field equations on the manifold $M_{c}^{4}$, we get immediately the well-known conformal invariance of Maxwell's equations. Also the problem of gauge transformations of the vector potential is treated both from the global point of view on the manifold $M_{c}^{4}$ and from the local point of view on the Minkowski space $M_{4}$. There we show which gauge instead of the so-called Lorentz gauge one has to choose to get a conformal covariant formulation of Maxwell's equations on the pseudo-Euclidean noncompact Minkowski space $M_{4}$.


## INTRODUCTION

Besides its application in general relativity ${ }^{1,2}$ the conformal group plays also an important role in elementary particle physics and quantum field theory. The starting point for the application there was the discovery ${ }^{3}$ that a field theory for very high energies could in some sense asymptotically be determined by a massless theory or that the interactions of particles become independent of their masses if the momenta are high enough. It was known already long ago ${ }^{4}$ that the group of conformal transformations is an invariance group of such a theory, in the sense that the field equations for these theories are invariant under these transformations if the fields are transformed in a certain manner.

This problem was treated in two papers by Flato et al. ${ }^{5}$ and Rosen, ${ }^{6}$ who found the general solution for the transformation matrix acting on the fields. These authors work in the usual four-dimensional pseudoEuclidean Minkowski space $M_{4}$. From the definition of the conformal tranformations it is clear that certain of them are singular on this space. This fact seems to be the main reason for all the difficulties arising whenever one tries to apply the global conformal transformations to physical problems.

A way out of this problem was in principle already found by Dirac ${ }^{7}$ and mathematically formulated in a rigorous way by Penrose in general relativity. ${ }^{8}$ One has only to compactify the usual Minkowski space by adding points at infinity. There are different mathematical formulations of this compactification in the literature, Penrose for instance calls it light cones at infinity, but they are all topologically equivalent. For our purpose the compactification of $M_{4}$ as a closed subspace of the five-dimensional projective space ${ }^{9} \mathbb{P}^{5}$ appears as the most convenient one。

On this compactified Minkowski space $M_{c}^{4}$ the conformal group can act as a well-defined group of $C^{\infty}$ transformations. It is therefore of some advantage to work not on the usual space $M_{4}$ but instead on the compact manifold $M_{c}^{4}$ when one is going to apply the conformal group to physical problems. As a first step in this direction we wrote down in a recent paper ${ }^{10}$ the massless Klein-Gordon equation for scalar fields and got immediately the conformal invariance of this equation on the manifold $M_{c^{\circ}}^{4}$ Furthermore, we got also the
familiar transformation properties of a scalar field under the different conformal transformations on $M_{4}$ by writing the quite natural transformation laws on the manifold $M_{c}^{4}$ in local coordinates.

The advantage compared to the common treatment of these problems in the literature is the fact that our formulation is mathematically rigorous and indeed quite natural on the manifold $M_{c}^{4}$. In this paper we continue this work in the same spirit and discuss vector and tensor fields on the manifold $M_{c^{\circ}}^{4}$ Here again we can write down field equations which are easily seen to be conformally invariant. In this way we can give a rigorous and detailed discussion of the long known invariance properties of Maxwell's equations ${ }^{4}$ under the group of conformal transformations. The difference from Dirac's treatment ${ }^{7}$ is that we are working in four space-time dimensions whereas he is working on a five-dimensional hypercone embedded in a six-dimensional space.

In discussing Maxwell's equations for the vector potential and the related gauge transformations on the manifold $M_{c}^{4}$, we can then deduce the correct Maxwell equations for the vector potential in $M_{4}$ in a gauge which is, contrary to the usually used Lorentz gauge, conformally invariant. We show that this supplementary condition on the vector potential can be chosen to be a linear equation in the vector potential which gives as a special case exactly the Lorentz condition. This is in contrast to a comment of Flato et al。in Ref. 5 where they introduce a nonlinear equation.

In writing the transformation properties of the fields on the compactified Minkowski space $M_{c}^{4}$ under the conformal group in local coordinates, that means that, in the coordinates of the space $M_{4}$, we get the formal transformation properties of vector and tensor fields on the space $M_{4}$, formal because the expressions involved are generally not defined for global special conformal transformations. Compared with the result of Flato et $a l .,{ }^{5}$ we can give the full transformation matrix and not only an expansion of it up to order two in the group parameters. Our results coincide with the heuristically written down transformation properties of these fields in different papers. ${ }^{11-13}$

In detail, the problems are handled in the following way. After a brief review of the compactification of the

Minkowski space $M_{4}$ we discuss in the first section the structure of vector fields on $M_{c}^{4}$ ．

In Sec．II cotangent vectors and the tensor product of cotangent vector spaces on the manifold $M_{c}^{4}$ are treated， especially the symmetric tensors and the antisymmetric tensors of rank 2 ．

In Sec．III the different tensor fields are discussed． The results of these first three sections allow us to treat the problem of extending Maxwell＇s equations for the vector potential to the manifold $M_{c}^{4}$ in Sec．IV．It is shown how these conformal covariant equations on $M_{c}^{4}$ look in global coordinates and how they look if they are written in local coordinates of the space $M_{4}$ ．

In Sec．V the notion of gauge transformations on $M_{c}^{4}$ is introduced，and it is shown how their local version generalizes the Lorentz gauge in Minkowski space $M_{4}$ 。

In Sec．VI we extend the Maxwell tensor field $f^{i f}(x)$ from Minkowski space $M_{4}$ to an antisymmetric tensor field $F^{\mu \nu}(\eta)$ on the manifold $M_{c}^{4}$ and discuss the mani－ festly conformal covariance of the equations these fields fulfill．

In the last section，VII，finally，we investigate the transformation properties of scalar，vector，and tensor fields on the manifold $M_{c}^{4}$ and discuss again their local versions in Minkowski space $M_{4}$ ．

## I．VECTOR FIELDS ON $M_{c}^{4}$

Let us first briefly recall the definition of the com－ pactified Minkowski space $M_{c^{\circ}}^{4}{ }^{2,8-10,14}$ Consider the space $\mathbb{R}_{2}^{6}$ defined as

$$
\begin{equation*}
\mathbb{R}_{2}^{6}:=\left\{q=\left(\eta^{0}, \cdots, \eta^{5}\right) \in \mathbb{R}^{6} \backslash\{0\}\right\} \tag{1}
\end{equation*}
$$

together with the metric $g^{\mu \nu}, g^{00}=g^{55}=-g^{11}=\cdots=-g^{44}$ $=1$ and all the $g^{\mu \nu}=0$ for $\mu \neq \nu, \mu, \nu \in(0,1, \cdots, 5)$ ，and the subset $Q_{0}^{5} \subset \mathbb{R}_{2}^{6}$ ，

$$
\begin{equation*}
Q_{0}^{5}:=\left\{q \in \mathbb{R}_{2}^{6}: \eta^{\mu} g_{\mu \nu} \eta^{\nu}=\eta^{\mu} \eta_{\mu}=0\right\} . \tag{2}
\end{equation*}
$$

We introduce the following equivalence relation $\sim$ in $Q_{0}^{5}$ ： $q_{1} \sim q_{2}$ iff $\eta_{1}^{\mu}=\rho \eta_{2}^{\mu}$ for all $\mu$ and some $\rho \in \mathbb{R}_{0}:=\mathbb{R} \backslash\{0\}$ 。 Then the compactified Minkowski space $M_{c}^{4}$ is defined as

$$
\begin{equation*}
M_{c}^{4}:=Q_{0}^{5} / \sim \tag{3}
\end{equation*}
$$

Let be $\pi$ the canonical map $\pi: Q_{0}^{5} \rightarrow M_{c}^{4}$
In two papers ${ }^{10,14}$ together with Go and Kastrup the notion of conformal causality and the Klein－Gordon operator for scalar fields on this space $M_{c}^{4}$ were investi－ gated．Let us now consider vector fields on $M_{c}^{4}$ ．We de－ note by $X\left(Q_{0}^{5}\right)$ the set of all $C^{\infty}$ vector fields $X$ on the manifold $Q_{0}^{5}$ ，i．e．，

$$
\begin{align*}
X\left(Q_{0}^{5}\right): & =\left\{X=a^{\mu}(\cdot) \partial_{\mu}: \eta^{\mu} a_{\mu}(q)=0\right. \\
\forall q & \left.=\left(\eta^{0}, \cdots, \eta^{5}\right) \in Q_{0}^{5}, a^{\mu}(q) \in C^{\infty}\left(Q_{0}^{5}\right)\right\} 。 \tag{4}
\end{align*}
$$

Of special interest for the following discussion is the following subset $X_{1}\left(Q_{0}^{5}\right) \subset X\left(Q_{0}^{5}\right)$ ：

$$
\begin{align*}
X_{1}\left(Q_{0}^{5}\right): & =\left\{X=a^{\mu}(\cdot) \partial_{, 2}: X \in X\left(Q_{0}^{5}\right), a^{\mu}(\rho q)=\right. \\
& \left.=\rho a^{\mu}(q) \forall \mu, \forall \rho \in \mathbb{R}_{0}\right\}, \tag{5}
\end{align*}
$$

$i_{\text {．}} e_{.}$，the set of all vector fields whose components are
$C^{\infty}$ functions homogeneous of degree 1 in $q$ ．In the set $X_{1}\left(Q_{0}^{5}\right)$ an equivalence relation $\approx$ is introduced as follows：

Let $X_{1}=a^{\mu}(\cdot) \partial_{\mu}$ and $X_{2}=b^{\mu}(\cdot) \partial_{\mu} \in X_{1}\left(Q_{0}^{5}\right)$ ，then
$X_{1} \approx X_{2}$ iff $b^{\mu}(\eta)=a^{\mu}(\eta)+\sigma(\eta) \eta^{\mu}$
for some $C^{\infty}$ mapping $\sigma_{0} Q_{0}^{5} \rightarrow \mathbb{R}$ ，
homogeneous of degree 0 in $\eta$ 。
Lemma：The quotient space $\bar{X}\left(M_{c}^{4}\right)_{:}=X_{1}\left(Q_{0}^{5}\right) / \approx$ ，whose elements we denote by［ $X$ ］，is isomorphic to the space $X\left(M_{c}^{4}\right)$ of all $C^{\infty}$ vector fields on $M_{c}^{4}$ ，so that we can identify the two spaces．

Proof：It can be shown ${ }^{14}$ that the tangent bundle of the manifold $M_{c}^{4}$ can be identified with the following set：
$\bar{T}\left(M_{c}^{4}\right)_{\imath}=\left\{\left[\left(q, a^{\mu} \partial_{\mu}\right)\right], q \in Q_{0}^{5}, a^{\mu} \partial_{\mu} \in T_{q}\left(Q_{0}^{5}\right)\right.$,
where $\left(q, a^{\mu} \partial_{\mu}\right),\left(q^{\prime}, a^{\mu \prime} \partial_{\mu}\right)$ belong to the same class

$$
\left[\left(q, a^{\mu} \partial_{\mu}\right)\right] \text { iff } \eta^{\mu \prime}=\rho \eta^{\mu} \text { and } a^{\mu \prime}=\rho a^{\mu}+\sigma \eta^{\mu}
$$

for some $\rho \in \mathbf{R}_{0}$ and some $\left.\sigma \in \mathbb{R}\right\}$ 。
Consider an element $[X]=\left[a^{\mu}(\circ) \partial_{\mu}\right] \in X_{1}\left(Q_{0}^{5}\right) / \approx$ and an element $[q] \in M_{c}^{4}$ ：

$$
\begin{equation*}
[X]([q])_{\circ}=\left[\left(q, a^{\mu}(q) \partial_{\mu}\right)\right] \in \dot{T}\left(M_{c}^{4}\right)_{0} \tag{7}
\end{equation*}
$$

It can be easily seen that this definition does not depend on the representative $q$ of $[q]$ nor on the representative $a^{\mu}(\cdot) \partial_{\mu}$ of $[X]$ ：Take any other two representatives $q^{\prime}$ and $a^{\mu \prime}(\cdot) \partial_{\mu}$ of $[q]$ and $[X]$ respectively，then $\left.G^{\prime}, a^{\mu \prime}\left(q^{\prime}\right) \partial_{\mu}\right)$ determines the same class as $\left(q, a^{\mu}(q) \partial_{\mu}\right)$ in $\bar{T}\left(M_{\varepsilon}^{4}\right)$ be－ cause $\eta^{\mu \prime}=\rho \eta^{\mu}$ and $a^{\mu \prime}(\rho q)=\rho a^{\mu \prime}(q)=\rho\left(a^{\mu}(q)+\sigma(q) \eta^{\mu}\right)$ $=\rho a^{\mu}(q)+\bar{\sigma} \eta^{\mu}$ with $\rho \in \mathbb{R}_{0}$ and some $\bar{\sigma} \in \mathbb{R}$ ．The fact that $a^{\mu}(0) \in C^{\infty}\left(Q_{0}^{5}\right)$ ensures that the above mapping（7）is even a $C^{\infty}$ section．

On the other hand let $[X]$ be a $C^{\infty}$ vector field on $M_{c}^{4}$ ， $i_{\text {．}}$ ．，in local coordinates $x=\left(x^{0}, x^{1}, x^{2}, x^{3}\right)[X]$ has the form $[X]=A^{j}(x) \partial / \partial x^{j}$ ，where the functions $A^{j}(x)$
$\in C^{\infty}\left(\mathbb{R}^{4}\right)$ ．The local vector field $A^{j}(\circ) a_{j}$ can be expressed as a vector field $a^{\mu}(\cdot) \lambda_{\mu}$ ，where $a^{\mu}(\rho \eta)=\rho a^{\mu}(\eta)$ and $a^{u}(\cdot)$ $\in C^{\infty}\left(Q_{0}^{5}\right)$ for all $\mu=0,1, \cdots, 5$ ．The components of the vector field $a^{\mu}(\cdot) \partial_{\mu} \in X_{1}\left(Q_{0}^{5}\right)$ are given in terms of the components $A^{j}(x)$ in the following way ${ }^{14}$ ：
$a^{j}(\eta)=\kappa A^{j}(\eta / \kappa), \quad a^{\kappa}(\eta)=0$,
$a^{\lambda}(\eta)=2 \eta^{j} A_{j}(\eta / \kappa), \quad \eta=\left(\eta^{0}, \eta^{1}, \eta^{2}, \eta^{3}\right)$ 。
This vector field $a^{\mu}\left({ }^{\circ}\right) \partial_{\mu}$ determines exactly one class ［ $a^{\mu}(\circ) \partial_{\mu}$ ］in $X_{1}\left(Q_{0}^{5}\right) / \approx$ ．This completes the proof of the lemma．

## II．COTANGENT VECTORS AND TENSOR PRODUCTS

To treat the Maxwell tensor $f^{i j}$ in a conformal way， we next have to investigate the 1 －and 2 －forms on the manifold $M_{c}^{4}$ ．For this reason let us first discuss the cotangent vectors $\omega_{\sigma}$ of $Q_{0}^{5}$ in a point $q$ ．
In the coordinates $\eta$ a cotangent vector $\omega_{\alpha}$ at a point $q \in \mathbb{R}_{2}^{6}$ has the general form

$$
\begin{equation*}
\omega_{q}=b^{\mu} d \eta_{\mu}, \quad b^{\mu} \in \mathbb{R} \text { for all } \mu=0,1, \cdots, 5 \tag{9}
\end{equation*}
$$

Consider next the cotangent vector $\bar{\omega}_{q}=\eta^{\mu} d \eta_{\mu}$ 。Applying it to a general tangent vector $X_{q}=a^{\mu} \partial_{\mu} \in T_{q}\left(Q_{0}^{5}\right) \subset T_{q}\left(\mathbb{R}_{2}^{6}\right)$ ，
we get

$$
\bar{\omega}_{q}\left(a^{\mu} \partial_{\mu}\right)=a^{\mu} \eta_{\mu}=0 \text { because } a^{\mu} \partial_{\mu} \in T_{q}\left(Q_{0}^{5}\right)
$$

Therefore，the cotangent vector $\eta^{\mu} d \eta_{\mu}=0$ on $T_{q}\left(Q_{0}^{5}\right)$ 。If we therefore introduce in the set $T_{q}^{*}\left(\mathbb{R}_{2}^{6}\right)$ of all cotangent vectors in $\stackrel{\circ}{R}_{2}^{6}$ the equivalence relation $\sim^{*}$

$$
\begin{equation*}
b^{\mu} d \eta_{\mu} \sim^{*} b^{\mu \prime} d \eta_{\mu}^{\prime} \text { iff } b^{\mu \prime}=b^{\mu}+\rho \eta^{\mu}, \quad \rho \in \mathbb{R}, \forall \mu \tag{10}
\end{equation*}
$$

the space $T_{q}^{*}\left(Q_{0}^{5}\right)$ can be identified with $T_{a}^{*}\left(\mathbb{R}_{2}^{6}\right) / \sim^{*}$ ，the elements of which we denote by $\left[b^{\mu} d \eta_{\mu}\right]_{\text {。 }}$

To construct the space $T_{q}^{*}\left(M_{c}^{4}\right)$ we apply a representa－ tive $b^{\mu} d \eta_{\mu}$ of $\left[b^{\mu} d \eta_{\mu}\right]$ to any representative $a^{\mu} \partial_{\mu}$ of an element $\left[a^{\mu} \partial_{\mu}\right.$ ］of the tangent space $T_{q}\left(M_{c}^{4}\right)$ ；this gives

$$
\begin{equation*}
b^{\mu} d \eta^{\mu}\left(a^{\nu} \partial_{\nu}\right)=b^{\mu} a_{\mu} \tag{11}
\end{equation*}
$$

As a special case consider the zero tangent vector $a^{\mu} \partial_{\mu}=\eta^{\mu} \partial_{\mu}$ ：

$$
\begin{equation*}
b^{\mu} d \eta_{\mu}\left(\eta^{\nu} \partial_{\nu}\right)=\eta^{\mu} b_{\mu}=0 \text { for all } b^{\mu} d \eta_{\mu} \tag{12}
\end{equation*}
$$

Therefore $b^{\nu} \eta_{\mu}=0$ is a supplementary condition for cotangent vectors acting on tangent vectors in $M_{c^{\circ}}^{4}$

Consider the set $T^{*}\left(Q_{0}^{5}\right)$

$$
\begin{equation*}
T^{*}\left(Q_{0}^{5}\right)=\left\{\left(q,\left[b^{\mu} d \eta_{\mu}\right]\right)_{\circ} q \in Q_{0}^{5},\left[b^{\mu} d \eta_{\mu}\right] \in T_{q}^{*}\left(Q_{0}^{5}\right)\right\}_{0} \tag{13}
\end{equation*}
$$

This set is called the cotangent bundle of the manifold $Q_{0}^{5}$ ．To get from it the cotangent bundle of the manifold $M_{c}^{4}$ ，we introduce again an equivalence relation $\approx *$ in $T^{*}\left(Q_{0}^{5}\right):$
$\left(q,\left[b^{\mu} d \eta_{\mu}\right]\right) \approx *\left(q^{\prime},\left[b^{\mu \prime} d \eta_{\mu}\right]\right)$ iff $\eta^{\mu \prime}=\rho \eta^{\mu}, b^{\mu \prime}=\rho^{-1} b^{\mu}+\sigma \eta^{\mu}$
for some $\rho \in \mathbb{R}_{0}$ and some $\sigma \in \mathbb{R}$ ．
It can be seen very easily that the above definition of $\approx^{*}$ does not depend on the choice of the representatives $b^{\mu} d \eta_{\mu}$ and $b^{\mu \prime} d \eta_{\mu}$ ．As always we shall denote the ele－ ments of the set $\bar{T}^{*}\left(M_{c}^{4}\right)$ defined as $T^{*}\left(Q_{0}^{5}\right) / \approx *$ by the symbol $\left[\left(q,\left[b^{\mu} d \eta_{\mu}\right]\right)\right]$ or by $\left[\left(q, b^{\mu} d \eta_{\mu}\right)\right]$ 。In the next step we want to show that the set $\bar{T}^{*}\left(M_{c}^{4}\right)$ can indeed be identified with the cotangent bundle $T^{*}\left(M_{c}^{4}\right)$ ．For this we consider the subset $\bar{T}_{\mathfrak{I}_{q} \mid}^{*}\left(M_{c}^{4}\right) \subset \bar{T}^{*}\left(M_{c}^{4}\right)$ which is de－ fined in the following way：

$$
\begin{equation*}
\bar{T}_{\left.\mathrm{f}_{q}\right]}^{*}\left(M_{c}^{4}\right):=\left\{\left[\left(q,\left[b^{\mu} d \eta_{\mu}\right]\right)\right] \in \bar{T}^{*}\left(M_{c}^{4}\right):[q] \text { fixed }\right\} \tag{15}
\end{equation*}
$$

and the subset

$$
\begin{equation*}
\bar{T}_{[q]}\left(M_{e}^{4}\right)_{:}=\left\{\left[\left(q, a^{\mu} \partial_{\mu}\right)\right] \in \bar{T}\left(M_{c}^{4}\right):[q] \text { fixed }\right\} \tag{16}
\end{equation*}
$$

Choose any $\left[\left(q,\left[b^{\mu} d \eta_{\mu}\right]\right)\right] \in \bar{T}_{\left.t_{a}\right]}^{*}\left(M_{c}^{4}\right)$ and any $\left[\left(q, a^{\mu} \partial_{\mu}\right)\right]$ $\in \bar{T}_{\mathbf{i q}_{q} 1}\left(M_{c}^{4}\right)$ and two representatives $\left(q, b^{\mu} d \eta_{\mu}\right)$ and $\left(q, a^{\mu} \partial_{\mu}\right)$ of these classes．Then

$$
\left[\left(q^{2},\left[b^{\mu} d \eta_{\mu}\right]\right)\right]\left\{\left[\left(q, a^{\mu} \partial_{\mu}\right)\right]\right\}:=b^{\mu} d \eta_{\mu}\left\{\left(a^{\mu} \partial_{\mu}\right)\right\}=a^{\mu} b_{\mu}
$$

If $q^{\prime}=\rho q$ and $b^{\mu \prime} d \eta_{\mu}$ and $a^{\mu \prime} \partial_{\mu}$ are other representatives， we get

$$
\begin{aligned}
& \left(a^{\prime}, b^{\mu \prime} d \eta_{\mu}\left\{\left\{\left(q^{\prime}, a^{\mu \prime} \partial_{\mu}\right)\right\}=b^{\mu \prime} a_{\mu}^{\prime}=\left(\rho^{-1} b^{\mu}+\sigma_{1} \eta^{\mu}\right)\right.\right. \\
& \quad \times\left(\rho a_{\mu}+\sigma_{2} \eta_{\mu}\right)=b^{\mu} a_{\mu}
\end{aligned}
$$

because $a^{\mu} \eta_{\mu}=b^{\mu} \eta_{\mu}=\eta^{\mu} \eta_{\mu}=0$ ．Therefore, $\bar{T}_{T_{\sigma}}^{*}\left(M_{c}^{4}\right)$ is contained in the dual of $\bar{T}_{[q]}\left(M_{e}^{4}\right)$ 。

We can express any element $\left[\left(q,\left[b^{\mu} d \eta_{\mu}\right]\right)\right] \in \bar{T}_{\text {d }_{q}}\left(M_{c}^{4}\right)$ also in local coordinates $x$ of the chart $U_{\kappa}$（for the de－
finition of the different charts $U_{\alpha}$ ，see Ref．10）：

$$
b^{\mu} d \eta_{\mu}=b^{\mu} \frac{\partial \eta_{\mu}}{\partial x_{\kappa}} d x_{k}=V^{k} d x_{k}
$$

where $V^{k}=\kappa b^{k}-\kappa b^{\kappa} x^{k}$ and $x^{k}=\eta^{k} \kappa^{-1}, k=0,1, \cdots, 3$ 。
On the other hand，let there be given a cotangent vector $V^{i} d x_{j}$ in local coordinates $x^{j}$ ；then we want to express it in the coordinates $\eta$ ．This can be done via the mapping $\pi_{{ }_{6}{ }_{1} \text { ：}}$ ：

Taking $\omega_{[q]}=d x^{4}$ ，we get

$$
\begin{aligned}
& \pi_{\text {Tl } 1}^{*}\left(d x^{j}\right)\left(a^{\mu} \partial_{\mu}\right)=d x^{j}\left(a^{k} \kappa^{-1}-\eta^{k} a^{\kappa} \kappa^{-2}\right) \partial_{k}=a^{i} \kappa^{\kappa 1}-\eta^{j} a^{\kappa} \kappa^{-2} \\
& \quad=\left(b^{k} d \eta_{k}-2^{-1} b^{\kappa} d \lambda-2^{-1} b^{\lambda} d \kappa\right)\left(a^{\mu} \partial_{\mu}\right) \\
& \quad=a^{k} b_{k}-2^{-1} b^{\kappa} a^{\lambda}-2^{-1} b^{\lambda} a^{\kappa} .
\end{aligned}
$$

From this we get

$$
b^{\kappa}=0, \quad b_{k}=\kappa^{-1} \delta_{j k}, \quad b^{\lambda}=2 \kappa^{-2} \eta^{j} 。
$$

For the general cotangent vector $V^{j} d x_{j}$ finally the result is

$$
V^{j} d x_{j}-b^{\mu} d \eta_{\mu}
$$

$$
\begin{equation*}
\text { with } b^{\kappa}=0, b^{k}=\kappa^{\circ 1} V^{k}, b^{\lambda}=2 \eta^{j} V_{j} \kappa^{-2} \tag{19}
\end{equation*}
$$

This cotangent vector $b^{\mu} d \eta_{\mu}$ determines uniquely a class $\left[\left(q_{9}\left[b^{\mu} d \eta_{\mu}\right]\right)\right]$ in the set $\bar{T}_{\mathbb{T}_{q}}^{*}\left(M_{c}^{4}\right)$ and therefore there is a one－to－one map of $\bar{T}_{\{q]}^{*}\left(M_{c}^{4}\right)$ onto the set $T_{T_{q} \mid}^{*}\left(M_{q}^{4}\right)_{。}$

Next let us construct the tensor product $T_{l_{\text {d }}}^{*}\left(M_{c}^{4}\right) \otimes$ $\otimes T_{t_{q 1}}^{*}\left(M_{c}^{4}\right)_{\text {．}}$ We proceed in the same way as we did in con－ structing the space $T_{c_{c}(1)}^{*}\left(M_{c}^{4}\right)$ 。 The general element of the tensor product $T_{q}^{*}\left(\mathbf{R}_{2}^{6}\right) \otimes T_{d}^{*}\left(\mathbb{R}_{2}^{6}\right)$ has the form：

$$
\begin{equation*}
F^{u \nu} d \eta_{\mu} \otimes d \eta_{\nu} \tag{20}
\end{equation*}
$$

As a special case consider the expression

$$
\begin{equation*}
F^{\mu \nu}=b^{\mu} \eta^{\nu}, \tag{21}
\end{equation*}
$$

where（ $b^{u}$ ）is any point in $\mathbb{R}^{6}$ ．Applying this tensor of rank 2 to an element of $T_{q}\left(Q_{0}^{5}\right) \otimes T_{q}\left(Q_{0}^{5}\right)$ ，we get
$b^{\mu} \eta^{\nu} d \eta_{\mu} \otimes d \eta_{\nu}\left(a^{\mu} \partial_{\mu} \otimes a^{\nu} \partial_{\nu}\right)=b^{\mu} a_{\mu} \eta^{\nu} a_{\nu}^{\prime}=0$,
because $a^{\nu} \partial_{\nu}$ is an element of $T_{8}\left(Q_{0}^{5}\right)$ ．The same happens for the tensor $F^{\mu \nu} d \eta_{\mu} \otimes d \eta_{\nu}$ where

$$
\begin{equation*}
F^{\mu \nu}=\eta^{\mu} b^{\nu} . \tag{22}
\end{equation*}
$$

Therefore，the tensor $\left(b^{\mu} \eta^{\nu}+b^{\nu \prime} \eta^{\mu}\right) d \eta_{\mu} \otimes d \eta_{\nu}$ acts on the tensor product $T_{q}\left(Q_{0}^{5}\right) \otimes T_{q}\left(Q_{0}^{5}\right)$ as the zero tensor $F_{0}^{\mu \nu \equiv 0 \text { ．} . ~ . ~ . ~}$ It is therefore straightforward to introduce in $T_{\alpha}^{*}\left(\mathscr{R}_{2}^{6}\right)$ $\otimes T_{q}^{*}\left(\mathbb{R}_{2}^{6}\right)$ an equivalence relation $\sim_{2}^{*}$
$F^{\mu \nu} d \eta_{\mu} \otimes d \eta_{\nu} \sim_{2}^{*} G^{\mu \nu} d \eta_{\mu} \otimes d \eta_{\nu}$ iff $F^{\mu \nu}=G^{\mu \nu}+b^{\mu} \eta^{\nu}+b^{\prime \nu} \eta^{\mu}$

$$
\begin{equation*}
\text { for all } \nu, \mu=0, \cdots, 5 \text { with } b, b^{\prime} \in \mathbb{R}^{6} . \tag{23}
\end{equation*}
$$

To get finally the tensor product $T_{[q]}^{*}\left(M_{c}^{4}\right) \otimes T_{[q]}^{*}\left(M_{c}^{4}\right)$ ，we apply any tensor $F^{\mu \nu} d \eta_{\mu} \otimes d \eta_{\nu} \in T_{q}^{*}\left(Q_{0}^{5}\right) \otimes T_{q}^{*}\left(Q_{0}^{5}\right)$ to the special elements $\eta^{\mu} \partial_{\mu} \otimes a^{\mu} \partial_{\mu}$ and $a^{\mu} \partial_{\mu} \otimes \eta^{\nu} \partial_{\nu} \in T_{\mathrm{Iq}_{q}}\left(M_{c}^{4}\right)$ $\otimes T_{1,1}\left(M_{c}^{4}\right):$

$$
\begin{equation*}
F^{\mu \nu} d \eta_{\mu} \otimes d \eta_{\nu}\left(a^{\mu} \partial_{\mu} \otimes \eta^{\mu} \partial_{\mu}\right)=F^{\mu \nu} a_{u} \eta_{\nu}, \tag{24}
\end{equation*}
$$

$$
\begin{align*}
& \pi_{\Psi_{q}}^{*}: T_{\left.\Psi_{q}\right]}^{*}\left(M_{c}^{4}\right) \rightarrow T_{q}^{*}\left(Q_{0}^{5}\right),  \tag{17}\\
& \left.\pi_{[q]}^{*}\right) \omega_{[q]}\left(X_{q}\right) \\
& =\omega_{\{q]}\left(\pi_{*} X_{q}\right) \text {, where } \omega_{\{q]} \in T_{\{q]}^{*}\left(M_{\varepsilon}^{4}\right) \text { and } X_{q} \in T_{q}\left(Q_{0}^{5}\right) . \tag{18}
\end{align*}
$$

$$
\begin{equation*}
F^{\mu \nu} d \eta_{\mu} \otimes d \eta_{\nu}\left(\eta^{\mu} \partial_{\mu} \otimes a^{\mu} \partial_{\mu}\right)=F^{\mu \nu} \eta_{\mu} a_{\nu} \tag{25}
\end{equation*}
$$

Since the elements $\eta^{\nu} \partial_{v} \otimes a^{\mu} \partial_{\mu}$ and $a^{\mu} \partial_{\mu} \otimes \eta^{\nu} \partial_{\nu}$ are the zero element in $T_{[q]}\left(M_{c}^{4}\right) \otimes T_{[q]}\left(M_{c}^{4}\right)$ ，the general tensor $F^{\mu \nu} d \eta_{\mu} \otimes d \eta_{\nu}$ applied to it must give zero：$F^{\mu \nu} a_{\mu} \eta_{\nu}=0$ $=F^{\mu \nu} \eta_{\mu} a_{\nu}$ for all $a^{\mu} \eta_{\mu}=0$ ．From this it follows that the relations

$$
\begin{equation*}
F^{u \nu} \eta_{\mu} \propto \eta^{\nu} \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
F^{\mu \nu} \eta_{\nu} \propto \eta^{\mu} \text { must hold. } \tag{27}
\end{equation*}
$$

The cotangent vector $\eta^{\nu} d \eta_{\nu} \in T_{[f]}^{*}\left(M_{c}^{4}\right)$ is the zero cotan－ gent vector，and therefore we can demand

$$
\begin{equation*}
F^{\mu \nu} \eta_{\mu}=0=F^{\mu \nu} \eta_{\nu} \text { on } Q_{0}^{5} \tag{28}
\end{equation*}
$$

In the tensor bundle

$$
T_{2}^{*}\left(Q_{0}^{5}\right):=\bigcup_{q \in Q}^{\cup} T_{q}^{*}\left(Q_{0}^{5}\right) \otimes T_{q}^{*}\left(Q_{0}^{5}\right),
$$

whose elements we denote by the pair（ $q, F^{\mu \nu} d \eta_{\mu} \otimes d \eta_{\nu}$ ）， we can consider the following equivalence relation $\approx_{2}^{*}$ ：

$$
\begin{align*}
& \left(q, F^{\mu \nu} d \eta_{\mu} \otimes d \eta_{\nu}\right) \approx_{2}^{*}\left(q^{\prime}, F^{\mu \nu r} d \eta_{\mu}^{\otimes} d \eta_{\nu}\right) \\
& \quad \text { iff } \eta^{\mu \prime}=\rho \eta^{\mu}, \quad F^{\mu \nu \prime}=\rho^{-2} F^{\mu \nu}+b^{\mu} \eta^{\nu}+c^{\nu} \eta^{\mu} \\
& \text { with } b^{\mu} \eta_{\mu}=c^{\nu} \eta_{\nu}=0 \text { and } \rho \in \mathbb{R}_{0} . \tag{29}
\end{align*}
$$

We put $\bar{T}_{2}^{*}\left(M_{c}^{4}\right):=T_{2}^{*}\left(Q_{0}^{5}\right) / \approx_{2}^{*}$ and denote the elements of this space by $\left[\left(q, F^{\mu \nu} d \eta_{\mu} \otimes d \eta_{\nu}\right)\right]$ ．The space $\bar{T}_{2}^{*}\left(M_{c}^{4}\right)$ can again be identified with the bundle $T_{2}^{*}\left(M_{c}^{4}\right)$ ：Take any two representatives（ $q, a^{\mu} \partial_{\mu} \otimes a^{\nu \prime} \partial_{\nu}$ ）and（ $q^{\prime}, c^{\mu} \partial_{\mu}{ }^{\otimes} c^{\nu r} \partial_{\nu}$ ）from the class $\left[\left(q,\left(a^{\mu} \partial_{\mu} \otimes a^{\nu} \partial_{\nu}\right)\right)\right]$ and any two representatives of the class $\left[\left(q, F^{\mu \nu} d \eta_{\mu} \otimes d \eta_{\nu}\right)\right]$ ，say（ $q, F^{\mu \nu} d \eta_{\mu} \otimes d \eta_{\nu}$ ）and $\left(q^{\prime}, F^{\mu \nu \prime} d \eta_{\mu} \otimes d \eta_{\nu}\right):$
$\left(q, F^{\mu \nu} d \eta_{\mu} \otimes d \eta_{\nu}\right)\left\{\left(q, a^{\mu} \partial_{\mu} \otimes a^{\nu \prime} \partial_{\nu}\right)\right\}=F^{\mu \nu} a_{\mu} a_{\nu}^{\prime}$,
$\left(q^{\prime}, F^{\mu \nu \prime} d \eta_{\mu} \otimes d \eta_{\nu}\right)\left\{\left(q^{\prime}, c^{\mu} \partial_{\mu} \otimes c^{\nu \prime} \partial_{\nu}\right)\right\}=F^{\mu \nu \prime} c_{\mu} c_{\nu 。}^{\prime}$
If $q^{\prime}=\rho q$ ，then $F^{u \nu \prime}=\rho^{-2} F^{\mu \nu}+b^{\nu} \eta^{\nu}+b^{\nu \prime} \eta^{\mu}$ and $c^{\mu}=\rho a^{\mu}$
$+\delta \eta^{\mu}, c^{\mu \prime}=\rho a^{\mu \prime}+\delta^{\prime} \eta^{\mu}$ ，and therefore

$$
\begin{aligned}
& F^{\mu \nu \prime} c_{\mu} c_{\nu}^{\prime}=\left(\rho^{-2} F^{\mu \nu}+b^{\mu} \eta^{\nu}+b^{\nu \prime} \eta^{\mu}\right) \\
& \quad \times\left(\rho a_{\mu}+\delta \eta_{\mu}\right)\left(\rho a_{\nu}^{\prime}+\delta^{\prime} \eta_{\nu}\right)=F^{\mu \nu} a_{\mu} a_{\nu}^{\prime}
\end{aligned}
$$

because $\eta_{\mu} F^{\mu \nu}=\eta_{\nu} F^{\mu \nu}=\eta_{\mu} a^{\mu}=\eta_{\nu} b^{\nu}=\eta_{\nu} b^{\nu \prime}=\eta_{\mu} a^{\mu \prime}=\eta_{\mu} \eta^{\mu}$ $=0$ ．

Next we want to give a description of the tensors of rank 2 at a point $[q] \in M_{c}^{4}$ in local coordinates．It is known ${ }^{15}$ that any such tensor can be written as $f^{i j} d x_{i}$ ${ }^{\otimes} d x_{j}$ ，where the $d x_{i}$ constitute a basis of the cotangent space $T_{\backslash_{q} \mid}^{*}\left(M_{c}^{4}\right)$ ．The connection of the components $f^{i j}$ and the components $F^{\mu \nu}$ can be found by using the formula
$d \eta^{\mu}=\frac{\partial \eta^{\mu}}{\partial x^{i}} d x^{i}$ with $\eta^{i}=\kappa x^{i}, \lambda=\kappa x^{j} x_{j}$,
$\kappa$ independent of $x^{i}$ 。
Then we get
$F^{\mu \nu} d \eta_{\mu} \otimes d \eta_{\nu} \stackrel{\text { loc }}{=} f^{i j} d x_{i} \otimes d x_{j}$
with
$f^{i j}=\kappa^{2} F^{i j}-\kappa^{2} F^{i \kappa} x^{j}-\kappa^{2} F^{\kappa j} x^{i}+\kappa^{2} F^{\kappa \kappa} x^{i} x^{j}$.
From this we can also see that all representatives of an element $\left[\left(q, F^{\mu \nu} d \eta_{\mu} \otimes d \eta_{\nu}\right)\right]$ correspond everywhere locally
to the same tensor and are therefore the same tensor on $M_{c^{\circ}}^{4}$

On the other hand，given a tensor from $T_{2[q]}^{*}\left(M_{c}^{4}\right)$ in local coordinates $f^{i j} d x_{i} \otimes d x_{j}$ ，we can easily find a representative of this tensor in the $\eta$ coordinates， namely the tensor $F^{\mu \nu} d \eta_{\mu} \otimes d \eta_{\nu}$ with
$F^{i j}=f^{i j} \kappa^{-2}, \quad F^{\lambda j}=\kappa^{-3} 2 \eta_{i} f^{i j}$,
$F^{i \lambda}=\kappa^{-3} 2 \eta_{k} f^{i k}, \quad F^{\lambda \lambda}=\kappa^{-4} 4 \eta_{i} \eta_{k} f^{i k}$,
$F^{i k}=F^{\times i}=F^{\kappa \kappa}=F^{\lambda \kappa}=F^{\star \lambda}=0$.
This can be derived from relation（33）and from the properties（28）．

Of special interest for us are the so－called skew－ symmetric tensors and tensor fields which we want to discuss next．

We have seen that every tensor of rank 2 on $M_{c}^{4}$ can be represented as a class of tensors of rank 2 on $Q_{0}^{5}$ ．From now on we make the identification

$$
\begin{equation*}
T_{2}^{*}\left(M_{c}^{4}\right)=\overline{T_{2}^{*}}\left(M_{c}^{4}\right)=\left\{\left[\left(q, F^{\mu \nu} d \eta_{\mu} \otimes d \eta_{\nu}\right)\right]\right\} \tag{35}
\end{equation*}
$$

Then every $F^{\mu \nu} d \eta_{\mu} \otimes d \eta_{\nu}$ can be written as

$$
\begin{align*}
& F^{\mu \nu} d \eta_{\mu} \otimes d \eta_{\nu}=2^{-1} F^{\mu \nu}\left(d \eta_{\mu} \otimes d \eta_{\nu}+d \eta_{\nu} \otimes d \eta_{\mu}\right) \\
& \quad+2^{-1} F^{\mu \nu}\left(d \eta_{\mu} \otimes d \eta_{\nu}-d \eta_{\nu} \otimes d \eta_{\mu}\right) \tag{36}
\end{align*}
$$

One can see immediately that only the symmetric part of $F^{\mu \nu}$ contributes to the first term and only the anti－ symmetric part to the second one．For the antisym－ metric part we write，as is common，

$$
\begin{equation*}
d \eta_{\mu} \wedge d \eta_{\nu}:=2^{-1}\left(d \eta_{\mu} \otimes d \eta_{\nu}-d \eta_{\nu} \otimes d \eta_{\mu}\right)_{\rho} \tag{37}
\end{equation*}
$$

The antisymmetric tensors of rank 2 which we denote by $F^{\mu \nu} d \eta_{\mu} \wedge d \eta_{\nu}$ are therefore exactly the tensors $F^{\mu \nu} d \eta_{\mu}$ $\otimes d \eta_{\nu}$ where $F^{\mu \nu}=-F^{\nu \mu}$ ．Whereas the condition（28）is still valid，two antisymmetric tensors，$\left(q, F^{u \nu} d \eta_{\mu} \wedge d \eta_{\nu}\right)$ and（ $q^{\prime}, F^{\mu \nu \prime} d \eta_{\mu} \wedge d \eta_{\nu}$ ），are equivalent iff

$$
\begin{align*}
& F^{\mu \nu \prime}=\rho^{-2} F^{\mu \nu}+b^{\mu} \eta^{\nu}-b^{\nu} \eta^{\mu} \\
& \quad \text { for } q^{\prime}=\rho q \text { and some } b=\left(b^{\mu}\right) \text { with } \eta^{\mu} b_{u}=0 . \tag{38}
\end{align*}
$$

In local coordinates the antisymmetric tensor of rank 2 can be expressed as $S^{i j} d x_{i} \wedge d x_{j}$ ，where $S^{i j}=-S^{j i}$ 。
Given an antisymmetric tensor（ $q, F^{\mu \nu} d \eta_{\mu} \wedge d \eta_{\nu}$ ）in $\eta$－co－ ordinates，the corresponding tensor in $x$－space reads as follows［see（33）］：
$S^{i j} d x_{i} \wedge d x_{j}, \quad$ where $S^{i j}=\kappa^{2} F^{i j}-\kappa^{2} F^{i \kappa} x^{j}-\kappa^{2} F^{\kappa j} x^{i}$ 。
Inserting $F^{\mu \nu r}$ from（38）gives again the same $S^{i j}$ for all $b^{\mu}$ with $\eta^{\mu} b_{u}=0$ ．

The inverse problem given $S^{i j}$ to find $F^{\mu \nu}$ is already solved in formula（34）。For $S^{i j}=-S^{j i}$ we get
$F^{i j}=\kappa^{-2} S^{i j}, \quad F^{\lambda j}=\kappa^{-3} 2 \eta_{i} S^{i j}=-\kappa^{-3} 2 \eta_{i} S^{j i}=-F^{j \lambda}$,
$F^{\kappa \kappa}=F^{\lambda \lambda}=F^{\lambda \kappa}=F^{\lambda \kappa}=F^{i k}=F^{\kappa i}=0$ 。

## III．TENSOR FIELDS ON $M_{c}^{4}$

After the discussion of the different tangent，cotan－ gent，and tensor spaces in the last sections，we consider next tensor fields on the manifold $M_{c}^{4}$ ．Generally these are defined as differentiable sections of the correspond－
ing tensor bundles．As a special case we have already discussed in Sec．I the sections of the tangent bundle of $M_{c}^{4}$ ，the so－called vector fields．This procedure will be generalized now to tensor fields of rank 2 on the manifold $M_{c}^{4}$ ．

Let be $T_{2}^{*}\left(\mathbb{R}_{2}^{6}\right)$ the set of all tensor fields $\omega$ of rank 2 in $\mathbb{R}_{2}^{6}$ ，where

$$
\begin{equation*}
\omega=F^{\mu \nu}(\cdot) d \eta_{\mu}^{\otimes} d \eta_{\nu}, F^{\mu \nu}(\cdot): \stackrel{\circ}{\mathbb{R}}_{2}^{6} \rightarrow \mathbb{R} \tag{41}
\end{equation*}
$$

with the following properties：
（1）$F^{\mu \nu}(\cdot) \in C^{\infty}\left(Q_{0}^{5}\right)$ ，
（2）$F^{\mu \nu}(\rho q)=\rho^{-2} F^{\mu \nu}(q) \forall q \in \stackrel{\circ}{\mathbb{R}}_{2}^{6} \forall \rho \in \mathbb{R}_{0}$ ，
（3）$F^{\mu \nu}(\eta) \eta_{\mu}=F^{\mu \nu}(\eta) \eta_{\nu}=0 \forall(\eta) \in Q_{0}^{5}$.
We introduce an equivalence relation $\underset{\sim}{t}$ as follows：
If $\omega_{1}=F^{\mu \nu}(\cdot) d \eta_{\mu} \otimes d \eta_{\nu}$ and $\omega_{2}=G^{\mu \nu}(\cdot) d \eta_{\mu} \otimes d \eta_{\nu}$ ，then
$\omega_{1} \stackrel{t}{\sim} \omega_{2}$ iff $G^{\mu \nu}(q)=F^{\mu \nu}(q)+b^{\mu}(q) \eta^{\nu}+c^{\nu}(q) \eta^{\mu}$,
$b^{\mu}\left({ }^{\circ}\right), c^{\nu}\left({ }^{\circ}\right) \in C^{\infty}\left(Q_{0}^{5}\right)$
homogeneous of degree -3 in $q$ 。
Denoting

$$
\begin{equation*}
\overline{T_{2}^{*}}\left(M_{c}^{4}\right):=\{[\omega]\}=T_{2}^{*}\left(\mathbb{R}_{2}^{6}\right) / \stackrel{t}{\sim} \tag{43}
\end{equation*}
$$

we show that $T_{2}^{*}\left(M_{c}^{4}\right)$ can be identified with $T_{2}^{*}\left(M_{c}^{4}\right)$ ，the set of all differentiable tensor fields of rank 2 on the manifold $M_{c}^{4}$ ．

This can be seen immediately：Take $q, q^{\prime} \in[q], q^{\prime}=\rho q$ and $F^{\mu \nu}(\rho) d \eta_{\mu} \otimes d \eta_{\nu,} G^{\mu \nu}(\circ) d \eta_{\mu} \otimes d \eta_{\nu}$ ；then

$$
\begin{gather*}
\left.[\omega]([q])=\left[G, F^{\mu \nu}(q) d \eta_{\mu} \otimes d \eta_{\nu}\right)\right]= \\
\left.=\left[G^{\prime}, G^{\mu \nu}\left(q^{\prime}\right) d \eta_{\mu} \otimes d \eta_{\nu}\right)\right] \tag{44}
\end{gather*}
$$

This is true because

$$
\begin{aligned}
G^{\mu \nu}\left(q^{\prime}\right) & =F^{\mu \nu}\left(q^{\prime}\right)+b^{\mu}\left(q^{\prime}\right) \eta^{\nu \prime}+c^{\nu}\left(q^{\prime}\right) \eta^{\mu \prime} \\
& =\rho^{-2} F^{\mu \nu}(q)+\rho^{-2}\left(b^{\mu}(q) \eta^{\nu}+c^{\nu}(q) \eta^{\mu}\right)
\end{aligned}
$$

and therefore $\left(q, F^{\mu \nu}(q) d \eta_{\mu} \otimes d \eta_{\nu}\right)$ and $q^{\prime}, G^{\mu \nu}\left(q^{\prime}\right) d \eta_{\mu}$ $\otimes d \eta_{\nu}$ ）are representatives of the same class in $\bar{T}_{2}^{*}{ }_{(q)}\left(M_{c}^{4}\right)$ ．

On the other side it is clear that every differentiable tensor field $\omega \in T_{2}^{*}\left(M_{c}^{4}\right)$ determines one class of $T_{2}^{*}\left(\mathbb{R}_{2}^{6}\right)$／ t．

The same arguments as above show us also that the set of all $C^{\infty}$－antisymmetric tensor fields of rank 2 which are also called differential 2 －forms is isomorphic to the set $T_{2}^{a}\left(\mathbb{R}_{2}^{6}\right) / \underset{\sim}{a}$ ，where the equivalence relation $\underset{\sim}{a}$ according to（38）is given by

$$
\omega_{1}^{a} \stackrel{a}{\sim} \omega_{2}^{a} \text { iff } G^{\mu \nu}(q)=F^{\mu \nu}(q)+b^{\mu}(q) \eta^{\nu}-b^{\nu}(q) \eta^{\mu}
$$

with $b^{\mu}(q) \in C^{\infty}\left(Q_{0}^{5}\right)$ homogeneous of degree -3 in $q$
for all $\mu$ and $\eta^{\mu} b_{\mu}(q)=0$ on $Q_{0^{\circ}}{ }^{\circ}$
The set $T_{2}^{a}\left(\mathbb{R}_{2}^{6}\right)$ is the set of all tensor fields from $T_{2}^{*}\left(\stackrel{\circ}{\mathbb{R}}_{2}^{6}\right)$ which are antisymmetric。

## IV．MAXWELL EQUATIONS FOR THE VECTOR POTENTIAL

In Minkowski space Maxwell＇s equations for the anti－ symmetric Maxwell tensor field $f^{i j}(x) d x_{i} \wedge d x_{j}$ in the
presence of an external current $c(x)=\left(c_{j}(x)\right)$ are

$$
\begin{equation*}
\partial^{j} f_{i j}(x)=-c_{i}(x) \tag{46}
\end{equation*}
$$

To solve these equations，it is convenient to introduce the so－called vector potential field $A^{f}(x), j=0,1, \cdots, 3$ ， in terms of which the Maxwell field $f^{i j}(x)$ reads

$$
\begin{equation*}
f^{i j}(x)=\partial^{i} A^{j}(x)-\partial^{j} A^{i}(x) \tag{47}
\end{equation*}
$$

Equations（46）then become

$$
\begin{equation*}
\partial^{i} \partial_{j} A^{j}(x)-\square A^{i}(x)=-c^{i}(x), \quad i=0, \cdots, 3, \tag{48}
\end{equation*}
$$

or，if we introduce the function $\chi(x)$ ，

$$
\begin{equation*}
\chi(x)=\partial_{j} A^{f}(x) \tag{49}
\end{equation*}
$$

Eqs．（48）are

$$
\begin{equation*}
\square A^{i}(x)=\partial^{i} \chi(x)+c^{i}(x) \tag{50}
\end{equation*}
$$

The set of equations（49）and（50）is equivalent to Max－ well＇s equations（46）．The potential $A^{j}(x)$ is not uniquely determined because any gauge transformation

$$
\begin{equation*}
A^{j}(x) \rightarrow A^{j}(x)+\partial^{j} \Lambda(x), \quad \Lambda(\cdot) \in C^{1}\left(M_{4}\right) \tag{51}
\end{equation*}
$$

keeps the tensor field $f^{i j}(x)$ invariant，a fact which is known as gauge invariance of electrodynamics．Working in Minkowski space with the Lorentz group as the rele－ vant invariance group，one chooses the so－called Lorentz gauge which is defined by the function

$$
\begin{equation*}
\chi(x)=0 \text { 。 } \tag{52}
\end{equation*}
$$

To arrive at a Lorentz covariant procedure，one must then demand that the gauge function $\Lambda(x)$ fulfill the equation

$$
\begin{equation*}
\square \Lambda(x)=0 \tag{53}
\end{equation*}
$$

If one does not specialize the function $\chi(x)$ ，then under a general gauge transformation（51）the function $\chi(x)$ is transformed in the following form：

$$
\begin{equation*}
\chi(x) \rightarrow \chi(x)+\sqcap \Lambda(x) \tag{54}
\end{equation*}
$$

and the potential $A^{j \prime}(x)=A^{j}(x)+\partial^{j} \Lambda(x)$ therefore fulfills the equation

$$
\begin{equation*}
\left\ulcorner A^{j \prime}(x)=\partial^{j} \chi^{\prime}(x)+c^{j}(x),\right. \tag{55}
\end{equation*}
$$

where $\chi^{\prime}(x)$ is given by（54）and $\Lambda(x)$ is any differentiable function in $M_{4}$ 。

It has been known already for a long time ${ }^{4}$ that Max－ well＇s equations are covariant with respect to the full conformal group．We want to show how this conformal covariance results when working on the manifold $M_{c^{\circ}}^{4}$ This we shall do in two ways：First we investigate the set of equations（49）and（50）for the vector potential on $M_{c}^{4}$ and show that there is a natural generalization of these equations on the compact manifold which are mani－ festly conformal covariant．In the second treatment we extend Maxwell＇s tensor $f^{i j}$ to a conformal tensor $F^{\mu \nu}$ on $M_{c}^{4}$ which fulfills also manifestly conformal covariant equations on $M_{c^{\circ}}^{4}$（See also Refs． 7 and 16，）

Consider now the equations

$$
\begin{align*}
& \sqcap A^{j}(x)=\partial^{j} \chi(x)+c^{j}(x),  \tag{56}\\
& \chi(x)=\partial^{j} A_{j}(x) \tag{57}
\end{align*}
$$

Discussing the vector fields on $M_{c}^{4}$ ，we have seen that a
vector field $[X]=a^{\mu}(\cdot) \partial_{\mu}$ on $M_{c}^{4}$ can be written locally as $A^{j}(x) \partial_{j}, \quad$ where $A^{j}(x)=\kappa^{-1} a^{j}(\eta)-\kappa^{-2} \eta^{j} a^{\kappa}(\eta)$ 。

On the chart $U_{\kappa}$ therefore we can express every vector field $A^{j}(x) \partial_{j}$ in terms of the coordinates $\eta$ as we did in （8）．In general the functions $a^{\mu}(\eta)$ are not well defined on the whole manifold $Q_{0}^{5}$ ；this depends on the behavior of the functions $A^{j}(x)$ at infinity．For the fortheoming discussion we shall assume that the functions $a^{\mu}(\eta)$ are even $C^{\text {co }}\left(\mathbb{R}^{6}\right)$ 。

We mention the fact that the choice of the function $a^{\kappa}(\eta)$ in the relations（8）is competely free because we have a whole class of vector fields $a^{\mu}(\cdot) \partial_{\mu}$ which locally have exactly the given form $A^{j}(x) a_{j}$ ．To describe the vector potential $A^{j}(x)$ in terms of a field $a^{\mu}(\eta)$ ，we have there－ fore the degree of freedom of a function．The question now is what function $a^{k}(\eta)$ shall we take．The answer to this is given to us if we look at the set of equations（56）， （57）．There appears a function $\chi(x)$ for which we also assume to be extendable to the whole manifold $M_{c}^{4}$ and to belong to the class $C^{\infty}\left(\mathbb{R}^{6}\right)$ in the variables $\eta$ ．As the representative $a^{\mu}(\cdot) \partial_{\mu}$ of the class $\left[a^{\mu}(\cdot) \partial_{\mu}\right]$ therefore we take the following：

$$
\begin{align*}
& a^{\kappa}(\eta)=-2^{-1} \kappa \chi(\eta), \quad a^{j}(\eta)=\kappa A^{j}(\eta / \kappa)-2^{-1} \eta^{j} \chi(\eta / \kappa) \\
& a^{\lambda}(\eta)=2 \eta^{j} A_{j}(\eta / \kappa)-\kappa^{-1} \eta^{j} \eta_{j} \chi(\eta / \kappa)+2^{-1} \lambda \chi(\eta / \kappa) \tag{59}
\end{align*}
$$

The function $a^{\lambda}(\eta)$ is determined by the requirement

$$
\begin{equation*}
\eta^{\mu} a_{\mu}(\eta)=0 . \tag{60}
\end{equation*}
$$

It would be enough for $a^{\mu}(\cdot) \partial_{\mu \mu}$ to be the representative of a vector field on $M_{c}^{4}$ if the equality（60）holds on $Q_{0}^{5}$ as we have seen earlier．Now we demand（60）to hold on the whole space $\stackrel{\circ}{\mathbb{R}}_{2}^{6}$ ．This is of importance for the proof of the following Theorem：

Theorem：Let $[X]$ and $[C] \in X\left(M_{c}^{4}\right)$ be $C^{\infty}$ vector fields on $M_{c}^{4}$ and let $a^{\mu}(\cdot) \partial_{\mu}, c^{\mu}(\cdot) \partial_{\mu}$ be representatives of $[X]$ and $[C]$ with $a^{\mu}(\cdot)$ and $c^{\mu}(\cdot) \in C^{\infty}\left(\mathbb{R}^{6}\right)$ and $\eta^{\mu} a_{u}(\eta)=\eta^{\mu} c_{\mu}(\eta)$ $=0$ on $\mathbb{R}^{6}$ ．Let $A^{j}(x) \partial_{j}$ and $C^{j}(x) \partial_{j}$ be the local representa－ tives of $[X]$ and $[C]$ in the coordinates $x \in M_{4}$ ．Then the following two sets of equations are equivalent：

$$
\begin{aligned}
& \left.\begin{array}{rl}
P_{\square} a^{\mu}(\eta) & =c^{\mu}(\eta) \\
\forall \mu
\end{array}\right\} \\
& \square A_{j}(x)
\end{aligned}=-2 \partial_{j} a^{\kappa}(x)+C_{j}(x), ~ 子 \begin{aligned}
\text { iff } \quad \partial^{j} A_{j}(x) & =-2 a^{\kappa}(x), \\
\square a^{\kappa}(x) & =C^{\kappa}(x) \\
\text { where } a^{\kappa}(x) & =\kappa^{-1} a^{\kappa}(\eta) \\
\text { and } C^{\kappa}(x) & =\kappa^{-1} c^{\kappa}(\eta) .
\end{aligned}
$$

$\left.P_{G}=\kappa^{2}\right]_{6}+4 \kappa \partial_{\lambda}\left(\eta^{\mu} \lambda_{\mu}+1\right)$ is the Klein－Gordon operator on $M_{c}^{4}$ ．${ }^{10}$

Proof：In the already mentioned paper ${ }^{10}$ we have shown that the Klein－Gordon equation $\varphi^{\varphi}(x)=0$ on the manifold $M_{c}^{4}$ reads $P_{\llcorner } \phi([\eta])=0$ with $P_{[ }=\kappa^{2} \square_{\mathrm{G}}+4 \kappa \partial_{\lambda}\left(\eta^{\mu} \partial_{\mu}+1\right)$ and $\phi([\eta])=\varphi(\eta / \kappa)$ ．A simple calculation gives the following important property of the differential operator $P_{\square} \circ$ Let $\varphi(\eta)$ be any $C^{* *}\left(\mathbb{R}^{6}\right)$ function homogeneous of degree $n$ in $\eta$ ．Then for any $m \in Z$

$$
\begin{equation*}
P_{\square} \kappa^{m} \varphi(\eta)=\kappa^{m} P_{\square} \varphi(\eta) \tag{61}
\end{equation*}
$$

as long as $\kappa^{m} \varphi(\eta)$ is still a $C^{2}\left(\mathbb{R}^{6}\right)$ function．Therefore，

$$
\begin{equation*}
P_{\square} \kappa^{-1} a^{\kappa}(\eta)=\kappa^{-1} P_{\square} a^{\kappa}(\eta) . \tag{62}
\end{equation*}
$$

On the other hand we have shown in Ref． 10 that
$P_{\square \kappa^{-1}} a^{\kappa}(\eta)=c^{\kappa}(\eta) \kappa^{-1}$ iff $\square a^{\kappa}(x)=C^{\kappa}(x)$
where $a^{\kappa}(x)=\kappa^{-1} a^{\kappa}(\eta), \quad C^{\kappa}(x)=\kappa^{-1} c^{\kappa}(\eta) 。$
Next let us calculate the action of the operator $P_{\square}$ on the expression $\kappa^{-1} a^{j}(\eta)-\kappa^{-2} \eta^{j} a^{\kappa}(\eta)=A^{j}(x)$ for $\kappa \neq 0$ 。
$P_{\square}\left(\kappa^{-1} a^{j}(\eta)-\kappa^{-2} \eta^{j} a^{\kappa}(\eta)\right)$

$$
\begin{equation*}
=\kappa^{-1} P_{\square} a^{j}(\eta)-\kappa^{-2}\left(\eta^{j} P_{\square} a^{\kappa}(\eta)+2 \kappa\left(\kappa \partial^{j}+2 \eta^{j} \partial_{\lambda}\right) a^{\kappa}(\eta) .\right. \tag{64}
\end{equation*}
$$

In local coordinates $x$ on $M_{4}$ we get

$$
\begin{equation*}
\square A^{j}(x)=\kappa^{-1} P_{\square} a^{j}(\eta)-x^{j} \square a^{\kappa}(x)-2 \frac{\partial}{\partial x_{j}} a^{\kappa}(x) \tag{65}
\end{equation*}
$$

Therefore，the two equations

$$
\begin{align*}
& \square A^{j}(x)=-2 \partial^{j} a^{\kappa}(x)+C^{j}(x),  \tag{66}\\
& \square a^{\kappa}(x)=C^{\kappa}(x) \tag{67}
\end{align*}
$$

are equivalent to the two equations

$$
\begin{align*}
& P_{\square} a^{j}(\eta)=c^{j}(\eta),  \tag{68}\\
& P_{\square} a^{\kappa}(\eta)=c^{\kappa}(\eta) \tag{69}
\end{align*}
$$

Let us next calculate $P_{\square} a^{\lambda}(\eta)$ where $a^{\lambda}(\eta)=\kappa^{-1}\left(2 \eta^{j} a_{f}(\eta)\right.$ $\left.-\lambda a^{\kappa}(\eta)\right)$ for $\kappa \neq 0$ everywhere in $\mathbf{R}^{6}$ 。An easy calculation gives

$$
\begin{align*}
& P_{\square} a^{\lambda}(\eta)=\kappa^{-1}\left(2 \eta^{j} P_{\square} a_{j}(\eta)-\lambda P_{\square} a^{\kappa}(\eta)+4 \kappa^{2}\left(\kappa \partial^{j}+2 \eta_{j}^{j}\right)\right. \\
& \left.\quad \times \kappa_{\lambda}^{-1}\left(a_{j}(\eta)-\kappa^{-1} \eta_{j} a^{\kappa}(\eta)\right)+8 \kappa a^{\kappa}(\eta)\right) . \tag{70}
\end{align*}
$$

In local coordinates this reads
$P_{\square} \kappa^{-1} a^{\lambda}(\eta)=\kappa^{-2} 2 \eta^{j} P_{\square} a_{j}(\eta)-\kappa^{-2} \lambda P_{\square} a^{\kappa}(\eta)$

$$
\begin{equation*}
+4 \frac{\partial}{\partial x_{j}} A^{j}(x)+8 a^{\kappa}(x) \tag{71}
\end{equation*}
$$

Therefore，under the condition $P_{\square} a^{j}(\eta)=c^{j}(\eta)$ and $P_{\square} a^{\kappa}(\eta)=c^{\kappa}(\eta)$ the relations

$$
\begin{equation*}
P_{\square} a^{\lambda}(\eta)=c^{\lambda}(\eta) \text { and } \partial_{f} A^{j}(x)=-2 a^{\kappa}(x) \tag{72}
\end{equation*}
$$

are equivalent．
The set of equations

$$
\begin{equation*}
P_{\square} a^{\mu}(\eta)=c^{\mu}(\eta), \quad \mu=0, \cdots, 5, \tag{73}
\end{equation*}
$$

are Máxwell＇s equations for the vector potential field on $M_{c}^{4}$ ．Let us add a corollary to the above theorem which shows explicitly the conformal covariance of Maxwell＇s equations on the manifold $M_{c}^{4}$ 。
Corollary：Let be $[X]$ and $[C] \in X\left(M_{c}^{4}\right)$ and $a^{\mu}(\cdot) \partial_{\mu}, c^{\mu}(\cdot) \partial_{\mu}$ representatives of $[X]$ and $[C]$ with the following prop－ erties：$a^{\mu}(\eta)=\kappa^{2} \tilde{a}^{\mu}(\eta), c^{\mu}(\eta)=\kappa^{4} \tilde{c}^{\mu}(\eta)$ ，where $\tilde{a}^{\mu}(\eta)$ and $\tilde{c}^{\mu}(\eta)$ are $C^{\infty}\left(\mathbb{R}^{6}\right)$ functions homogeneous of degree -1 and－ 3 respectively．Then Maxwell＇s equations for the vector field $A^{j}(x)$ in Minkowski space

$$
\begin{aligned}
& \square A^{j}(x)=-2 \partial^{j} a^{k}(x)+C^{j}(x), \\
& \quad \partial^{j} A_{j}(x)=-2 a^{\kappa}(x), \square a^{\kappa}(x)=C^{\kappa}(x)
\end{aligned}
$$

are equivalent to Maxwell＇s equations in $M_{c}^{4}$ 。

$$
\square_{\sigma} \tilde{a}^{\mu}(\eta)=\tilde{\boldsymbol{c}}^{\mu}(\eta), \quad \mu=0, \cdots, 5 \text { with } \square_{6}=\partial^{\mu} \partial_{\mu} .
$$

Proof：$P_{\square} \kappa^{2} \tilde{a}^{\mu}(\eta)=P_{\square} a^{\mu}(\eta)=\kappa^{2} P_{\square} \tilde{a}^{\mu}(\eta)$ ．But for any function $f(\eta)$ homogeneous of degree－ 1 in $\eta$ the differ－ ential operator $P_{\square}$ is exactly the operator $\kappa^{2} \square{ }_{6}$ ．This and the theorem proves，therefore，the corollary．

The corollary gives us in a manifest way the con－ formal covariance of Maxwell＇s equations：If［ $X$ ］and［ $C$ ］ $\in X\left(M_{c}^{4}\right)$ are vector fields with representatives $a^{\mu}(\cdot) \partial_{\mu}$ ， $c^{\mu}(\cdot) \lambda_{\mu}$ ，where $a^{\mu}(\eta)=\kappa^{2} \tilde{a}^{\mu}(\eta)$ and $c^{\mu}(\eta)=\kappa^{4} \tilde{c}^{\mu}(\eta)$ for all $\mu$ ，such that Eqs．（73）are fulfilled，the for every $w$ $\in S O(2,4) / Z_{2}$ the vector fields $[X]_{w}$ and $[C]_{w}$ are also solutions of Eqs．（73），where the generating represen－ tatives $a_{w}^{\mu}(\cdot) \partial_{\mu}$ and $c_{w}^{\mu}(\cdot) \partial_{\mu}$ of $[X]_{w}$ and $[C]_{w}$ are defined as follows：
$a_{w}^{\mu}(\eta)=\kappa^{2} w^{\mu}{ }_{\nu} \tilde{a}^{\nu}\left(w^{-1} \eta\right), \quad c_{w}^{\mu}(\eta)=\kappa^{4} w^{\mu}{ }_{\nu} \tilde{c}^{\nu}\left(w^{-1} \eta\right)$ 。
The components $\tilde{a}_{w}^{\mu}(\eta)$ and $\bar{c}_{w}^{\mu}(\eta)$ indeed fulfill the equa－ tions $L_{6} \tilde{a}_{w}^{\mu}(\eta)=\tilde{c}_{w}^{\mu}(\eta)$ for all $\mu$ and therefore $P_{\square} \kappa^{2} \tilde{a}_{w}^{\mu}(\eta)$ $=c_{w}^{\mu}(\eta)$ 。

We want to add the following remark：The transforma－ tion（74）is not the transformation which is induced by the mapping $w_{*}$（see Ref。14）。We can now say that the system of differential equations for the vector fields $A^{j}(x)$ as they are written down in the theorem is a sys－ tem of conformal covariant equations．The important fact is that the Lorentz gauge $\chi(x)=0$ is not a conformal covariant gauge．One has indeed to take a whole class of functions $\chi(x)$ with $\sqsubset \chi(x)=0$ 。

The conformal covariant equations $\sqcup_{6} \bar{a}^{\mu}(\eta)=\tilde{\boldsymbol{c}}^{\mu}(\eta)$ has been used already by some people some years ago． Mack and Salam take one further supplementary condi－ tion for the fields $\tilde{a}^{\mu}(\eta)$ ，namely，

$$
\begin{equation*}
\partial^{u} \tilde{a}_{\mu}(\eta)=0 \tag{75}
\end{equation*}
$$

We want to show that this condition follows already from the set of equations $\sqcup_{6} \bar{a}_{\mu}(\eta)=\tilde{c}_{\mu}(\eta)$ ．To see this，let us consider the following expression：

$$
\begin{aligned}
\left(\kappa \lambda_{j}+\right. & \left.2 \eta_{j} \partial_{\lambda}\right)\left(\kappa^{-1} a^{j}-\kappa^{-2} \eta^{j} a^{\kappa}\right) \\
= & \partial_{j} a^{j}+2 \kappa^{-1} \partial_{\lambda} 2^{-1}\left(a^{\lambda} \kappa+a^{\kappa} \lambda\right)-4 a^{\kappa} \kappa^{-1} \\
& -\kappa^{-1}\left(1-\kappa \partial_{k}-\lambda \partial_{\lambda}\right) a^{\kappa}-2 \lambda \kappa^{-1} \partial_{\lambda} a^{\kappa},
\end{aligned}
$$

where we have used the identity

$$
\begin{equation*}
\partial_{\lambda} \eta_{j} a^{j}=\partial_{\lambda} 2^{-1}\left(\kappa a^{\lambda}+\lambda a^{\kappa}\right), \tag{76}
\end{equation*}
$$

which follows from the condition

$$
\begin{equation*}
\eta^{\mu} a_{\mu}=0 \tag{77}
\end{equation*}
$$

The identity（76）is only true if the relation（77）is valid for the whole space $\mathbb{R}_{2}^{6}$ ．If the relation（77）is true only on $Q_{0}^{5}$ ，which is enough for $a^{\mu}(\cdot) \partial_{\mu}$ to be an element of $X\left(Q_{0}^{5}\right)$ ，then we cannot use（76），and what follows must be modified．

The right－hand side of the identity preceding（76）can be written as

$$
\begin{equation*}
\partial_{j} a^{j}+\partial_{\lambda} a^{\lambda}+\partial_{k} a^{\kappa}-4 \kappa^{-1} a^{\kappa}=\partial_{\mu} a^{\mu}-4 \kappa^{-1} a^{K} 。 \tag{78}
\end{equation*}
$$

In local coordinates，then，we get

$$
\begin{equation*}
\partial_{j} A^{j}(x)=\partial_{\mu} a^{\mu}(\eta)-4 a^{\kappa}(x) . \tag{79}
\end{equation*}
$$

But $\partial_{j} A^{j}(x)=-2 a^{\kappa}(x)$ ，and therefore the relation（79）says

$$
\begin{equation*}
\partial_{\mu} a^{\mu}(\eta)=2 \kappa^{-1} a^{\kappa}(\eta) \tag{80}
\end{equation*}
$$

If we further have $a^{\mu}(\eta)=\kappa^{2} \tilde{a}^{\mu}(\eta)$ for all $\mu$ ，then

$$
\begin{equation*}
\partial_{\mu} a^{\mu}(\eta)=\kappa^{2} \partial_{\mu} \tilde{a}^{\mu}(\eta)+2 \kappa \tilde{a}^{\kappa}(\eta)=2 \kappa \tilde{a}^{\kappa}(\eta), \tag{81}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\partial_{\mu} \tilde{a}^{\mu}(\eta)=0 . \tag{82}
\end{equation*}
$$

We have therefore shown that the relation（82）follows already from the equations $\square_{6} \tilde{a}^{\mu}(\eta)=\tilde{c}^{\mu}(\eta)$ if the condi－ tion（77）holds on the whole space $\stackrel{1}{2}_{2}^{6}$ ．For vector fields $a^{\mu}(\cdot) \partial_{\mu}$ with $a^{\mu}(\eta)=\kappa^{2} \tilde{a}^{\mu}(\eta)$ and the condition（77）holding only on $Q_{0}^{5}$ the relation（75）is in contradiction to the set of equations $\square_{6} \tilde{a}^{\mu}(\eta)=\tilde{c}^{\mu}(\eta) \forall \mu$ ．

## V．GAUGE TRANSFORMATIONS ON $M_{c}^{4}$

It is quite natural to generalize the concept of gauge transformations to the manifold $M_{c^{\circ}}^{4}$ Let $[X] \in X\left(M_{c}^{4}\right)$ be a vector field with a representative $a^{\mu}(\eta) \partial_{\mu}=\kappa^{2} \tilde{a}^{\mu}(\eta) \partial_{\mu}$ which fulfill Maxwell＇s equations

$$
\begin{equation*}
\square_{6} \tilde{a}^{\mu}(\eta)=\tilde{c}^{\mu}(\eta) . \tag{83}
\end{equation*}
$$

Then we can introduce the transformation

$$
\begin{equation*}
\tilde{a}^{\mu}(\eta) \rightarrow \tilde{a}^{\mu}(\eta)+\partial^{\mu} \phi(\eta), \tag{84}
\end{equation*}
$$

where $\phi(\eta)$ is any $C^{\infty}\left(\mathbb{R}^{6}\right)$ function with

$$
\begin{equation*}
\square_{6} \phi(\eta)=0 \tag{85}
\end{equation*}
$$

and homogeneous of degree 0 in the variables $\eta$ 。
The vector field $a^{\mu \prime}(\eta) \partial_{\mu}$ with

$$
\begin{equation*}
a^{\mu \prime}(\eta)=\kappa^{2}\left(\tilde{a}^{\mu}(\eta)+\partial^{\mu} \phi(\eta)\right) \tag{86}
\end{equation*}
$$

has the property $\eta^{\mu} \boldsymbol{a}_{\mu}{ }^{\prime}(\eta)=0$ everywhere on $\mathbb{R}^{6}$ and is therefore the generator of a vector field $\left[X^{\prime}\right] \in X\left(M_{c}^{4}\right)$ ， Furthermore，it fulfills Eqs．（83）because of（85）and is therefore a solution of Maxwell＇s equations on $M_{c^{\circ}}^{4}$ Let us next see how the transformation（84）acts in local coordinates．From（85）and the theorem of the last sec－ tion it follows that the vector field $\varphi^{j}(x) \partial_{j}$ ，which is the vector field $\left[\kappa^{2} \partial^{\mu} \phi(\eta) \partial_{\mu}\right]$ in local coordinates $x$ ，fulfills Maxwell＇s equations

$$
\begin{align*}
& \square \varphi^{j}(x)=-2 \partial^{j} \varphi^{k}(x),  \tag{87}\\
& \partial^{j} \varphi_{j}(x)=-2 \varphi^{k}(x), \quad \square \varphi^{k}(x)=0
\end{align*}
$$

In terms of the function $\phi(\eta)$ the components $\varphi^{j}(x)$ read as

$$
\begin{align*}
& \varphi^{j}(x)=\kappa \partial^{j} \phi(\eta)+2 \eta^{j} \partial_{\lambda} \phi(\eta)=\frac{\partial}{\partial x_{j}} \phi(x),  \tag{88}\\
& \varphi^{\kappa}(x)=-\left.2 \kappa \partial_{\lambda} \phi(\eta)\right|_{\substack{j j \kappa \kappa j^{j} o \\
\lambda=\kappa x^{2}}}
\end{align*}
$$

These expressions have to be interpreted in the sense that we first perform the differentiations and then re－ place the variables $\eta$ by $\eta^{j}=\kappa x^{j}$ and $\lambda=\kappa x^{k} x_{k}$ 。Inserting （88）into（87）gives

$$
\begin{align*}
& \sqsubset \partial^{j} \phi(x)=2 \partial^{j} \varphi^{\kappa}(x)=\left.2 \partial^{j}\left(-2 \kappa \partial_{\lambda} \phi(\eta)\right)\right|_{\substack{n j=\kappa x^{j}, \lambda=\kappa x^{j}}} \\
& \partial^{j} \partial_{j} \phi(x)=\left.4 \kappa \partial_{\lambda} \phi(\eta)\right|_{\substack{n_{j}^{j}=x x^{j} \\
\lambda=\kappa x^{b} x_{k}}},  \tag{89}\\
& \left.\square\left(-2 \kappa \partial_{\lambda} \phi(\eta)\right)\right|_{\substack{n_{j}^{j} \kappa x^{j} \\
\lambda=x^{j} x_{k}}}=0,
\end{align*}
$$

and therefore

$$
\begin{equation*}
\square \phi(x)=0 . \tag{90}
\end{equation*}
$$

The transformation（84）$[X] \rightarrow\left[X^{\prime}\right]$ induces，therefore，in local coordinates the transformation

$$
\begin{align*}
& A^{f}(x) \rightarrow A^{j}(x)+\partial^{f} \phi(x),  \tag{91}\\
& \chi(x) \rightarrow \chi^{\prime}(x)=\chi(x)+\square \phi(x),
\end{align*}
$$

with

$$
\square \chi^{\prime}(x)=\square \chi(x)+\square \square \phi(x)=0,
$$

where the function $\phi(x)$ fulfills

$$
\begin{equation*}
\square \phi(x)=\left.4 \kappa \partial_{\lambda} \phi(\eta)\right|_{\left.\right|_{\eta_{a}}+x j^{j}} . \tag{92}
\end{equation*}
$$

Equation（92）means the following：Take the function $\phi(x)$ then this defines a function $\phi(\eta)=\phi(\eta / \kappa), \eta=\left(\eta^{0}, \eta^{1}, \eta^{2}, \eta^{3}\right)$ on $\mathbb{R}^{6}$ ．On this function the operator $\hat{\delta}_{\lambda}$ acts，and after－ wards we replace the $\eta$ again by the $x$ coordinates in the known way．

It is trivial to go the other way round：We start with a transformation $A^{j}(x) \rightarrow A^{j}(x)+\partial^{j} \phi(x)$ ，where $\phi(x)$ ful－ fills Eqs．（89）；this determines a $C^{\infty}\left(\mathbb{R}^{6}\right)$ function $\phi(\eta)$ and a vector field［ $\varphi^{\mu}(\eta) \partial_{\mu}$ ］，where

$$
\begin{aligned}
& \varphi^{k}(\eta)=-2 \kappa^{2} \partial_{\lambda} \phi(\eta), \quad \varphi^{j}(\eta)=\kappa^{2} \partial^{j} \phi(\eta), \\
& \varphi^{\partial}(\eta)=-2 \kappa^{2} \partial_{\lambda} \phi(\eta) .
\end{aligned}
$$

Therefore，we can write

$$
\begin{equation*}
\varphi^{\mu}(\eta)=\kappa^{2} \partial^{\mu} \phi(\eta) \tag{93}
\end{equation*}
$$

Since $P_{\square} \varphi^{\mu}(\eta)=P_{\square} \kappa^{2} \partial^{\mu} \phi(\eta)=0$ it follows that $\square_{6} \phi(\eta)=0$ ． Therefore，the transformations（91）and（92），on the one hand，and the transformations（84）and（85）are com－ pletely equivalent．

As is known，the transformation $A^{j}(x) \rightarrow A^{j}(x)+\partial^{j} \phi(x)$ keeps the Maxwell tensor $f^{i j}(x) d x_{i} \wedge d x_{j}$ fixed．The equivalence of the gauge transformation in $M_{4}$ and $M^{4}$ as disucssed above suggests that the transformation $\tilde{a}^{\mu}(\eta)$ $\rightarrow \tilde{a}^{\mu}(\eta)+\partial^{\mu} \phi(\eta)$ also keeps a similar antisymmetric tensor field $f^{\mu \nu} d \eta_{\mu} \wedge d \eta_{\nu}$ invariant．That this is indeed the case we want to show next．

## VI．THE MAXWELL TENSOR IN $M_{c}^{4}$

In this section we use the results of our discussion of tensor fields on $M_{c^{\circ}}^{4}$ As we have shown in Sec．III the antisymmetric tensor fields of rank 2 on $M_{c}^{4}$ can be written as a class of tensor fields on $Q_{0}^{5}$ 。

$$
\left[F^{\mu \nu} d \eta_{u} \wedge d \eta_{\nu}\right]
$$

where the equivalence relation defining the different classes was given in（45）．For the local coordinate representation we got the expression（39）．Let us there－ fore calculate in the $\eta$ coordinates

$$
\begin{aligned}
& \frac{\partial}{\partial x^{j}} S^{i j}(x)=\left(\kappa \partial_{j}+2 \eta_{f} \partial_{\lambda}\right) \\
& \quad \times\left(\kappa^{2} F^{i j}(\eta)-\kappa^{2} F^{i \kappa}(\eta) \kappa^{-1} \eta^{j}-\kappa^{2} F^{\kappa j}(\eta) \kappa^{-1} \eta^{i}\right) .
\end{aligned}
$$

A rather trivial calculation gives

$$
\begin{equation*}
\frac{\partial}{\partial x^{j}} S^{i j}(x)=\kappa^{3} \partial_{\mu} F^{i u}(\eta)-\kappa^{2} \eta^{i} \partial_{\mu} F^{\kappa u}(\eta), \tag{94}
\end{equation*}
$$

where we have used the relations（28）on the whole space
$\mathbf{R}^{6}$ 。If now $\partial_{j} S^{i j}(x)=C^{i}(x)$ ，then from（94）it follows that

$$
\begin{equation*}
\kappa^{3} \partial_{\mu} F^{i \mu}(\eta)-\kappa^{2} \eta^{i} \partial_{\mu} F^{\kappa \mu}(\eta)=\kappa^{-1} c^{i}(\eta)-\kappa^{-2} \eta^{i} c^{\kappa}(\eta) 。 \tag{95}
\end{equation*}
$$

For given $S^{i j}(x)$ in Minkowski space we have determined in（40）a representative of the corresponding class ［ $F^{\mu \nu} d \eta_{u} \wedge d \eta_{\nu}$ ］on $M_{c}^{4}$ ．Because of the fact that the func－ tions $F^{* \mu}(\eta)$ can be chosen always such that they satisfy the equation

$$
\begin{equation*}
\partial_{\mu} F^{\kappa \mu}(\eta)=\kappa^{-4} c^{\kappa}(\eta), \tag{96}
\end{equation*}
$$

we have the result

$$
\begin{equation*}
\kappa^{3} \partial_{\mu} F^{t \mu}(\eta)=\kappa^{-1} c^{i}(\eta) \tag{97}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\partial_{\mu} F^{i \mu}(\eta)=\kappa^{-4} c^{i}(\eta) \text { for } i=0, \cdots, 3 \tag{98}
\end{equation*}
$$

If，as we have assumed，the $F^{\mu \nu}$ fulfill on the whole space $\mathbb{R}^{6}$ the conditions（28），then the relations（96）and （98）give that the equation

$$
\partial_{\mu} F^{\lambda \mu}(\eta)=\kappa^{-4} c^{\lambda}(\eta)
$$

also holds on $M_{c}^{4}$ ，where we have used the relation $\eta^{\mu} c_{\mu}(\eta)=0$ 。

If，on the other hand，there is given an antisymmetric tensor field［ $F^{\mu \nu} d \eta_{\mu} \wedge d \eta_{\nu}$ ］on $M_{c}^{4}$ of rank 2 which has a representative $F^{u \nu} d \eta_{\mu} \wedge d \eta_{\nu}$ that fulfills the equations

$$
\begin{equation*}
\partial_{\mu} F^{\nu \mu}(\eta)=\tilde{c}^{\nu}(\eta), \quad c^{\nu}(\eta)=\kappa^{4} \tilde{c}^{\nu}(\eta) \tag{99}
\end{equation*}
$$

and $\eta_{\mu} F^{\mu \nu}(\eta)=0$ on the whole space $\mathbb{R}^{6}$ ，then the anti－ symmetric tensor field $S^{i j}(x) d x_{i} \wedge d x_{j g}$ ，which is the tensor field $\left[F^{u v} d \eta_{\mu} \wedge d \eta_{\nu}\right]$ in local coordinates $x$ of Minkowski space，satisfies Maxwell＇s equations $\partial_{1} S^{i j}(x)$ $=C^{i}(x)$ for all $i=0, \cdots, 3$ ，where $C^{i}(x)=\kappa^{-1} c^{i}(\eta)$ $-\kappa^{-2} \eta^{i} c^{\kappa}(\eta)$ 。

Equations（99）can be solved by the standard procedure of introducing a vector potential $\tilde{a}^{\mu}(\eta)$ such that

$$
\begin{equation*}
F^{\mu \nu}(\eta)=\partial^{\mu} \tilde{a}^{\nu}(\eta)-\partial^{\mu} \tilde{a}^{\nu}(\eta) \tag{100}
\end{equation*}
$$

The functions $\tilde{a}^{\mu}(\eta)$ must thereby satisfy the conditions

$$
\begin{gather*}
\tilde{a}^{\mu}(\rho \eta)=\rho^{-1} \tilde{a}^{\mu}(\eta), \quad \eta^{\mu} \tilde{a}_{\mu}(\eta)=0, \\
\square_{6} \tilde{a}^{\mu}(\eta)=c^{\mu}(\eta) \text { on } \stackrel{\circ}{R}_{2}^{6} \quad \forall \mu . \tag{101}
\end{gather*}
$$

Our discussion in Sec．IV shows that these are exactly the conditions a vector field $a^{\mu}(\cdot) \partial_{\mu}$ with $a^{\mu}(\eta)=\kappa^{2} \tilde{a}^{\mu}(\eta)$ must fulfill to be a solution of the set of Maxwell equa－ tions on $M_{c}^{4}$ 。The gauge transformation $\tilde{a}^{\mu}(\eta) \rightarrow \tilde{a}^{\mu}(\eta)$ $+\partial^{\mu} \phi(\eta)$ therefore keeps the antisymmetric tensor field $F^{\mu \nu}(\eta) d \eta_{\mu} \wedge d \eta_{\nu}$ with $F^{\mu \nu}=\partial^{\mu} \tilde{a}^{\nu}-\partial^{\nu} \tilde{a}^{\mu}$ invariant so that we have a complete analogy to the local situation in Minkowski space．

The formulation of Maxwell＇s equations as the set of equations（83）for the potential or as the set of equations （99）for the components of the tensor field shows mani－ festly the conformal covariance of these equations：

If $\tilde{a}^{\mu}(\eta) \partial_{\mu}$ and $\tilde{c}^{\mu}(\eta) \partial_{\mu}$ fulfill（83），then $w_{\nu}^{\mu} \tilde{a}^{\nu}\left(w^{\circ 1} \eta\right)$ and $w_{\nu}^{\mu} \tilde{c}^{\nu}\left(w^{-1} \eta\right)$ do also for all $w \in S O(2,4)$ ，and，if $F^{\mu \nu}(\eta) d \eta_{\mu}$ $\Lambda d \eta_{\nu}$ and $\tilde{c}^{\mu}(\eta) \partial_{\mu}$ satisfy（99），then $w_{\rho}^{\nu} w_{\sigma}^{\nu} F^{\rho \sigma}\left(w^{-1} \eta\right)$ and $w_{0}^{\mu} \tilde{c}^{\sigma}\left(w^{-1} \eta\right)$ also do the same．

Equations（8）and（33）allow us to write these trans－ formations also in the local coordinates $x$ in Minkowski space，which we shall do in the next section．

## VII．TRANSFORMATION PROPERTIES OF FIELDS UNDER CONFORMAL TRANSFORMATIONS

Let $\varphi(x)$ be a classical scalar field on $M_{4}$ that means a mapping $\varphi: M_{4} \rightarrow C$ ．Under certain conditions which we have investigated in a recent paper ${ }^{10}$ this function $\varphi(x)$ can be extended to the whole compactified Minkowski space $M_{c}^{4}$ 。The resulting function we denote by $\phi([\eta]$ ）。 The function $\phi([\eta])$ therefore has the property

$$
\begin{equation*}
\phi \cdot \varphi \kappa^{-1}(x)=\varphi(x)_{2} \tag{102}
\end{equation*}
$$

where $\varphi_{k}: M_{c}^{4} \supset U_{k} \rightarrow \varphi_{\kappa}(U)=M_{4}$ is the local chart $\varphi_{\kappa}[[\eta])$ $=\left(\eta^{0} / \kappa, \cdots, \eta^{3} / \kappa\right)$ 。

We can now define what we mean by the dimension $d$ of the scalar field $\phi([\eta])$ ．

Definition：$A$ field $\phi([\eta])$ has the dimension $d$ if it transforms under the conformal group in the following way：If $\phi([\eta])=\kappa^{d} \tilde{\phi}(\eta)$ ，then $\phi^{\prime}([\eta])=\kappa^{d} \tilde{\phi}^{\prime}(\eta)$ ，where $\tilde{\phi}^{\prime}(\eta)=\widetilde{\phi}\left(w^{-1} \eta\right)$ for any $w$ an element of the conformal group $S O(2,4)$ ．

We see from the discussion of the free scalar field in Ref． 10 that the free scalar field has dimension 1，be－ cause only then a solution of the Klein－Gordon operator will be mapped under any conformal transformation onto another solution of this equation．For any $d \neq 1$ this is not the case．It is quite straightforward to write the transformation law locally in the coordinates $x$ ：For a Poincaré transformation（ $\Lambda, a$ ）we get

$$
\begin{equation*}
\varphi^{\prime}(x)=\varphi\left(\Lambda^{-1}(x-a)\right), \tag{103}
\end{equation*}
$$

for a dilatation $D(\rho)$

$$
\begin{equation*}
\varphi^{\prime}(x)=\rho^{-1} \varphi\left(\rho^{-1} x\right), \tag{104}
\end{equation*}
$$

and finally for a special conformal transformation $C(c)$ the result is

$$
\begin{equation*}
\varphi^{\prime}(x)=\left(1+c^{2} x^{2}-2 c \circ x\right)^{-d} \varphi\left(\frac{x+c x^{2}}{1+c^{2} x^{2}+2 c \circ x}\right) . \tag{105}
\end{equation*}
$$

For infinitesimal $c$ and $\rho=1+\epsilon$ we get just the transfor－ mation properties of a scalar field which many authors ${ }^{17}$ have already postulated．The transformation property of a scalar field under any global conformal transformation as we have written down it in（103）to（105）has also been postulated by Todorov．${ }^{13}$

Let us next consider the case of vector fields $[X]$ in $M_{c}^{4}$ 。 Take any representative $a^{\mu}(\eta) a_{\mu}$ of this field．The dimension $d$ of $[X]$ is then defined as follows：If $a^{\mu}(\eta)$ $=\kappa^{1+d} \tilde{a}^{\mu}(\eta)$ ，then $a^{\mu}(\eta)$ should transform under any con－ formal transformation $w$ as

$$
\begin{equation*}
\tilde{a}^{\mu}(\eta) \rightarrow a^{\mu \prime}(\eta)=\kappa^{1+d} \tilde{a}^{\mu^{\prime}}(\eta), \tag{106}
\end{equation*}
$$

where $\tilde{a}^{\mu \prime}(\eta)=w_{\nu}^{\mu} \vee \tilde{a}^{\nu}\left(w^{-1} \eta\right)$ ．
From our discussion of the free Maxwell equations in Sec．IV we see again that the dimension $d$ of the free Maxwell field is equal to 1 since then a solution of Maxwell＇s equations is transformed under（106）into another one．

The transformations（106）in local coordinates $x$ are the following ones：Under a Poincare transformation （ $\Lambda, a$ ），

$$
\begin{equation*}
A^{j \prime}(x)=\Lambda_{k}^{j} A^{k}\left(\Lambda^{-1}(x-a)\right), \tag{107}
\end{equation*}
$$

under a dilatation $D(\rho)$

$$
\begin{equation*}
A^{j \prime}(x)=\rho^{-d} A^{j}\left(\rho^{-1} x\right), \tag{108}
\end{equation*}
$$

and under a special conformal transformation $C(c)$ ，

$$
\begin{align*}
& A^{j \prime}\left(x^{\prime}\right)=\left(1-2 c \circ x+c^{2} x^{2}\right)^{d} A^{j}(x)+2 x^{j}\left(1-2 c \circ x+c^{2} x^{2}\right)^{d-1} \\
& \quad \times c^{k} A_{k}(x)-2 x^{j}\left(1-2 c^{\circ} x+c^{2} x^{2}\right)^{d-1} \\
& \quad \times c^{2} x^{k} A_{k}(x)-2 c^{j}\left(1-2 c^{\circ} x+c^{2} x^{2}\right)^{d} x^{k} A_{k}(x) \\
& \quad-2 c^{j} x^{2}\left(1-2 c^{\circ} x+x^{2} c^{2}\right)^{d-1} c^{k} A_{k}(x) \\
& \quad+2 c^{j} x^{2} c^{2}\left(1-2 c^{\circ} x+c^{2} x^{2}\right)^{d-1} x^{k} A_{k}(x), \tag{109}
\end{align*}
$$

with $x^{\prime}=\left(x-c x^{2}\right) /\left(1+c^{2} x^{2}-2 c x\right)$ 。
For the special case of canonical dimension $d=1$ this gives

$$
\begin{align*}
A^{j \prime}\left(x^{\prime}\right)= & \left(1-2 c^{\circ} x+c^{2} x^{2}\right) A^{j}(x)+2 x^{j} c^{k} A_{k}(x) \\
& -2 c^{j} x^{k} A_{k}(x)+2 c^{j} c \circ x x^{k} A_{k}(x)-2 c^{2} x^{j} x^{k} A_{k}(x) \\
& +2 c^{j} c^{\circ} x x^{k} A_{k}(x)-2 c^{j} x \cdot x c^{k} A_{k}(x) . \tag{110}
\end{align*}
$$

If we further restrict our attention to infinitesimal special conformal transformations，then the result is

$$
\begin{aligned}
A^{j \prime}\left(x^{\prime}\right)= & A^{j}(x)-2 c^{\circ} x A^{j}(x)+2 x^{j} c^{k} A_{k}(x) \\
& -2 c^{j} x^{k} A_{k}(x) .
\end{aligned}
$$

This is exactly what other authors like such as those of Refs． 12 and 17 have also postulated．

Finally for the transformation properties of the anti－ symmetric tensor field $S^{i j}(x) d x_{i} \wedge d x_{j}$ we get：Under Poincare transformations（ $\Lambda, a$ ），

$$
\begin{equation*}
S^{i j \digamma}(x)=\Lambda_{k}^{j} \Lambda^{j}{ }_{l} S^{k l}\left(\Lambda^{-1}(x-a)\right) . \tag{111}
\end{equation*}
$$

Under a dilatation $D(\rho)$ ，

$$
S^{i j \prime}(x)=\rho^{-2} S^{i j}\left(\rho^{-1} x\right),
$$

and under a special conformal transformation $C(c)$ ，

$$
\begin{aligned}
S^{i j \prime}(x)= & \sigma(x, c)^{-1} S^{i j}\left(x^{\prime}\right)+\sigma\left(x_{,} c\right)^{-3} S^{i k}\left(x^{\prime}\right) \\
& \left(-2 x^{j} x_{k} c^{2}-2 c^{j} x_{k}+2 x^{j} c_{k}\left(1+2 x^{\circ} c\right)\right. \\
& \left.-2 c^{j} c_{k} x^{2}\right)+\sigma(x, c)^{-3} S^{k j}\left(x^{\prime}\right) \\
& \times\left(-2 x^{i} x_{k} c^{2}-2 c^{i} x_{k}+2 x^{i} c_{k}\left(1+2 c^{\circ} x\right)\right. \\
& \left.-2 c^{i} c_{k} x^{2}\right)+4 \sigma(x, c)^{-3}\left(x^{2}\right)^{-1} S^{k k}\left(x^{\prime}\right) \\
& \times\left(x_{k} x_{l}\left(x^{j} c^{i}-x^{i} c^{j}\right)+x_{k} c_{l}\left(x^{j} c^{i}-x^{i} c^{j}\right) x^{2}\right),
\end{aligned}
$$

with $x^{\prime}=\sigma(x, c)^{-1}\left(x+c x^{2}\right)$ and $\sigma(x, c)=1+x^{2} c^{2}+2 c \circ x$ 。
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# Systems of differential inequalities and stochastic differential equations. II 

G. S. Ladde*<br>Department of Mathematics, The State University of New York at Potsdam, Potsdam, New York 13676 (Received 18 June 1974)<br>By employing vector Lyapunov-like functions and the theory of systems of differential inequalities, a very general comparison theorem for Itô type stochastic differential systems is developed. Furthermore, sufficient conditions are given for conditional stability and conditional boundedness of solutions in the mean.

## I. INTRODUCTION

Stochastic differential systems provide a mathematical formulation for sophisticated dynamical systems in physical and life sciences. In many circumstances, it is difficult to solve such stochastic differential systems (especially nonlinear systems) explicitly, in order to study qualitative and quantitative behavior of systems. Many cases, it is enough to know the behavior of the system rather than its explicit realization of solutions.

By assuming just the existence of solutions, qualitative and quantitative properties of the system can be studied by emplying the second method of Lyapunov. This method has been successfully employed to study a variety of problems, in a unified way, of ordinary differential equations, functional differential equations (deterministic and stochastic), and parabolic differential equations. ${ }^{1-4}$ This extension is based on the use of a single Lyapunov function. It is natural to ask whether it might be more advantageous, in some situations to use vector Lyapunov function. The answer is positive. In fact, Lakshmikantham and others ${ }^{2,3}$ have exhibited the fruitfulness of such a vector Lyapunov function for the deterministic case. So, it is natural to except such an important extension to stochastic differential systems.

In this paper, we wish to exploit the above idea for Itô type stochastic differential systems. In Sec. 2, we define various notions of conditional stability and conditional boundedness of the solutions in the mean. These notions, include as special cases the usual notions of stability and boundedness of solutions in the mean. In Sec. 3, we develop a very general comparison theorem for Itô type stochastic differential systems based on the vector Lyapunov function and the theory of systems of differential inequalities. In Sec. 4, we give sufficient conditions for conditional stability and conditional boundedness of solutions in the mean. These results are direct extensions of the Theorems 5.1,5.2 of Ladde, Lakshmikantham, and Liu, ${ }^{1}$ and are analogous to deterministic results of Lakshmikantham. ${ }^{2,3}$ Finally, examples are worked out to illustrate the fruitfulness of our results. Furthermore, an example is given in order to show the advantage of a vector Lyapunov function over a single Lyapunov function.

## 2. NOTATIONS AND DEFINITIONS

Let $R^{n}$ denote the $n$-dimensional Euclidean space with a convenient norm $\|$.$\| . We also denote by the same$ symbol $11 \cdot \|$ the corresponding norm of a matrix. Let $R_{+}$and $R$ denote the nonnegative real and real line respectively. Let $(\Omega, \mathcal{J}, P)$ be a complete probability space

By the symbol $E[x \mid K]$, we mean the conditional mean of $x$, where $K \subset \mathcal{F}$ is a sub $\sigma$-algebra of $\mathcal{F}$. Let $(\cdot)^{T}$ stand for the transpose of a vector or a matrix and let $I$ denote the identity matrix. Let $M_{(n-k)}$ denote a manifold of ( $n$ $-k$ ) dimensions containing the origin.

Consider the stochastic differential system of Ito type

$$
\begin{equation*}
d x=f(t, x) d x+\sigma(t, x) d z(t), \quad x\left(t_{0}\right)=x_{0} \tag{2.1}
\end{equation*}
$$

where $d x$ is a stochastic increment in the sense of Itô, ${ }^{5,6}$ $x, f \in R^{n}, \sigma(t, x)$ is an $n \times m$ matrix and $z(t)$ is a normalized $m$-vector Wiener process with

$$
E\left[(z(t)-z(s)) \cdot(z(t)-z(s))^{T}\right]=I|t-s| .
$$

Assume that the functions $f$ and $\sigma$ satisfy the following assumptions:
$\left(\mathrm{a}_{1}\right)$ The $m$ column vectors of $\sigma$ and $f$ belong to $C\left[R_{+} \times R^{n}, R^{n}\right] ;$
$\left(\mathrm{a}_{2}\right)$ for $(l, x) \in R_{+} \times R^{n}$, $\|f(t, x)\|+\|\sigma(t, x)\| \leqslant L(1+\|x\|) ;$
$\left(\mathrm{a}_{3}\right)$ for $(t, x),(t, y) \in R_{+} \times k^{n}$, $\|f(t, x)-f(t, y)\|+\|\sigma(t, x)-\sigma(t, y)\| \leqslant L\|x-y\|$.

Under these hypotheses, it is known ${ }^{6}$ that the solution $x(t)=x\left(t, t_{0}, x_{0}\right)$ of the Itô system (2.1) is:
(I) a strong Markov process with killing time equal to infinity;
(II) continuous with probability one, separable and for any $0 \leqslant t_{0} \leqslant b<\infty$,

$$
E\left(\max _{t_{0} \leqslant t \leqslant b}\|x(t)\|^{2} / x_{0}\right)<\infty ;
$$

(III) independent of $z(s)-z(r)$ for all $s>r \geqslant t$;
(IV) uniformly stochastically continuous in any compact set;
(V) continuous in probability with respect to the initial data.

We shall now formulate the definitions of conditional stability and boundedness in the mean.

Definition 2.1: The trivial solution $x \equiv 0$ of $(2,1)$ is said to be:
$\left(\mathrm{CSM}_{1}\right)$ conditionally equi-stable in the mean if, for each $\epsilon>0, t_{0} \in R_{+}$, there exists positive function $\delta$ $=\delta\left(t_{0}, \epsilon\right)$ that is continuous in $t_{0}$ for each $\epsilon>0$ such that $x_{0} \in M_{(n-k)}$ and the inequality $\left\|x_{0}\right\| \leqslant \delta$ implies

$$
E\left\lfloor\left\|x\left(t, t_{0}, x_{0}\right)\right\| / x_{0}\right\rfloor<\epsilon, \text { for } t \geqslant t_{0} ;
$$

$\left(\mathrm{CSM}_{2}\right)$ conditionally uniformly stable in the mean if the $\delta$ in $\left(\mathrm{CSM}_{1}\right)$ is independent of $t_{0}$;
$\left(\mathrm{CSM}_{3}\right)$ conditionally quasi-equi-asymptotically stable
in the mean if，given $\epsilon>0, \alpha>0, t_{0} \in R_{+}$，there exists a positive number $T=t\left(t_{0}, \epsilon, \alpha\right)$ such that $x_{0} \in M_{(n-k)}$ and the inequality $\left\|x_{0}\right\| \leqslant \alpha$ implies

$$
E\left[\left\|x\left(t, t_{0}, x_{0}\right)\right\| / x_{0}\right]<\epsilon, \text { for } t \geqslant t_{0}+T
$$

$\left(\mathrm{CSM}_{4}\right)$ conditionally quasi－uniformly asymptotically stable in the mean if the $T$ in $\left(\mathrm{CSM}_{3}\right)$ is independent of $t_{0}$ ；
$\left(\mathrm{CSM}_{5}\right)$ conditionally equi－asymptotically stable in the mean if（ $\mathrm{CSM}_{1}$ ）and（ $\mathrm{CSM}_{3}$ ）hold simultaneously；
$\left(\mathrm{CSM}_{6}\right)$ conditionally uniformly stable in the mean if $\left(\mathrm{CSM}_{2}\right)$ and（ $\left.\mathrm{CSM}_{4}\right)$ hold at the same time．
Definition 2．2：The stochastic differential system （2．1）is said to be：
$\left(\mathrm{CBM}_{1}\right)$ conditionally equi－bounded in the mean if， given $\alpha \geqslant 0, t_{0} \in R_{+}$，there exists a positive function $\beta$ $=\beta\left(t_{0}, \alpha\right)$ that is continuous in $t_{0}$ for each $\alpha$ such that $x_{0} \in M_{(n-k)}$ and the inequality $\left\|x_{0}\right\| \leqslant \alpha$ implies

$$
E\left[\left\|x\left(t, t_{0}, x_{0}\right)\right\| / x_{0}\right]<\beta, \quad t \geqslant t_{0} ;
$$

$\left(\mathrm{CBM}_{2}\right)$ conditionally uniformly bounded in the mean if the $\beta$ in $\left(\mathrm{CBM}_{1}\right)$ is independent of $t_{0}$ ；
$\left(\mathrm{CBM}_{3}\right)$ conditionally quasi－equi－ultimately bounded in the mean if，given $\alpha \geqslant 0, t_{0} \in R_{+}$，there exist positive numbers $N$ and $T=T\left(t_{0}, \alpha\right)$ such that $x_{0} \in M_{(n-k)}$ and the inequality $\left\|x_{0}\right\| \leqslant \alpha$ implies

$$
E\left[\left\|x\left(t, t_{0}, x_{0}\right)\right\| / x_{0}\right]<N, \quad t \geqslant t_{0}+T
$$

$\left(\mathrm{CBM}_{4}\right)$ conditionally quasi－uniformly－ultimately bounded in the mean if $\left(\mathrm{CBM}_{1}\right)$ and $\left(\mathrm{CBM}_{3}\right)$ hold at the same time；
$\left(\mathrm{CBM}_{6}\right)$ conditionally uniformly－ultimately bounded in the mean if（ $\mathrm{CBM}_{2}$ ）and（ $\mathrm{CBM}_{4}$ ）hold simultaneously．

Remark 2．1：Note that if $k=0$ so that $M_{(n-k)}=R^{n}$ ，our definitions reduce to the usual definitions of stability and boundedness of solutions of（2．1）with respect to the ori－ gin and we denote by $\left(\mathrm{SM}_{1}\right)-\left(\mathrm{SM}_{6}\right)$ and $\left(\mathrm{BM}_{1}\right)-\left(\mathrm{BM}_{6}\right)$ ．

Consider now the auxiliary differential system

$$
\begin{equation*}
u^{\prime}=g(t, u), \quad u\left(t_{0}\right)=u_{0}, \tag{2.2}
\end{equation*}
$$

where $g \in C\left[R_{+} \times R_{+}^{m}, R^{m}\right]$ and $g(t, u)$ is quasimonotone non－ decreasing in $u$ ，for fixed $t \in R_{+}$．Let $u\left(t, t_{0}, u_{0}\right)$ be any solution of（2．2）．

Relative to auxiliary differential system（2．2），we need the corresponding definitions $\left(\mathrm{CS}_{1}^{*}\right)-\left(\mathrm{CS}_{6}^{*}\right)$ and $\left(\mathrm{CB}_{1}^{*}\right)-\left(\mathrm{CB}_{6}^{*}\right)$ in our discussion that may be defined an－ alogously．For example，the definition of conditional equi－stability（ $\mathrm{CS}_{1}^{*}$ ）runs as follows：
Definition 2．3：The trivial solution $u \equiv 0$ of（2．2）is said to be conditionally equi－stable if，given $\epsilon>0, t_{0} \in$ $R_{+}$，there exists a positive function $\delta=\delta\left(t_{0}, \epsilon\right)$ that is con－ tinuous in $t_{0}$ for each $\epsilon$ such that

$$
\sum_{i=1}^{m} u_{i 0} \leqslant \delta \text { and } u_{i 0}=0, \text { for } 1 \leqslant i \leqslant k,
$$

implies

$$
\sum_{i=1}^{m} u_{i}\left(t, t_{0}, u_{0}\right)<\epsilon, t \geqslant t_{0}
$$

Definition 2．4：A function $b(r)$ is said to belong to the class $V K_{\text {，if }}$ if $\in C\left[R_{+}, R_{+}\right], b(0)=0$ and $b(r)$ is a convex and strictly increasing in $r$ ．

Definition 2．5：A function $a(t, r)$ is said to belong to the $C K$ ，if $a \in C\left[R_{+} \times R_{+}, R_{+}\right], a(t, 0) \equiv 0$ and $a(t, r)$ is a concave and increasing in $r$ for each fixed $t \in R^{+}$。

Definition 2．6：Let $G$ be a function on $R^{n}$ into $R^{m}$ ．The function $G$ is said to be covex if each component $G_{i}$ ，for $1 \leqslant i \leqslant m$ is convex，and $G$ is said to be concave if $-G_{i}$ is convex．For more about convex functions，see Ref． 7.

## 3．COMPARISON THEOREMS

In this section，we shall develop some results which furnish a very general comparison theorem．This is achieved by employing the concept of vector Lyapunov function and the theory of system of differential inequalities．

Let the function $V \in C\left[R_{+} \times R^{n}, R_{+}^{m}\right], V_{t}, V_{x}, V_{x x}$ exist and are continuous for $(t, x) \in R_{+} \times R^{n}$ ，the calculus intro－ duced by Ito ${ }^{6}$ shows that

$$
\begin{equation*}
d V(t, x)=L V(t, x) d t+\frac{\partial V}{\partial x} \cdot \sigma(t, x) d z(l), \tag{3,1}
\end{equation*}
$$

where
$L V(t, x)=\frac{\partial V}{\partial t}+\frac{\partial V}{\partial x} \cdot f(t, x)+\frac{1}{2} \sum_{i, j=1}^{n} \frac{\partial^{2} V}{\partial x_{i} \partial x_{j}} b_{i j}(l, x)$,
and $\left(b_{i j}(t, x)\right)=\sigma(t, x) \cdot \sigma(t, x)^{T}$ ．
Here and after，we shall assume that Eq．（2，2）and the function $V$ satisfy the following hypotheses：
$\left(\mathrm{H}_{1}\right) g \in C\left[R_{+} \times R_{+}^{m}, R^{m}\right], g(t, u)$ is concave and quasi－ monotone nondecreasing in $u$ ，for each fixed $t \in R_{+}$。
$\left(\mathrm{H}_{2}\right)$ Let $r\left(l, t_{0}, u_{0}\right)$ be the maximal solution of the auxi－ liary equation（2．2）existing for $t \geqslant t_{0}, t_{0} \in R_{+}$．
$\left(\mathrm{H}_{3}\right)$ Assume that $g(t, 0) \equiv 0$ ．
$\left(\mathrm{H}_{4}\right) V \in C\left[R_{+} \times R^{n}, R_{+}^{m}\right], \partial V / \partial t, \partial V / \partial x, \partial^{2} V / \partial x^{2}$ exist and are continuous for $(t, x) \in R_{+} \times k^{n}$ ．Furthermore，for $(t, x) \in R_{+} \times R^{n}$ ，

$$
\begin{equation*}
L V(t, x) \leqslant g(t, V(t, x)), \tag{3.3}
\end{equation*}
$$

where $L$ is the operator as defined in（3．2）．
$\left(\mathrm{H}_{5}\right)$ Assume that the hypothesis（ $\mathrm{H}_{4}$ ）holds except that the inequality（3．3）is strengthened to

$$
\begin{equation*}
A(t) L V(t, x)+A^{\prime}(t) V(t, x) \leqslant g(t, A(t) V(t, x)), \tag{3.4}
\end{equation*}
$$

where $A(t)$ is continuously differentiable positive matrix function such that $A^{-1}(t)$ continuous and positive matrix for $t \in R_{+}$。
$\left(\mathrm{H}_{6}\right) V_{i}(t, x) \equiv 0$ ，for $1 \leqslant i<k<n$ ，if $x \in M_{\langle n-k\rangle}$ ，where $M_{(n-k)}$ is an（ $n-k$ ）－dimensional manifold containing the origin．
$\left(\mathrm{H}_{7}\right)$ For $(t, x) \in R_{+} \times R^{n}$ ，

$$
b(\|x\|)<\sum_{i=1}^{m} V_{i}(t, x) \leqslant a(t,\|x\|)
$$

where $b \in V K, a \in C K$.
$\left(\mathrm{H}_{8}\right)$ For $(t, x) \in R_{+} \times R^{n}$

$$
b(\|x\|) \leqslant \sum_{i=1}^{m} V_{i}(t, x) \leqslant a(t,\|x\|),
$$

where $a \in C K, b \in V K$ ，and $b(r) \rightarrow \infty$ ，as $r \rightarrow \infty$ ．
$\left(\mathrm{H}_{9}\right)$ In addition to the hypothesis $\left(\mathrm{H}_{7}\right)$, we assume that $a(t, r)=a(r)$.
$\left(\mathrm{H}_{10}\right)$ Assume that $\left(\mathrm{H}_{8}\right)$ holds and further assume that $a(t, r)=a(r)$.

We shall state and prove the following comparison theorem.

Theorem 3.1: Let the hypotheses $\left(\mathrm{H}_{1}\right)$, $\left(\mathrm{H}_{2}\right)$, and $\left(\mathrm{H}_{4}\right)$ be satisfied. Assume that for the solution process $x(t)$ $=x\left(t, t_{0}, x_{0}\right)$ of (2.1), $E\left[V(t, x(t)) / x_{0}\right]$ exists, with probability one, for $t \geqslant t_{0}, t_{0} \in R_{+}$and

$$
\begin{equation*}
V\left(t_{0}, x_{0}\right) \leqslant u_{0} . \tag{3,5}
\end{equation*}
$$

Then, we have

$$
\begin{equation*}
E\left[V\left(t, x(t) / x_{0}\right] \leqslant \gamma\left(t, t_{0}, u_{0}\right), \quad t \geqslant t_{0} .\right. \tag{3.6}
\end{equation*}
$$

Proof: Set

$$
m(t)=E\left[V(t, x(t)) / x_{0}\right], \quad m\left(t_{0}\right)=V\left(t_{0}, x_{0}\right)
$$

The existence of $E\left[V(t, x(t)) / x_{0}\right]$ together with the continuity of $V(t, x)$ and $x(t)$ implies that $m(t)$ is continuous ${ }^{8}$ for $t \geqslant t_{0}$. For small $h>0$, we have

$$
\begin{align*}
m(t & +h)-m(t) \\
& =E\left[V(t+h, x(t+h)) / x_{0}\right]-E\left[V(t, x(t)) / x_{0}\right] \\
& =E\left[E[V(t+h, x(t+h)) / x=x(t)]-V(t, x(t)) / x_{0}\right] . \tag{3.7}
\end{align*}
$$

Note that the system (2.1) and the process $x(t)$ satisfy the following properties, namely,

$$
\begin{equation*}
E[(x(t+h)-x(t)) / x=x(t)]=f(t, x(t)) h+o(h) \tag{3.8}
\end{equation*}
$$

and

$$
\begin{align*}
& E\left[(x(t+h)-x(t)) \cdot(x(t+h)-x(t))^{T} / x=x(t)\right] \\
& \quad=\sigma(t, x(t)) \sigma^{T}(t, x(t)) h+o(h), \tag{3.9}
\end{align*}
$$

and the fact that

$$
\begin{equation*}
o\left[(x(t+h)-x(t)) \cdot(x(t+h)-x(t))^{T}\right] \sim o(h) . \tag{3.10}
\end{equation*}
$$

For more details about these properties, see Refs. 5, 6. From the hypothesis $\left(\mathrm{H}_{4}\right)$, we have

$$
\begin{align*}
& V(l+h, x(t+h))-V(t, x(t)) \\
&=V_{t}(t, x(t)) h+V_{x}(t, x(t))[x(t+h)-x(t)] \\
&+\frac{1}{2} \sum_{i, j=1}^{m} V_{x_{i} x_{j}}(t, x(t))\left[x_{i}(t+h)-x_{i}(t)\right] \\
& \quad \times\left[x_{j}(t+h)-x_{j}(t)\right]+o(h) . \tag{3.11}
\end{align*}
$$

From (3.8), (3.9), (3.10), and (3.11), the relation (3.7) reduces to

$$
m(t+h)-m(t)=E\left[L V(t, x(t)) / x_{0}\right] h+o(h) .
$$

This together with the hypotheses $\left(\mathrm{H}_{1}\right)$ and $\left(\mathrm{H}_{4}\right)$ gives the inequality

$$
m(t+h)-m(t) \leqslant g(t, m(t)) h+o(h),
$$

which yields the system of differential inequalities

$$
\begin{equation*}
D^{+} m(t) \leqslant g(t, m(t)) . \tag{3.12}
\end{equation*}
$$

Moreover, $m\left(t_{0}\right) \leqslant u_{0}$. Hence, by Corollary 1.7.1 in Ref 3 , we obtain

$$
m(t) \leqslant r\left(t, t_{0}, u_{0}\right), \quad \text { for } t \geqslant t_{0} .
$$

The proof is complete.

The following variant of Theorem 3.1 is often more useful in applications.

Theorem 3.2: Let the hypotheses of Theorem 3.1 hold except $\left(H_{4}\right)$ is replaced by $\left(H_{5}\right)$. Then, $V\left(t_{0}, x_{0}\right) \leqslant u_{0}$ implies

$$
\begin{equation*}
E\left[V(t, x(t)) / x_{0}\right] \leqslant R\left(t, t_{0}, v_{0}\right), \tag{3,13}
\end{equation*}
$$

where $R\left(t, t_{0}, v_{0}\right)$ is the maximal solution of the auxiliary differential system

$$
\begin{equation*}
v^{\prime}=A^{-1}(t)\left[-A^{\prime}(t) v+g(t, A(t) v)\right], \quad v\left(t_{0}\right)=v_{0} \tag{3.14}
\end{equation*}
$$

existing for $t \geqslant t_{0}$ 。
Proof: Setting $W(t, x)=A(t) V(t, x)$ 。Because of (3,4), we have

$$
\begin{aligned}
L W(t, x) & =A(t) L V(t, x)+A^{\prime}(t) V(t, x) \\
& \leqslant g(t, W(t, x)) .
\end{aligned}
$$

This together with the hypotheses of the theorem, one can easily verify that $W(t, x)$ satisfies all the hypotheses of Theorem 3.1 and consequently, we have

$$
\begin{equation*}
E\left[W(t, x(t)) / x_{0}\right] \leqslant r\left(t, t_{0}, u_{0}\right), \quad t \geqslant t_{0} \tag{3.15}
\end{equation*}
$$

whenever

$$
W\left(t_{0}, x_{0}\right) \leqslant u_{0}
$$

Here $r\left(t, t_{0}, u_{0}\right)$ is the maximal solution of (2,2). In view of the properties of $A(t)$, it is easy to see that

$$
\begin{equation*}
A(t) R\left(t, t_{0}, v_{0}\right)=r\left(t, t_{0}, u_{0}\right) \tag{3.16}
\end{equation*}
$$

with $A\left(t_{0}\right) v_{0}=u_{0}$.
From (3.15), (3.16), properties of conditional mean $E$, the definition of $W(t, x)$ and the properties of $A(t)$, we have

$$
E\left[V(t, x(t)) / x_{0}\right] \leqslant R\left(t, t_{0}, v_{0}\right) .
$$

Thus the proof is complete.
Remark 3.1: Note that the comparison Theorems in Ref. 4 are derived by using single Lyapunov function and the theory of functional differential and integral inequalities and sufficient conditions are given for stability in the mean. In this respect, our present comparison theorems differ and give a wide range applicability for stability analysis of hierarchial stochastic models.

Remark 3.2: Theorems 3.1 and 3.2 are direct extensions to systems of the corresponding Theorems 3.4 and 3.5 in Ref. 1 respectively, Furthermore Theorem 3.1 is analogous to deterministic Theorem 4.1.1 in Ref. 3, and Theorem 3.2 has no analogy in deterministic theory.

Remark 3.3: Note that the assumption that $E\left[V(t, x(t)) / x_{0}\right]$ exists can be dropped. Under certain conditions, one could show that this assumption holds.

For example, let

$$
\sum_{i=1}^{m} V_{i}(t, x) \leqslant a(l,\|x\|), \quad \text { where } a \in C\left[R_{+} \times R_{+}, R_{+}\right]
$$

and $a(t, r)$ is concave in $r$ for fixed $t \in R_{+}$. Then we would have

$$
0 \leqslant \sum_{i=1}^{m} E\left[V_{i}(t, x(t)) / x_{0}\right] \leqslant a\left(t, E\left[\|x(t)\| / x_{0}\right]\right)
$$

which establishes the existence of $E\left[V(l, x(t)) / x_{0}\right]$, in
view of the property (II) of $x(t)$ and the additive property of mean.

## 4. CONDITIONAL STABILITY AND BOUNDEDNESS IN THE MEAN

Employing the comparison theorems developed in the preceding section, we shall present various results giving sufficient conditions for conditonal stability and conditional boundedness of solutions of (2.1). Some of our results may be viewed as stochastic analogs of the corresponding basic results in deterministic case [2,3].

Theorem 4.1: Let the hypotheses $\left(\mathrm{H}_{1}\right)$, $\left(\mathrm{H}_{2}\right),\left(\mathrm{H}_{3}\right)$, $\left(\mathrm{H}_{4}\right),\left(\mathrm{H}_{6}\right)$, and $\left(\mathrm{H}_{7}\right)$ be satisfied. Assume that $f(t, 0) \equiv 0$ and $\sigma(t, 0) \equiv 0$. Then,
(i) $\left(\mathrm{CS}_{1}^{*}\right)$ implies $\left(\mathrm{CSM}_{1}\right)$,
(ii) $\left(\mathrm{CS}_{3}^{*}\right)$ implies $\left(\mathrm{CSM}_{3}\right)$,
(iii) $\left(\mathrm{CS}_{5}^{*}\right)$ implies $\left(\mathrm{CSM}_{6}\right)$.

Proof: Let $x(t)$ be the solution process associated with (2.1). From ( $\mathrm{H}_{7}$ ) and Remark 3.3, the existence of $E\left[V(t, x(t)) / x_{0}\right]$ is assured. Hence by Theorem 3.1, the inequality

$$
\begin{equation*}
E\left[V(t, x(t)) / x_{0}\right] \leqslant r\left(t, t_{0}, u_{0}\right) \tag{4.1}
\end{equation*}
$$

is valid for $t \geqslant t_{0}$, provided that

$$
\begin{equation*}
V\left(t_{0}, x_{0}\right) \leqslant u_{0} . \tag{4.2}
\end{equation*}
$$

It is obvious that the relation (4.1) yields the estimate
$\sum_{i=1}^{m} E\left[V_{i}(t, x(t)) / x_{0}\right] \leqslant \sum_{i=1}^{m} r_{i}\left(t, t_{0}, u_{0}\right), \quad t \geqslant t_{0}$.
Let us first prove the statement (i). Let $\epsilon>0$ and $t_{0} \in$ $R_{+}$be given. Assume that ( $\mathrm{CS}_{1}^{*}$ ) holds. Then, given $b(\epsilon)$, $t_{0} \in R_{+}$, there exists a positive function $\delta_{1}=\delta_{1}\left(t_{0}, \epsilon\right)$ that is continuous in $t_{0}$ for each $\epsilon$, so that

$$
\begin{equation*}
\sum_{i=1}^{m} u_{i}\left(t, t_{0}, u_{0}\right)<b(\epsilon), \quad t \geqslant t_{0} \tag{4.4}
\end{equation*}
$$

provided

$$
\begin{equation*}
\sum_{i=1}^{m} u_{i 0} \leqslant \delta_{1}, \quad u_{i 0}=0, \quad \text { for } 1 \leqslant i \leqslant k . \tag{4,5}
\end{equation*}
$$

Let us choose $u_{0}=\left(u_{10}, u_{20}, \ldots, u_{i 0}, \ldots, u_{m 0}\right)$ so that $u_{i 0}$ $=0$, for $1 \leqslant i \leqslant k, V\left(t_{0}, x_{0}\right) \leqslant u_{0}$, and

$$
\begin{equation*}
\sum_{i=1}^{m} u_{i 0}=a\left(t_{0},\left\|x_{0}\right\|\right), \quad \text { for } x_{0} \in M_{(n-k)} . \tag{4.6}
\end{equation*}
$$

Note that this choice of $u_{0}$ in (4.6) was possible because of ( $\mathrm{H}_{6}$ ). Since $a \in C K$, we can find a $\delta=\delta\left(t_{0}, \epsilon\right)>0$ that is continuous in $t_{0}$ for each $\epsilon>0$ such that

$$
\begin{equation*}
\left\|x_{0}\right\| \leqslant \delta \text { implies } a\left(t_{0},\left\|x_{0}\right\|\right) \leqslant \delta_{1} \tag{4.7}
\end{equation*}
$$

Now, we claim that $\left(\mathrm{CSM}_{1}\right)$ holds. Suppose that this claim is false. Then there would exist a solution process $x(t)$ of (2.1) with $x_{0} \in M_{(n-k)},\left\|x_{0}\right\| \leqslant \delta$, and $t_{1}>t_{0}$ such that

$$
\begin{equation*}
E\left[\left\|x\left(t_{1}, t_{0}, x_{0}\right)\right\| / x_{0}\right]=\epsilon \tag{4,8}
\end{equation*}
$$

From ( $\mathrm{H}_{7}$ ), we have
$b\left(E\left[\|x(t)\| / x_{0}\right]\right) \leqslant \sum_{i=1}^{m} E\left[V_{i}(t, x(t)) / x_{0}\right], \quad t \geqslant t_{0}$ 。
The relations (4.3), (4.4), (4.8), and (4.9) lead us to
the contradiction
$b(\epsilon) \leqslant \sum_{i=1}^{m} E\left[V_{i}\left(t_{1}, x\left(t_{1}\right)\right) / x_{0}\right] \leqslant \sum_{i=1}^{m} r_{i}\left(t_{1}, t_{0}, u_{0}\right)<b(\epsilon)$,
thus proving the statement (i).
Now, we shall give the proof of the statement (ii). Let $\epsilon>0, \alpha>0, t_{0} \in R_{+}$given and let $x_{0} \in M_{(n-k)}$ and $\left\|x_{0}\right\| \leqslant \alpha$. From $\left(\mathrm{H}_{7}\right)$, we can find a number of $\alpha_{1}=\alpha_{1}\left(t_{0}, \alpha\right)$ such that

$$
\begin{equation*}
\left\|x_{0}\right\| \leqslant \alpha, \quad a\left(t_{0},\left\|x_{0}\right\|\right) \leqslant \alpha_{1} \tag{4,10}
\end{equation*}
$$

hold simultaneously. As before, we choose $u_{0}$ so that (4.6) holds and one can obtain the estimate (4.3). Suppose that $\left(\mathrm{CS}_{3}^{*}\right)$ holds. Then given $b(\epsilon)>0, \alpha_{1}>0, t_{0} \in R_{+}$, there exists a number $T=T\left(t_{0}, \alpha, \epsilon\right)$ such that

$$
\begin{equation*}
\sum_{i=1}^{m} u_{i}\left(t, t_{0}, u_{0}\right)<b(\epsilon), \quad t \geqslant t_{0}+T, \tag{4.11}
\end{equation*}
$$

whenever

$$
\sum_{i=1}^{m} u_{i 0} \leqslant \alpha_{1}, \quad u_{i 0}=0, \quad 1 \leqslant i \leqslant k_{\circ}
$$

We claim that ( $\mathrm{CSM}_{3}$ ) holds. Otherwise, there exists a sequence $\left\{t_{n}\right\}, t_{n} \geqslant t_{0}+T, t_{n} \rightarrow \infty$ as $n \rightarrow \infty$ such that for some solution process $x(t)$ of (2.1) satisfying $\left\|x_{0}\right\| \leqslant \alpha$ and $x_{0} \in M_{(n-k)}$ will satisfy the relation

$$
\begin{equation*}
E\left[\left\|x\left(t_{n}, t_{0}, x_{0}\right)\right\| / x_{0}\right] \geqslant \epsilon, \quad t_{n} \geqslant t_{0}+T . \tag{4.12}
\end{equation*}
$$

From (4.3), (4.9), (4.11), and (4.12), we have the contradiction
$b(\epsilon) \leqslant \sum_{i=1}^{m} E\left[V_{i}\left(t_{n}, x\left(t_{n}\right)\right) / x_{0}\right] \leqslant \sum_{i=1}^{m} r_{i}\left(t_{n}, t_{0}, u_{0}\right)<b(\epsilon)$,
which establishes the statement (ii).
The proof of the statement (iii) follows from the proof of (i) and (ii), thus proving the theorem.

Theorem 4. 2: Let the hypotheses $\left(\mathrm{H}_{1}\right),\left(\mathrm{H}_{2}\right),\left(\mathrm{H}_{4}\right),\left(\mathrm{H}_{6}\right)$, and $\left(\mathrm{H}_{8}\right)$ be satisfied. Then,
(i) $\left(\mathrm{CB}_{1}^{*}\right)$ implies $\left(\mathrm{CBM}_{1}\right)$,
(ii) $\left(\mathrm{CB}_{3}^{*}\right)$ implies $\left(\mathrm{CBM}_{3}^{*}\right)$,
(iii) $\left(\mathrm{CB}_{5}^{*}\right)$ implies $\left(\mathrm{CBM}_{5}^{*}\right)$.

Proof: Let $\alpha>0, t_{0} \in R$, be given. By following the argument in the proof of Theorem 4.1, we conclude that every solution process $x(t)$ of (2.1) satisfies the relation (4.3), whenever $\left\|x_{0}\right\| \leqslant \alpha$ and $x_{0} \in M_{(n-k) \text {. Assume }}$ that ( $\mathrm{CB}_{1}^{*}$ ) holds. Then, $\alpha_{1}>0$ that is obtained in (4.10) and $t_{0} \in R_{+}$, there exists a $\beta_{1}=\beta_{1}\left(t_{0}, \alpha_{1}\right)$ that is continuous in $t_{0}$ for each $\alpha_{1}$ such that

$$
\begin{equation*}
\sum_{u=1}^{m} u_{i}\left(t, t_{0}, u_{0}\right)<\beta_{1}, \quad t \geqslant t_{0} \tag{4.13}
\end{equation*}
$$

whenever

$$
\sum_{i=1}^{m} u_{i 0} \leqslant \alpha_{1} .
$$

Since $b(r) \rightarrow \infty$ as $r \rightarrow \infty$, there exists $\beta=\beta\left(t_{0}, \alpha\right)$ such that

$$
\begin{equation*}
\beta_{1}\left(t_{0}, \alpha_{1}\right) \leqslant b(\beta) . \tag{4.14}
\end{equation*}
$$

To prove the statement (i), we assume that there is a solution process $x(t)$ of $(2,1)$ such that $\left\|x_{0}\right\| \leqslant \alpha, x_{0} \in$
$M_{(n-k)}$, and $t_{1}>t_{0}$ such that

$$
\begin{equation*}
E\left[\left\|x\left(t_{1}\right)\right\| / x_{0}\right]=\beta . \tag{4.15}
\end{equation*}
$$

The relations (4.3), (4.13), (4.14), (4.15), and the hypothesis $\left(\mathrm{H}_{8}\right)$ lead us to the contradiction
$b(\beta) \leqslant \sum_{i=1}^{m} E\left[V_{i}\left(t_{1}, x\left(t_{1}\right)\right) / x_{0}\right] \leqslant \sum_{i=1}^{m} r_{i}\left(t_{1}, t_{0}, u_{0}\right)<b(\beta)$, which proves the statement.

The proofs of (ii) and (iii) can be given by following the proof of Theorem 4.1 and that given above.

In general, we may not be able to find the auxiliary differential system (2.2) whose trivial solution has $\left(\mathrm{CS}_{1}^{*}\right)-\left(\mathrm{CS}_{6}^{*}\right)$ properties. In such cases, the following result, which is based on the comparison Theorem 3.2, is useful in discussing ( $\mathrm{CSM}_{1}$ ) - ( $\mathrm{CSM}_{6}$ ) properties of (2.1). We simply state the result whose proof can be formulated on the basis of the proofs of the Theorems 3.2 and 4.1.

Theorem 4.3: Assume that the hypotheses of the Theorem 4.1 hold except that $\left(\mathrm{H}_{4}\right)$ is replaced by $\left(\mathrm{H}_{5}\right)$ with $\|A(t)\| \rightarrow \infty$ as $t \rightarrow \infty$. Then, $\left(\mathrm{CS}_{1}^{*}\right)$ and $\left(\mathrm{CS}_{5}^{*}\right)$ properties of the trivial solution of (3.14) implies ( $\mathrm{CSM}_{1}$ ) and ( $\mathrm{CSM}_{5}$ ) respectively.

In the following, we shall indicate some modifications necessary in order to obtain the usual stability in the mean and boundedness in the mean results, using vector Lyapunov function and a system of differential inequalities. We denote $\left(\mathrm{CS}_{1}^{* *}\right)-\left(\mathrm{CS}_{6}^{* *}\right)$ and $\left(\mathrm{CB}_{1}^{* *}\right)-\left(\mathrm{CB}_{6}^{* *}\right)$ by dropping the conditional character in $\left(\mathrm{CS}_{1}^{*}\right)-\left(\mathrm{CS}_{6}^{*}\right)$ and $\left(\mathrm{CB}_{1}^{*}\right)-\left(\mathrm{CB}_{6}^{*}\right)$ respectively. For example the definition $\left(\mathrm{CS}_{1}^{* *}\right)$ would run as follows: For each $\epsilon>0$ and $t_{0} \in R_{+}$, there exists a positive function $\delta=\delta\left(t_{0}, \epsilon\right)$ that is continuous in $t_{0}$ for each $\epsilon$ such that the inequality

$$
\sum_{i=1}^{m} u_{i 0} \leqslant \delta
$$

implies

$$
\sum_{i=1}^{m} u_{i}\left(t, t_{0}, u_{0}\right)<\epsilon, \quad t \geqslant t_{0} \text {, }
$$

In the following, we shall state a theorem that gives sufficient conditions, in terms vector Lyapunov function and a system of differential inequalities, for stability in the mean of the trivial solution of $(2,1)$.

Theorem 4.4. Assume that hypotheses $\left(\mathrm{H}_{1}\right),\left(\mathrm{H}_{2}\right),\left(\mathrm{H}_{3}\right)$, $\left(\mathrm{H}_{4}\right)$, and $\left(\mathrm{H}_{7}\right)$ hold. Further, assume that $f(t, 0) \equiv 0$ and $\sigma(t, 0) \equiv 0$. Then
(i) $\left(\mathrm{CS}_{1}^{* *}\right)$ implies $\left(\mathrm{SM}_{1}\right)$,
(ii) $\left(\mathrm{CS}_{3}^{* *}\right)$ implies $\left(\mathrm{SM}_{3}\right)$,
(iii) $\left(\mathrm{CS}_{5}^{* *}\right)$ implies $\left(\mathrm{SM}_{5}\right)$

Proof: The proof of the theorem can be formulated with the help of the proof of the Theorem 4.1. We omit the details.

Remark 4.1. Note that one could formulate the results corresponding to uniform notions under the hypotheses of the previous theorems except that $\left(\mathrm{H}_{7}\right)$ and $\left(\mathrm{H}_{8}\right)$ are replaced by $\left(\mathrm{H}_{9}\right)$ and ( $\mathrm{H}_{10}$ ) respectively and the corre-
sponding notions relative to auxiliary equation (2.2) are uniform.

Remark 4.2: Note that all these results are natural extensions of deterministic results due to Lakshmikantham ${ }^{2,3}$ for Itô type stochastic differential system. Further, note that these results include the usual results on stability and boundedness in the mean ${ }^{1}$ as special cases.

Remark 4.3: Observe that the concavity of $a(l, r)$ is used only to show that $E\left[V(t, x(t)) / x_{0}\right]$ exists. However, if one knows the existence of $E\left[V(t, x(t)) / x_{0}\right]$, then the concavity of $a(t, r)$ can be dropped.

## 5. EXAMPLES

In this section, we shall present some examples in order to illustrate the fruitfulness of our results. Furthermore, we also give an example to show the advantage of a vector Lyapunov function and system of differential inequalities over a single Lyapunov function and a scalar differential inequality,

Example 5.1: Consider the system of stochastic differential equation

$$
\begin{equation*}
d x=A(t) x d t+\sigma(t, x) d z(t), \tag{5,1}
\end{equation*}
$$

where
$A(t)=\left[\begin{array}{lll}1+\cos t & 1-\cos t & \cos t-1 \\ -e^{-t}+1 & 1+e^{-t} & e^{-t}-1 \\ \cos t-e^{-t} & e^{-t}-\cos t e^{-t}+\cos t\end{array}\right]$,
$x=\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right], \quad \sigma(t, x)=\left[\begin{array}{l}\sigma_{1}(t, x) \\ \sigma_{2}(t, x) \\ \sigma_{3}(t, x)\end{array}\right]$,
$z(t)$ is a normalized scalar Wiener process and $\sigma(t, x)$ satisfies the hypotheses $\left(a_{1}\right)-\left(a_{3}\right)$. Further, assume that $\sigma(t, 0)=0$ and
$\left[\sigma_{1}(t, x)+\sigma_{2}(t, x)-\sigma_{3}(t, x)\right]^{2} \leqslant \lambda(t)\left(x_{1}+x_{2}-x_{3}\right)^{2}$,
$\left[\sigma_{2}(t, x)-\sigma_{2}(t, x)+\sigma_{3}(t, x)\right]^{2} \leqslant \lambda(l)\left(x_{1}-x_{2}+x_{3}\right)^{2}$,
and
$\left[-\sigma_{1}(t, x)+\sigma_{2}(t, x)+\sigma_{3}(t, x)\right]^{2} \leqslant \lambda(t)\left(-x_{1}+x_{2}+x_{3}\right)^{2}$,
where $\lambda \in C\left[R_{+}, R_{+}\right] \cap L_{1}[0, \infty]$ 。
Take $m=3$ and

$$
V(t, x)=\left[\begin{array}{l}
\left(x_{1}+x_{2}-x_{3}\right)^{2} \\
\left(x_{1}-x_{2}+x_{3}\right)^{2} \\
\left(-x_{1}+x_{2}+x_{3}\right)^{2}
\end{array}\right] .
$$

Since

$$
\sum_{i=1}^{3} V_{i}(t, x)=\left[x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+\left(x_{2}-x_{3}\right)^{2}+\left(x_{3}-x_{1}\right)^{2}+\left(x_{1}-x_{2}\right)^{2}\right]
$$

hence

$$
\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right) \leqslant \sum_{i=1}^{3} V_{i}(t, x) \leqslant 5\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{3}\right)
$$

Further, we deduce the vectorial inequality

$$
L V(t, x) \leqslant g(t, V(t, x))
$$

with

$$
g(t, u)=\left[\begin{array}{l}
{[4+\lambda(t)] u_{1}} \\
{[4 \cos t+\lambda(t)] u_{2}} \\
{\left[4 e^{-t}+\lambda(t)\right] u_{3}}
\end{array}\right],
$$

whenever (5.2) holds.
Now, one can easily see that $g(t, u)$ is concave and quasimonotone nondecreasing in $u$ for fixed $t \in R_{+}$。 Choose $k=1$. Then the solution of (2.2) satisfying $u_{10}=0$ is

$$
r\left(t, t_{0}, u_{0}\right)=\left[\begin{array}{c}
0 \\
u_{20} \exp \left\{\int_{t_{0}}^{t}[4 \cos u+\lambda(u)] d u\right\} \\
u_{30} \exp \left\{\int_{t_{0}}^{t}\left[e^{-u}+\lambda(u)\right] d u\right\}
\end{array}\right] .
$$

One can easily observe that the trivial solution of (2.2) is conditionally uniformly stable. In this case, $M_{(n-k)}$ $=M_{(2)}=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in R^{3}: x_{1}+x_{2}=x_{3}\right\}$. Thus all the hypoth eses of Theorem 4.1 and Remark 4.1 are satisfied. Hence, we conclude that the trivial solution of the system (5.1) is conditionally uniformly stable in the mean.

Example 5.2: Consider the system of differential equations

$$
\begin{equation*}
d x=F(t) x d t+\sigma(x) d z(t), \tag{5.3}
\end{equation*}
$$

where
$x=\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right], \quad F(t)=\left[\begin{array}{cc}-f_{1}(t) & 0 \\ 0 & -f_{2}(t)\end{array}\right]$,
$f_{i} \in C\left[R_{+}, R_{+}\right], \quad i=1,2, \quad \sigma(x)=\left[\begin{array}{l}\sigma_{1}(x) \\ \sigma_{2}(x)\end{array}\right]$
and $\sigma$ satisfies the Lipschitz condition with Lipschitz constant $C$ and $\sigma(0)=0$. Furthermore, assume that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \inf \left(\frac{1}{t-t_{0}} \int_{0}^{t} f(s) d s\right)>C^{2} \tag{5.4}
\end{equation*}
$$

where $f=\min \left\{f_{1}, f_{2}\right\}$ 。
Take $m=2$ and

$$
V(t, x)=\left[\begin{array}{l}
x_{1}^{2} \\
x_{2}^{2}
\end{array}\right], \quad A(t)=\exp \left[2 \int_{t_{0}}^{t} f(s) d s\right] l,
$$

where $I$ is $2 \times 2$ identity matrix. In view of the assumptions on (5.3), we obtain that

$$
\begin{equation*}
A(t) L V(t, x)+A^{\prime}(t) V(t, x) \leqslant B A(t) V(t, x), \tag{5.5}
\end{equation*}
$$

where

$$
B=\left[\begin{array}{ll}
C^{2} & C^{2} \\
C^{2} & C^{2}
\end{array}\right] .
$$

The auxiliary system is $u^{\prime}=-2 f(t) u+B u$. Because of (5.4), $u \equiv 0$ is asymptotically stable. Hence by Theorem 4.3 and Theorem 4.4, it follows that the trivial solution of (5.3) is asymptotically stable in the mean.

Now, we shall present an example that shows the advantage of vector Lyapunov function over a single Lyapunov function.

Example 5.3: Consider the stochastic differential system

$$
\begin{equation*}
d x=F(t, x) x d t+\sigma(t, x) d z(t), \tag{5.6}
\end{equation*}
$$

where

$$
\begin{aligned}
& x=\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right], \quad F(t, x)=\left[\begin{array}{cc}
e^{-t}-f_{1}(t, x) & \sin t \\
\sin t & e^{-t}-f_{1}(t, x)
\end{array}\right], \\
& f_{1} \in C\left[R_{+} \times R^{2}, R_{+}\right], \quad f_{1}(t, 0)=0,
\end{aligned}
$$

$z(t)$ is a normalized scalar process, and $\sigma \in C\left[R^{+} \times R^{2}\right.$, $\left.R^{2}\right]$, it also satisfies the hypotheses $\left(a_{1}\right)-\left(a_{3}\right), \sigma(t, 0)=0$ and

$$
\begin{align*}
& {\left[\sigma_{1}(t, x)+\sigma_{2}(t, x)\right]^{2} \leqslant\left(x_{1}+x_{2}\right)^{2} \lambda(t),} \\
& {\left[\sigma_{1}(t, x)-\sigma_{2}(t, x)\right]^{2} \leqslant\left(x_{1}-x_{2}\right)^{2} \lambda(t),} \tag{5,7}
\end{align*}
$$

and $\lambda \in C\left[R_{+}, R_{+}\right] \cap L_{1}[0, \infty)$.
First, we choose a single Lyapunov function $V(t, x)$ given by $V(t, x)=x_{1}^{2}+x_{2^{\circ}}^{2}$ Then, it is evident that

$$
L V(t, x) \leqslant\left[2 e^{-t}+2|\sin t|+\lambda(t)\right] V(t, x),
$$

using the inequalities (5.7),

$$
2|a b| \leqslant a^{2}+b^{2} \text { and } f_{1}(t, x) \geqslant 0, \text { for }(t, x) \in R_{+} \times R^{2} .
$$

Clearly, the trivial solution of the comparison equation

$$
u^{\prime}=\left[2 e^{-t}+2|\sin t|+\lambda(t)\right] u
$$

is not stable. Hence, we can not deduce any information about the stability in the mean of (5.6) from the Theorem 5.1 in Ref. 1, even though it is stable.

Now, we attempt to seek the stability information of (5.6) by employing vector Lyapunov function. We choose

$$
V(t, x)=\left[\begin{array}{l}
\left(x_{1}+x_{2}\right)^{2} \\
\left(x_{1}-x_{2}\right)^{2}
\end{array}\right] .
$$

Note that the components of $V, V_{1}$, and $V_{2}$ are not positive definite and hence do not satisfy the hypotheses of Theorem 5. 1 in Ref. 1. However, they do satisfy all the hypotheses of Theorem 4.4. In fact,

$$
\left(x_{1}^{2}+x_{2}^{2}\right) \leqslant \sum_{i=1}^{2} V_{i}(t, x) \leqslant 2\left(x_{1}^{2}+x_{2}^{2}\right)
$$

and the vectorial inequality

$$
L V(t, x) \leqslant g(t, V(t, x))
$$

are satisfied, with

$$
g(t, u)=\left[\begin{array}{l}
{\left[2 e^{-t}+2 \sin t+\lambda(t)\right] u_{1}} \\
{\left[2 e^{-t}-2 \sin t+\lambda(t)\right] u_{2}}
\end{array}\right] .
$$

It is easy to observe that $g(t, u)$ is concave and quasimonotone nondecreasing in $u$, for fixed $t$, and the trivial solution of (2.2) is uniformly stable. Consequently, the trivial solution of (5.6) is stable in the mean.
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# Generalized free fields and the representations of Weyl group. II. Reducible representations 

J. Lukierski and W. Sienkiewicz<br>Institute of Theoretical Physics, University of Wrockaw, Wrockaw, Poland<br>(Received 22 April 1974)

The multiplets of generalized free fields, transforming according to triangle indecomposable representation of dilatation group are studied. Further, using the technique of Mellin transform, we represent an arbitrary generalized free field as a continuous superposition of fields with definite dimensionality.

## 1. INTRODUCTION

There are well-known ${ }^{1}$ transformation properties of massless fields under the action of Weyl group, defined as

$$
\begin{equation*}
W=T \otimes D L_{4}, \quad D L_{4}=L_{4} \times S \tag{1.1}
\end{equation*}
$$

where $T$ denotes the group of translations, $L_{4}$ the homogeneous Lorentz group, and $S$ the one-parameter dilatation group

$$
\begin{equation*}
S: x_{\mu} \rightarrow x_{\mu}^{\prime}=l x_{\mu} . \tag{1.2}
\end{equation*}
$$

We define the dimensionality parameter $\delta$ of the field operator $\Phi_{5}(x)$ by means of the relation

$$
\begin{equation*}
U(l) \Phi_{6}(x) U^{-1}(l)=l^{6} \Phi\left(l^{-1} x\right) \tag{1.3}
\end{equation*}
$$

where $U(l)$ is the unitary representation of $S$ in the Hilbert space $H$

$$
U^{*}(l)=U^{-1}(l)=U\left(l^{-1}\right) .
$$

Further, we assume the absence of spontaneous breaking of dilatational invariance, i. e. ,

$$
U(l)|0\rangle=|0\rangle
$$

For massless fields we obtain
$\delta=1$ for bosons (helicity even),
$\delta=\frac{3}{2}$ for fermions (helicity odd).
In our previous paper ${ }^{2}$ which we shall refer to as I, it has been shown that the relation (1.3) with any value of $\delta>1$ can be obtained if ${ }^{3}$

$$
\begin{equation*}
\Phi_{6}(x)=\int_{0}^{\infty}\left(H^{2}\right)^{6 / 2} \Phi\left(x ; H^{2}\right) \frac{d H^{2}}{H^{2}} \tag{1.4}
\end{equation*}
$$

where $\Phi\left(x ; H^{2}\right)$ is defined as

$$
\begin{align*}
& \left(\sqcap-H^{2}\right) \Phi\left(x ; H^{2}\right)=0,  \tag{1.5a}\\
& {\left[\Phi\left(x ; H^{2}\right), \Phi\left(x^{\prime} ; H^{\prime 2}\right)\right]=i \Delta\left(x-x^{\prime} ; H^{2}\right) \delta\left(H^{2}-H^{\prime 2}\right)} \tag{1.5b}
\end{align*}
$$

and has the dimensionality $d$ equal to zero,

$$
\begin{equation*}
U(l) \varphi\left(x ; H^{2}\right) U^{-1}(l)=\varphi l x, \frac{H^{2}}{l^{2}} \tag{1.5c}
\end{equation*}
$$

consistent with the canonical E.T. limit

$$
\begin{equation*}
\left[\dot{\varphi}\left(\mathbf{x}, t ; H^{2}\right), \varphi\left(x^{\prime}, t ; H^{\prime 2}\right)\right]=i \delta^{3}\left(\bar{x}-\bar{x}^{\prime}\right) \delta\left(H^{2}-H^{\prime 2}\right) \tag{1.5d}
\end{equation*}
$$

By using (1.5c) the proof of (1.3) for the field operator (1.4) is reduced to the change of variables $H^{2} \rightarrow H^{\prime 2}=H^{2} /$ $l^{2}$. The field operator (1.4) is a generalized free field with the following commutator function ${ }^{4}$ :

$$
\begin{aligned}
{\left[\Phi_{5}(x), \Phi_{6}\left(x^{\prime}\right)\right] } & =i \Delta(x ;\{\delta\}) \\
& =i \int d H^{2}\left(H^{2}\right)^{d-2} \Delta\left(x ; H^{2}\right)
\end{aligned}
$$

$$
\begin{align*}
& =\frac{1}{(2 \pi)^{3}} \int_{V^{*}} d^{4} p \epsilon\left(p_{0}\right)\left(p^{2}\right)^{d-2} \exp (i p x) \\
& =\frac{2^{2 d-3}}{\pi} \frac{\Gamma(d-1)}{\Gamma(1-d)} \epsilon\left(x_{0}\right)\left(x^{2}\right)_{+}^{d} . \tag{1.6}
\end{align*}
$$

The restriction $\delta>1$ follows from the requirement that the Kallen-Lehman spectral function should be positive definite. ${ }^{5}$

The field operator $\Phi_{5}(x)$ generates from the dilatationinvariant vacuum state ( $1.3^{\prime}$ ), the linear irreducible representation space $R_{2}^{(0,5)}$ of the Weyl group, related with orbit $O_{2}$ (see I). Introducing $\Phi_{6}[f]$,

$$
\begin{equation*}
\Phi_{\delta}[f]=\int d^{4} x f(x) \Phi_{d}(x) \tag{1.7a}
\end{equation*}
$$

where $\operatorname{supp} \tilde{f}(p) \in V^{+}, \tilde{f}(p) \in S$ and using (1.4)-(1.5) one can write the vectors belonging to $R_{2}^{(0,6)}$ as follows:

$$
\begin{equation*}
|f\rangle_{5}=\Phi_{B}[f]|0\rangle \tag{1.7b}
\end{equation*}
$$

In $R_{2}^{(0,6)}$ one can introduce various scalar products. The conventional choice

$$
\begin{equation*}
{ }_{\sigma}\left\langle f \mid f^{\prime}\right\rangle_{\sigma}=\int \frac{d^{4} p}{\left(p^{2}\right)^{2}}\left(p^{2}\right)^{\delta} f^{*}(p) f^{\prime}(p) \tag{1.8}
\end{equation*}
$$

is only invariant under (1.3) if $\delta=0$. In order to define the representation space $H_{2}^{(0,6)}$ with invariant scalar product ${ }_{\sigma}\left\langle\left\langle f \mid f^{\prime}\right\rangle_{0}\right.$, we should put into the definition of ${ }_{\sigma}\left\langle\| f \mid f^{\prime}\right\rangle_{\delta}$ the weight function $\left(p^{2}\right)^{-6}$, or define

$$
{ }_{\delta} \| f\left|f^{\prime}\right\rangle_{5} \equiv{ }_{-6}\langle f \mid f\rangle_{6} .
$$

The change $\delta \rightarrow-\delta$ defines the so-called shadow operator. ${ }^{6}$ One can say, therefore, that the dual space to (1.7) is generated from the vacuum by shadow operator.

The representation spaces $H_{2}^{(s, 6)}$ where $s$ denotes the spin value of irreducible representation can be introduced in analogous way. The assignment of spin for the orbit $O_{2}$ is the same for the Wigner representations of Poincaré group with positive mass square, and for simplicity we shall consider here only the spinless case ( $s=0$ ). ${ }^{\text {? }}$

Following I we can write that the generator $\hat{D}$ of dilatations as the sum of two operators

$$
\begin{equation*}
\hat{D}=\hat{D}_{\text {geom }}(t)+\hat{D}_{\text {mass }}(t) \tag{1.9}
\end{equation*}
$$

where

$$
\hat{D}_{\text {geom }}(t)=\int d^{3} x T_{0 \nu}(x) x^{\nu}
$$

and ${ }^{8}$

$$
\hat{D}_{\text {mass }}(t)=-2 \int d^{3} x \int_{0}^{\infty} d H^{2} H^{2}: \partial_{0} \Phi\left(x ; H^{2}\right) \frac{\partial}{\partial H^{\prime}} \Phi\left(x ; H^{2}\right):
$$

Any generalized free field

$$
\begin{equation*}
\Phi_{[k]}(x)=\int_{0}^{\infty} \xi\left(H^{2}\right) \Phi_{0}\left(x ; H^{2}\right) d H^{2} \tag{1.10}
\end{equation*}
$$

commutes with (1.9) as follows:

$$
\begin{equation*}
\frac{1}{i}\left[\hat{D}, \Phi_{[y]}(x)\right]=\left(x_{\mu} \partial^{\mu}+\hat{d}\right) \Phi_{[5]}(x) \tag{1.11}
\end{equation*}
$$

where $\hat{d}$ denotes dimensionality operator

$$
\begin{equation*}
\hat{d} \Phi_{[\xi]}(0)=\frac{1}{i}\left[\hat{D}_{\text {mass }}, \Phi_{[\xi]}(0)\right] \tag{1.12}
\end{equation*}
$$

In particular, $\Phi_{5}(x)$ satisfies the equation

$$
\begin{equation*}
(\hat{d}-\delta) \Phi_{6}(0)=0 \tag{1.13}
\end{equation*}
$$

In this paper we shall introduce in Sec. 2 the multiplets of generalized free fields $\Phi_{5}^{(N ; i)}(x)(i=1,2, \ldots, N)$, transforming under the generator (1.8) of the dilatation transformations as partly reducible indecomposable unitary representation. ${ }^{9}$

Further, in Sec. 3 we shall discuss fully reducible representations of Weyl group. We shall introduce the Mellin transform of the generalized free field with respect to the invariant mass square parameter. Such spectral decomposition of the generalized free field leads to the replacement of Kallen-Lehman representation, describing mass spectrum by the spectral representation introducing the measure characterizing the dimensionality spectrum.

## 2. MULTIDIMENSIONAL PARTLY REDUCIBLE REPRESENTATIONS OF DILATATION GROUP AND GENERALIZED FREE FIELDS

Recently ${ }^{9-11}$ the following generalization of the formula (1.3) was considered:

$$
\begin{align*}
U(l) \Phi_{6 ; n} U^{-1}(l) & =T_{n n^{\prime}}^{(N ; \delta)}(l) \Phi_{6 ; n^{\prime}}\left(l^{-1} x\right) \\
& =l^{6} \sum_{k=0}^{n-1} \frac{(\ln l)^{k}}{k!} \Phi_{6 ; n-k}^{(N)}\left(l^{-1} x\right) \tag{2.1}
\end{align*}
$$

The representation matrix ${ }^{12}$

$$
T^{(N ; 6)}(l)=l^{5}\left(\begin{array}{cccc}
1 & &  \tag{2.2}\\
\ln l & & 0 \\
\cdot & \cdot & & \\
\cdot & & & \\
\cdot & & \cdot & \\
\frac{\ln l^{N-1} l}{(N-1)!} & \cdots & \ln l & 1
\end{array}\right)
$$

defines $N$-dimensional reducible indecomposable realization of the dilatation group. If $N=1$ we obtain to the case of irreducible representation, discussed in I. If $N>1$, the representation is reducible, but not completely reducible. ${ }^{13}$ It appears that the multiplets (2.2) have some importance if one tries to reconcile the scale invariance with perturbation expansion or with the socalled "naive" canonical manipulations. ${ }^{10}$

In order to construct the field operator occuring in the multiplet (2.1) with $n=2$ we should perform the following limit:

$$
\Phi_{5 ; 2}=\lim _{\Delta \delta \rightarrow 0} \frac{1}{\Delta \delta}\left[\Phi_{5+\Delta 5 ; 1}(x)-\Phi_{5 ; 1}(x)\right]
$$

$$
\begin{equation*}
=\left.\frac{d}{d \lambda} \Phi_{\lambda_{0} 1}(x)\right|_{\lambda=6} \tag{2.3}
\end{equation*}
$$

The triangular representation (2.2) one obtains simply by differentiating the Eq. (1.13). One gets the set of two equations

$$
\begin{align*}
& (\hat{d}-\delta) \frac{d}{d \delta} \Phi_{\delta, 1}(x)=\Phi_{\delta, 1}(x)  \tag{2,4a}\\
& (\hat{d}-\delta) \Phi_{\delta, 1}(x)=0 \tag{2.4~b}
\end{align*}
$$

describing in infinitesimal form the transformation (2.1) for $N=2$.

It is easy to show the following statement:
The components of the multiplet defined by the formula

$$
\begin{equation*}
\Phi_{6 ; k}(x)=\left.\frac{1}{(k-1)!}\left(\frac{\partial}{\partial \lambda}\right)^{k-1} \Phi_{\lambda}(x)\right|_{\lambda=0} \tag{2.5}
\end{equation*}
$$

transform under the dilatations in accordance with (2.1)
Proof: Let us differentiate the formula (1.3). We have
$U(l)\left[\left(\frac{\partial}{\partial \lambda}\right)^{n-1} \Phi_{\lambda}(x) U^{-1}(l)\right.$

$$
\begin{equation*}
=\sum_{k=0}^{n-1}\binom{n-1}{k}\left[\left(\frac{\partial}{\partial \lambda}\right)^{k} l^{\lambda}\right]\left(\frac{\partial}{\partial \lambda}\right)^{n-k-1} \Phi_{\lambda}(x) \tag{2.6}
\end{equation*}
$$

Because $\binom{n-1}{k}=(n-1)!/ k!(n-k-1)!$, putting $\lambda=\delta$ in
(2.6), and substituting (2.5), one gets the formula (2.1).

QED
The explicit formula for the field operator (2.5) looks as follows:

$$
\begin{equation*}
\Phi_{0 ; k}(x)=\frac{1}{(k-1)!} \int_{0}^{\infty} d H^{2} \frac{\left(\ln H^{2}\right)^{k-1}}{2^{k-1}}\left(H^{2}\right)^{\delta / 2-1} \Phi\left(x ; H^{2}\right) \tag{2.7}
\end{equation*}
$$

The formula (2.7) introduces a definite set of field operators, satisfying the transformation law (2.1). The infinitesimal form of (2.1) has, however, the form

$$
\begin{align*}
& (\hat{d}-\delta) \Phi_{6 ; N}(x)=\Phi_{6 ; N-1}(x) \\
& (\hat{d}-\delta) \Phi_{6 ; N-1}(x)=\Phi_{6 ; N-2}(x) \\
& (\hat{d}-\delta) \Phi_{\delta ; 2}(x)=\Phi_{6 ; 1}(x)  \tag{2.8}\\
& (\hat{d}-\delta) \Phi_{6 ; 1}(x)=0
\end{align*}
$$

The general solution of the set (2.8) has the form

$$
\begin{aligned}
& \Phi_{5 ; 1}(x)=\Phi_{6}(x) \\
& \Phi_{6 ; 2}(x)=\frac{\partial}{\partial \delta} \Phi_{6}(x)+c_{1} \Phi_{\delta}(x) \\
& \quad \cdot \\
& \quad \cdot \\
& \Phi_{5 ; N}(x)=\frac{\partial}{\partial \delta} \Phi_{6 ; N-1}(x)+c_{N-1} \Phi_{5}(x)
\end{aligned}
$$

or

$$
\begin{equation*}
\Phi_{6 ; k}(x)=(2.7)+\sum_{i=0}^{k-2} c_{i}\left(\frac{\partial}{\partial \delta}\right)^{i} \Phi_{0}(x) \tag{2.10}
\end{equation*}
$$

The arbitrary coefficients $c_{i}$ can be obtained if we
look for the solutions of the following set of $N^{2}$ equations $\left(n, n^{\prime} \leqslant N\right)$ :
$W_{5 ; n_{2} n^{\prime}}(x)=\left(l^{2}\right)^{6} \sum_{k=0}^{n-1} \sum_{l=0}^{n^{\prime}-1} \frac{(\ln l)^{k+l}}{k!l!} W_{6 ; n-k, n^{\prime}-l}\left(l^{-1} x\right)$,
generalizing the conventional condition of scale invariance for the Wightman function $(N-1)$

$$
\begin{equation*}
W_{5}(x)=\left(l^{2}\right)^{5} W_{5}\left(l^{-1} x\right) \tag{2.12}
\end{equation*}
$$

to the case of Dell'Antonio multiplet. ${ }^{14}$
Remark 1: The introduction of Dell'Antonio multiplets does not lead to the appearance of indefinite metric. Indeed, the field operator (2.7), as well as (2.10), has positive definite spectral function. This nice property is not valid if we introduce multidimensional indecomposable representations for the Poincaré group by means of the formulas [compare with (2.8)]

$$
\left(\hat{p}^{2}-M^{2}\right) \psi_{N}(x)=\psi_{N-1}(x)
$$

.

$$
\begin{equation*}
\cdot \tag{2.13}
\end{equation*}
$$

$$
\left(\hat{p}^{2}-M^{2}\right) \psi_{1}(x)=0,
$$

where $\hat{p}^{2} \equiv$ and $M^{2}$ real. It can be shown that the field operators $\psi_{1}(x) \cdots \psi_{N}(x)$ generate the space of states necessarily with indefinite matric. ${ }^{14-18}$ A similar conclusion can be reached if we assume that the multiplet (2.1) describes a conformally-invariant theory. ${ }^{19}$

Remark 2: The multidimensional representations, described in this section, can be constructed for the orbits $O_{2}, O_{3}$, and $O_{4}$ of the Weyl group, but they do not exist for orbits $O_{5}$ and $O_{6}$, localized on the light cone.
In particular (see Ref. 4), it does not exist for $N>1$ the limit $\delta \rightarrow 1$.

Remark 3: There exists a four-dimensional integral kernel $k_{n}(x)$ which allows us to express the field operators $\Phi_{5 ; n}(n>1)$ as the convolution of $k_{n}$ and $\Phi_{6}$. We have

$$
\begin{equation*}
\tilde{k}_{n}(p)=\frac{1}{2^{n-1}} \frac{1}{(n-1)!}\left(\ln p_{+}^{2}\right)^{n-1} \tag{2.14}
\end{equation*}
$$

## 3. MELLIN TRANSFORM OF THE GENERALIZED FREE FIELDS AND REDUCIBLE REPRESENTATIONS

Let us write positive-frequency part of an arbitrary generalized free field $\Phi$

$$
\begin{equation*}
\Phi^{(+)}(x)=\int_{0}^{\infty} \xi\left(H^{2}\right) \Phi^{(+)}\left(x ; H^{2}\right) \frac{d H^{2}}{H^{2}} \tag{3.1}
\end{equation*}
$$

with the spectral function $\xi\left(H^{2}\right)$ satisfying the condition for some $k>0$

$$
\begin{equation*}
\int_{0}^{\infty}\left(H^{2}\right)^{k}\left|\xi\left(H^{2}\right)\right| d H^{2}<\infty \tag{3.2}
\end{equation*}
$$

Then one can write, if $c<k$,

$$
\begin{equation*}
\xi\left(H^{2}\right)=\frac{1}{2 \pi i} \int_{c-i \infty}^{c+i \infty} G(\Delta)\left(H^{2}\right)^{-\Delta} d \Delta \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
G(\Delta)=\int_{0}^{\infty}\left(H^{2}\right)^{\Delta} \xi\left(H^{2}\right) \frac{d H^{2}}{H^{2}} \tag{3.4}
\end{equation*}
$$

or

$$
\begin{align*}
= & \frac{1}{\pi^{2} i} \int_{-\infty}^{+\infty} d \beta g(c+i \beta, c-i \beta) \\
& \times \frac{-i 2^{i \beta-2 c} \Gamma(1+(i \beta-2 c) / 2) \Gamma(2+(i \beta-2 c) / 2)}{\pi^{2}\left(-x^{2}+i x_{0} O\right)^{2+(i \beta-2 c) / 2}} \tag{3.14}
\end{align*}
$$

The formula (3.14) describes the Mellin transform of the commutator function, with the spectral function which is a bilinear form (3.13) in the Mellin transform $G(\Delta)$ of the field operator [see (3.5)].
The aim of this section was to show that the basic notion in the dimensional analysis of generalized free field is the Mellin transform of the field operator, and the Mellin transform of the two-point functions is its consequence. ${ }^{20}$
${ }^{1}$ See, for example, G. Mack and I. Todorov, J. Math. Phys. 10, 2078 (1969).
${ }^{2}$ J. Lukierski and W. Sienkiewicz, J. Math. Phys. 15, 344 (1974).
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#### Abstract

An expression, which is appropriate for high-precision calculations, is derived for the interaction energy of two coaxial ellipsoidal distributions of charge or mass. By starting from Dirichlet's expression for the potential it is shown that the (in general) sixfold integration can be considerably reduced by integrating over equipotential surfaces and introducing elliptic integrals. The evaluation of the final expression requires only a double numerical integration.


## 1. INTRODUCTION

The study of nuclear deformations requires the calculation of electrostatic self- and interaction energies of homogeneous distributions of charge. (Inhomogeneities at the nuclear surface can be treated by corrections. ${ }^{1}$ ) The self-energy is essential for determining nuclear equilibrium shapes and related data, such as masses, binding energies, quadrupole moments, and rotational bands; the interaction energy is important for the motion of the fragments in nuclear fission as well as the collision of projectile and target in heavyion scattering experiments.

The determination of electrostatic energies in such cases requires high numerical accuracy since the total energy of a nuclear configuration is determined by a balance of electrostatic and nuclear forces, such that the electrostatic and other contributions to the deformation energy almost cancel one another. On the other hand one often has to compute the deformation energy for many different deformations of the nucleus (e.g., several hundred in fission theory). Therefore, great effort has been expended in order to evaluate the energy of different distributions of charge in an analytical way or to reduce multiple numerical integrations as much as possible.

For general solids of revolution the electrostatic energy can be calculated after the integration methods $\mathrm{s}^{2-4}$ given by Hill and Wheeler, Beringer, Cohen and Swiatecki, Lawrence, Nix, ${ }^{3}$ and more recently by Davies and Sierk. ${ }^{4}$ These methods, of course, can also be used to compute the interaction energy between two solids which are arbitrarily deformed but have a common axis of symmetry.
Spheroidal shapes are commonly used in those cases in which computational difficulties prevent the study of more complicated shapes. For these the self-energy is available as an elementary function. It was derived by Flügge ${ }^{5}$ in 1951 employing the explicit expression for the electrostatic potential given by Dirichlet ${ }^{6}$ in 1839 . Moreover, expressions in terms of elliptic integrals are available for the self-energy of ellipsoids. The homogeneous case has been treated by Rosenkilde, ${ }^{7}$ Pal, Götz et al., and Leander. ${ }^{8}$ Carlson ${ }^{9}$ has also determined the self-energy of inhomogeneous distributions with ellipsoidal surfaces of constant density.
Series expansions around spherical or spheroidal shapes have been given by Bohr and Wheeler, ${ }^{10}$ Swiatecki, ${ }^{11}$ Present et al., ${ }^{12}$ and by Businaro and

Gallone. ${ }^{13}$ However, these expansions are applicable only to small deformations. Highly distorted nonellipsoidal shapes in general require multiple numerical integrations or multipole expansions. This is extensively studied in the work of Nix, ${ }^{3}$ where also the application to spheroidal shapes together with a survey of the relevant literature is given.

Up to now rapidly converging expressions are not available for the interaction energy between general nonaxial distributions of charge or mass even if they are homogeneous. However, if the distributions are well separated, Nix's fivefold multipole summation ${ }^{3}$ is applicable. In Ref. 3 explicit formulas for the case of arbitrarily oriented homogeneous spheroids are also given.

In connection with gravitation, Darwin ${ }^{14}$ has developed an implicit formula for the interaction energy of homogeneous ellipsoids. It consists of a twofold infinite summation over increasing orders of mixed partial derivatives of $\left(x^{2}+y^{2}+z^{2}\right)^{-1 / 2}$. In the case of coaxial spheroids these derivatives generate Legendre polynomials. Thus an explicit twofold multipole summation can be obtained ${ }^{15}$ for the axial case.

The present paper deals with the electrostatic interaction energy between two homogeneously charged ellipsoids with parallel axes, which are in contact or separated. Though originally carried out for nuclear fission theory, ${ }^{16}$ the results are applicable to any distribution of charge or mass of this kind. Therefore, the calculation is given without reference to nuclear physics.

Starting from Dirichlet's ${ }^{6}$ expression for the potential, the (in general) sixfold integration for the interaction energy is given in Sec. 2. By integrating over equipotential surfaces this expression can be reduced to a threefold integral and further to a twofold integration over elliptic integrals. In practice only two integrations have to be performed numerically for the evaluation of the final expression, since elliptic integrals can easily be obtained from standard routines. ${ }^{17}$ The results are summarized in Sec. 3, so that the reader can refer directly to this section without going through the calculations of Sec. 2.

## 2. METHOD

The electrostatic ${ }^{18}$ energy $E$ of a system of two distributions of charge with densities $\rho_{1}(r)$ and $\rho_{2}(r)$ which


FIG. 1. Diagram of the distribution of charge or mass. In general all axes of the ellipsoids have different lengths. Note that the common axis, $z$, is not an axis of symmetry.
are separated or in contact can be split up into selfenergies $E_{i i}(i=1,2)$ and interaction energies $E_{i j}$ $(i, j=1,2 ; i \neq j)$ due to the repulsion or attraction between them, i.e.,

$$
\begin{equation*}
E=E_{11}+E_{22}+E_{12}+E_{21}, \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{i j}=\frac{1}{2} \int \frac{\rho_{i}(\mathbf{r}) \rho_{j}\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d \mathbf{r} d \mathbf{r}^{\prime} \quad(i, j=1,2) \tag{2.2}
\end{equation*}
$$

involves in general a sixfold integration. By use of the electrostatic potentials

$$
\begin{equation*}
\varphi_{i}(\mathbf{r})=\int \frac{\rho_{i}\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d \mathbf{r}^{\prime} \quad(i=1,2) \tag{2.3}
\end{equation*}
$$

equation (2.2) can be rewritten as

$$
\begin{equation*}
E_{i j}=\frac{1}{2} \int \rho_{i}(\mathbf{r}) \varphi_{j}(\mathbf{r}) d \mathbf{r} \quad(i, j=1,2) \tag{2.4}
\end{equation*}
$$

Since the interaction energies are equal,

$$
\begin{equation*}
E_{12}=E_{21} \tag{2.5}
\end{equation*}
$$

the total Coulomb interaction energy $E_{C I}$ is given by

$$
\begin{equation*}
E_{\mathrm{CI}}=E_{12}+E_{21}=2 E_{12}=2 E_{21} \tag{2.6}
\end{equation*}
$$

The present paper deals with two homogeneously charged ellipsoids with semiaxes $x_{i}, y_{i}$, and $z_{i}(i=1,2)$ respectively, which are coaxial but may be separated by a distance $d$ (see Fig. 1). For the self-energies $E_{i i}$ of (2.1) one can evaluate Eq. (2.4) with the potential (2.15) given below. The result

$$
\begin{equation*}
E_{i i}=\frac{2}{75} \pi^{2} x_{i}^{2} y_{i}^{2} z_{i}^{2} \rho_{i}^{2} \int_{0}^{\infty}\left(5-\frac{x_{i}^{2}}{x_{i}^{2}+\lambda}-\frac{y_{i}^{2}}{y_{i}^{2}+\lambda}-\frac{z_{i}^{2}}{z_{i}^{2}+\lambda}\right) \frac{d \lambda}{D_{i}(\lambda)} \tag{2.7}
\end{equation*}
$$

[for $D_{i}(\lambda)$ see (2.16)] can be transformed into an expression which involves an elliptic integral of the first kind but no numerical integration, see Refs. 7-9. For the axial symmetric case ( $x_{i}=y_{j}$ ) explicit formulas have been derived by Flügge, ${ }^{5}$

$$
\begin{equation*}
E_{i i}=\frac{2}{15} E_{\mathrm{CO}} \frac{\left(1-\epsilon_{i}^{2}\right)^{1 / 3}}{\epsilon_{i}} \cdot \ln \left(\frac{1+\epsilon_{i}}{1-\epsilon_{i}}\right) \tag{2.8}
\end{equation*}
$$

with

$$
\begin{equation*}
\epsilon_{i}^{2}=1-x_{i}^{2} / z_{i}^{2} \tag{2.9}
\end{equation*}
$$

and the self-energy $E_{c o}$ is that of a sphere of the same charge and volume.

The interaction energies $E_{i j}$ in Eq. (2.1) are available only for coaxial homogeneously charged spheroids
$\left(x_{i}=y_{i}\right)$. If the charges of the spheroids are denoted with $Q_{i}$, the total Coulomb interaction energy $E_{C I}$ reads ${ }^{3}$
$E_{\mathrm{CI}}=\frac{Q_{1} Q_{2}}{z_{1}+z_{2}+d}\left[s\left(\lambda_{1}\right)+s\left(\lambda_{2}\right)-1+s\left(\lambda_{1}, \lambda_{2}\right)\right]$,
where

$$
\begin{equation*}
\lambda_{i}^{2}=\frac{z_{i}^{2}-x_{i}^{2}}{\left(z_{1}+z_{2}+d\right)^{2}} \tag{2.11}
\end{equation*}
$$

and $S\left(\lambda_{1}, \lambda_{2}\right)$ can be represented in the form of a twofold summation

$$
\begin{align*}
S\left(\lambda_{1}, \lambda_{2}\right) & =\sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \frac{3}{(2 j+1)(2 j+3)} \frac{3}{(2 k+1)(2 k+3)} \frac{(2 j+2 k)!}{(2 j)!(2 k)!} \\
& \times \lambda_{1}^{2 j} \lambda_{2}^{2 k} \tag{2.12}
\end{align*}
$$

The summands $s\left(\lambda_{i}\right)$ are different for prolate $\left(x_{i}<z_{i}\right)$ and oblate $\left(x_{i}>z_{i}\right)$ shapes:
$s(\lambda)=\left\{\begin{array}{l}\frac{3}{4}\left(\frac{1}{\lambda}-\frac{1}{\lambda^{3}}\right) \ln \frac{1+\lambda}{1-\lambda}+\frac{3}{2} \frac{1}{\lambda^{2}}, \text { prolate, (2.13a) } \\ \frac{3}{2}\left(\frac{1}{\omega}+\frac{1}{\omega^{3}}\right) \tan ^{-1} \omega-\frac{3}{2} \frac{1}{\omega^{2}}, \text { oblate }\left(\omega^{2}=-\lambda^{2}\right) .\end{array}\right.$

For the general case without rotational symmetry the Coulomb interaction energy $E_{C T}$ shall be derived in the following:

The two ellipsoidal surfaces sketched in Fig, 1 obey the following relations in Cartesian coordinates:

$$
\begin{equation*}
\frac{x^{2}}{x_{1}^{2}}+\frac{y^{2}}{y_{1}^{2}}+\frac{z^{2}}{z_{1}^{2}}=1 \tag{2.14a}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{x^{2}}{x_{2}^{2}}+\frac{y^{2}}{y_{2}^{2}}+\frac{\left(z-z_{1}-z_{2}-d\right)^{2}}{z_{2}^{2}}=1 \tag{2.14b}
\end{equation*}
$$

Following Eq. (2.6) the total interaction energy can be determined either from $E_{12}$ or from $E_{21}$. To be definite, we calculate $E_{21}$ in the following. The potential $\varphi_{1}(\mathbf{r})$ in a point $r$ outside the ellipsoid (2.14a) has been derived by Dirichlet ${ }^{6}$ :

$$
\begin{align*}
\varphi_{1}(x, y, z)= & \pi x_{1} y_{1} z_{1} \rho_{1} \\
& \times \int_{u}^{\infty}\left(1-\frac{x^{2}}{x_{1}^{2}+\lambda}-\frac{y^{2}}{y_{1}^{2}+\lambda}-\frac{z^{2}}{z_{1}^{2}+\lambda}\right) \frac{d \lambda}{D_{1}(\lambda)} \tag{2.15}
\end{align*}
$$

where $D_{1}(\lambda)$ is given by

$$
\begin{equation*}
D_{i}(\lambda)=\left[\left(x_{i}^{2}+\lambda\right)\left(y_{i}^{2}+\lambda\right)\left(z_{i}^{2}+\lambda\right)\right]^{1 / 2} \tag{2.16}
\end{equation*}
$$

The lower limit $u$ of the integral in (2.15) is defined as the largest positive solution of the equation

$$
\begin{equation*}
\frac{x^{2}}{x_{1}^{2}+u}+\frac{y^{2}}{y_{1}^{2}+u}+\frac{z^{2}}{z_{1}^{2}+u}=1 \tag{2.17}
\end{equation*}
$$

Thus the sixfold integration in (2.2) is reduced to a fourfold integral and $E_{21}$ can be written

$$
\begin{align*}
E_{21}= & 2 \pi \rho_{1} \rho_{2} x_{1} y_{1} z_{1} \int_{\tilde{z}_{\operatorname{man}}}^{\tilde{z}_{\max }} d z \int_{0}^{\tilde{y}_{\max }} d y \int_{0}^{\tilde{x}_{\max }} d x \\
& \times \int_{u}^{\infty} \frac{d \lambda}{D_{1}(\lambda)}\left(1-\frac{x^{2}}{x_{1}^{2}+\lambda}-\frac{y^{2}}{y_{1}^{2}+\lambda}-\frac{z^{2}}{z_{1}^{2}+\lambda}\right) \tag{2.18}
\end{align*}
$$

with the limits of integration

$$
\begin{align*}
& \tilde{z}_{\min }=z_{1}+d,  \tag{2.19a}\\
& \tilde{z}_{\max }=z_{1}+2 z_{2}+d,  \tag{2,19b}\\
& \tilde{y}_{\max }=y_{2}\left(1-\frac{\left(z-z_{1}-z_{2}-d\right)^{2}}{z_{2}^{2}}\right)^{1 / 2},  \tag{2.20}\\
& \tilde{x}_{\max }=x_{2}\left(1-\frac{y^{2}}{y_{2}^{2}}-\frac{\left(z-z_{1}-z_{2}-d\right)^{2}}{z_{2}^{2}}\right)^{1 / 2} . \tag{2.21}
\end{align*}
$$

One further integration can be performed analytically by first integrating over equipotentials (with constant integrant) and then summing up the shares of all equipotentials, which can be parametrized by the abovementioned variable $u[(2.17)]$. Since the equipotentials of an ellipsoid are confocal ellipsoids, this procedure mainly consists in integrating the Jacobian of $x, y, z$ with respect to $x, y, u$ over the area of the end section of an ellipsoid. Explicitly one has to transform the set of variables $(x, y, z)$ to the new set $(x, y, u)$. Thus the volume element $d x d y d z$ becomes

$$
\begin{equation*}
d x d y d u\left|\frac{\partial(x, y, z)}{\partial(x, y, u)}\right|=d x d y d u\left|\frac{\partial z}{\partial u}\right| \tag{2,22}
\end{equation*}
$$

with

$$
\begin{align*}
\frac{\partial z}{\partial u}= & \frac{1}{2}\left[1+\frac{x^{2}}{x_{1}^{2}+u}\left(\frac{z_{1}^{2}+u}{x_{1}^{2}+u}-1\right)+\frac{y^{2}}{y_{1}^{2}+u}\left(\frac{z_{1}^{2}+u}{y_{1}^{2}+u}-1\right)\right] \\
& \times\left[\left(1-\frac{x^{2}}{x_{1}^{2}+u}-\frac{y^{2}}{y_{1}^{2}+u}\right)^{1 / 2}\left(z_{1}^{2}+u\right)^{1 / 2}\right]^{-1} . \tag{2.23}
\end{align*}
$$

Consequently, formula (2.18) goes over into

$$
\begin{align*}
E_{21}= & 2 \pi \rho_{1} \rho_{2} x_{1} y_{1} z_{1} \int_{u_{\min }}^{u_{\max }} d u \int_{0}^{y_{\max }} d y \int_{u}^{\infty} \frac{d \lambda}{D_{1}(\lambda)} \\
& \times \int_{0}^{x_{\max }} d x\left[1-\frac{z_{1}^{2}+u}{z_{1}^{2}+\lambda}-x^{2}\left(\frac{1}{x_{1}^{2}+\lambda}-\frac{z_{1}^{2}+u}{x_{1}^{2}+u} \frac{1}{z_{1}^{2}+\lambda}\right)\right. \\
& \left.-y^{2}\left(\frac{1}{y_{1}^{2}+\lambda}-\frac{z_{1}^{2}+u}{y_{1}^{2}+u} \frac{1}{z_{1}^{2}+\lambda}\right)\right]\left|\frac{\partial z}{\partial u}\right| . \tag{2.24}
\end{align*}
$$

The integration over $x$ can be evaluated analytically. One arrives at the threefold integral

$$
\begin{align*}
E_{2 \mathbf{1}}= & \pi \rho_{1} \rho_{2} x_{1} y_{1} z_{1} \int_{u_{\min }}^{u_{\max }} d u\left(z_{1}^{2}+u\right)^{-1 / 2} \int_{0}^{y_{\max }} d y \int_{u}^{\infty} \frac{d \lambda}{D_{1}(\lambda)} \\
& \times\left[A(\lambda, y, u) I_{1}(y, u)+B(\lambda, y, u) I_{2}(y, u)\right. \\
& \left.+C(\lambda, u) I_{3}(y, u)\right] . \tag{2.25}
\end{align*}
$$

The limits $u_{\text {min }}, u_{\text {max }}$, and $y_{\text {max }}$ in (2.25) are given by

$$
\begin{align*}
& u_{\min }=d\left(2 z_{1}+d\right)  \tag{2.26a}\\
& u_{\max }=4 z_{2}\left(z_{1}+z_{2}\right)+2 d\left(z_{1}+2 z_{2}\right)+d^{2} \tag{2.26b}
\end{align*}
$$

and by the solution $y_{\text {max }}$ of

$$
\begin{equation*}
\beta_{4} y_{\text {max }}^{4}+\beta_{2} y_{\text {max }}^{2}+\beta_{0}=0 \tag{2.27}
\end{equation*}
$$

with

$$
\begin{align*}
& \beta_{4}=\left(\frac{1}{y_{2}^{2}}-\frac{z_{1}^{2}+u}{y_{1}^{2}+u} \frac{1}{z_{2}^{2}}\right)^{2},  \tag{2.28a}\\
& \beta_{2}=2\left(\frac{2\left(z_{1}+z_{2}\right)\left(z_{1}+d\right)+u+d^{2}}{y_{2}^{2} z_{2}^{2}}\right.
\end{align*}
$$

TABLE I. Transformations for the standard form of the interaction energy (3.1) in the axial asymmetric case. If ellipsoid (1) is triaxial the required permutations of semiaxes
$P\left(x_{1}, y_{1}, z_{1}\right)$ and the corresponding sequence of indices $\mathrm{j}, \mathrm{k}, 1$ are given in entries 2 and 3 .

| semiaxes | $P\left(x_{1}, y_{1}, z_{1}\right)$ | $i k 1$ |
| :--- | :--- | :--- |
| $x_{1}>y_{1}>z_{1}$ | $\left(x_{1}, y_{1}, z_{1}\right)$ | 123 |
| $x_{1}>z_{1}>y_{1}$ | $\left(x_{1}, z_{1}, y_{1}\right)$ | 132 |
| $z_{1}>x_{1}>y_{1}$ | $\left(z_{1}, x_{1}, y_{1}\right)$ | 312 |

second kind $F(\alpha, p)$ and $E(\alpha, p) .{ }^{20}$ If $x_{1}>y_{1}>z_{1}$, the first one is equal ${ }^{19}$ to

$$
\begin{equation*}
\Lambda_{0}\left(x_{1}, y_{1}, z_{1} ; u\right)=\frac{2}{\left(x_{1}^{2}-z_{1}^{2}\right)^{1 / 2}} \quad F(\alpha, p), \tag{2.34a}
\end{equation*}
$$

the second to

$$
\begin{equation*}
\Lambda_{1}\left(x_{1}, y_{1}, z_{1} ; u\right)=\frac{2}{\left(x_{1}^{2}-y_{1}^{2}\right)\left(x_{1}^{2}-z_{1}^{2}\right)^{1 / 2}}[F(\alpha, p)-E(\alpha, p)] \tag{2.34b}
\end{equation*}
$$

the third to

$$
\begin{align*}
\Lambda_{2}\left(x_{1}, y_{1}, z_{1} ; u\right)= & \frac{2\left(x_{1}^{2}-z_{1}^{2}\right)^{1 / 2}}{\left(x_{1}^{2}-y_{1}^{2}\right)\left(y_{1}^{2}-z_{1}^{2}\right)} E(\alpha, p) \\
& -\frac{2}{\left(x_{1}^{2}-y_{1}^{2}\right)\left(x_{1}^{2}-z_{1}^{2}\right)^{1 / 2}} F(\alpha, p) \\
& -\frac{2}{y_{1}^{2}-z_{1}^{2}}\left(\frac{z_{1}^{2}+u}{\left(x_{1}^{2}+u\right)\left(y_{1}^{2}+u\right)}\right)^{1 / 2} \tag{2.34c}
\end{align*}
$$

and the last one to

$$
\begin{align*}
\Lambda_{3}\left(x_{1}, y_{1}, z_{1} ; u\right)= & \frac{2}{\left(z_{1}^{2}-y_{1}^{2}\right)\left(x_{1}^{2}-z_{1}^{2}\right)^{1 / 2}} E(\alpha, p) \\
& +\frac{2}{y_{1}^{2}-z_{1}^{2}}\left(\frac{y_{1}^{2}+u}{\left(x_{1}^{2}+u\right)\left(z_{1}^{2}+u\right)}\right)^{1 / 2} \tag{2.34d}
\end{align*}
$$

Here $\alpha$ and $p$ are defined as

$$
\begin{align*}
& \alpha=\arcsin \left(\frac{x_{1}^{2}-z_{1}^{2}}{x_{1}^{2}+u}\right)^{1 / 2}  \tag{2.35a}\\
& p=\left(\frac{x_{1}^{2}-y_{1}^{2}}{x_{1}^{2}-z_{1}^{2}}\right)^{1 / 2} \tag{2.35b}
\end{align*}
$$

For cases other than $x_{1}>y_{1}>z_{1}$ some reordering of the variables and indices in $\Lambda_{i}$ is necessary. This will be discussed for the final expression in the next section.

## 3. RESULTS

In the following section we give the final expression for the electrostatic interaction energy $E_{C I}$ of two ellipsoids-which have constant charge densities $\rho_{i}$ $(i=1,2)$ and parallel semiaxes $x_{i}, y_{i}, z_{i}(i=1,2)$, are coaxial with common $z$ axes and are in contact or separated by a distance $d$ (see Fig. 1). To be definite, $x_{1}>y_{1}$ is assumed in the following [if $x_{1}=y_{1}$ and $x_{2}=y_{2}$ see (2.10)]. Then-apart from a particular case treated below-the interaction energy is given by
$E_{\mathrm{CI}}=2 \pi \rho_{1} \rho_{2} x_{1} y_{1} z_{1} \int_{u_{\min }}^{u_{\max }} d u\left(z_{1}^{2}+u\right)^{-1 / 2}$

$$
\begin{align*}
& \times\left(\Lambda_{0}\left(P\left(x_{1}, y_{1}, z_{1}\right) ; u\right) \int_{0}^{y_{\max }} d y G_{0}(y, u)\right. \\
& \quad+\Lambda_{j}\left(P\left(x_{1}, y_{1}, z_{1}\right) ; u\right) \int_{0}^{y_{\max }} d y G_{1}(y, u) \\
& \quad+\Lambda_{k}\left(P\left(x_{1}, y_{1}, z_{1}\right) ; u\right) \int_{0}^{y_{\max }} d y G_{2}(y, u) \\
& \left.\quad+\Lambda_{i}\left(P\left(x_{1}, y_{1}, z_{1}\right) ; u\right) \int_{0}^{y_{\max }} d y G_{3}(y, u)\right) \tag{3.1}
\end{align*}
$$

Here $P\left(a_{1}, a_{2}, a_{3}\right)$ is a permutation of real numbers
( $a_{1}, a_{2}, a_{3}$ ) which orders these with decreasing magnitude; ( $j, k, l$ ) is the resulting order of indices, i.e.,

$$
\begin{equation*}
P\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{j}, x_{k}, x_{l}\right) \text { with } x_{j}>x_{k}>x_{i} . \tag{3.2}
\end{equation*}
$$

The factors $\Lambda_{i}(i=0,1,2,3)$ are defined in (2.34), their indices $j, k, l$ and the actual values of $P\left(x_{1}, y_{1}, z_{1}\right)$ can be obtained from Table I.

The integrants $G_{0}, G_{1}, G_{2}$, and $G_{3}$ in (3.1) are defined by

$$
\begin{align*}
G_{0}(y, u)= & \frac{1}{2}\left(x_{1}^{2}+u\right)^{1 / 2}\left[1+\frac{z_{1}^{2}+u}{x_{1}^{2}+u}-\frac{y^{2}}{y_{1}^{2}+u}\right. \\
& \left.\times\left(1+\frac{z_{1}^{2}+u}{x_{1}^{2}+u}-2 \frac{z_{1}^{2}+u}{y_{1}^{2}+u}\right)\right] \\
& \times \arcsin x_{\max }\left[\left(x_{1}^{2}+u\right)\left(1-\frac{v^{2}}{y_{1}^{2}+u}\right)\right]^{-1 / 2} \\
& +\frac{1}{2} x_{\max } \frac{x_{1}^{2}-z_{1}^{2}}{x_{1}^{2}+u}\left(1-\frac{y^{2}}{y_{1}^{2}+u}-\frac{x_{\max }^{2}}{x_{1}^{2}+u}\right)^{1 / 2}, \quad(3  \tag{3.3a}\\
G_{1}(y, u)= & \frac{1}{2}\left(x_{1}^{2}+u\right)\left\{\frac{1}{4}+\frac{3}{4} \frac{z_{1}^{2}+u}{x_{1}^{2}+u}-\frac{y^{2}}{y_{1}^{2}+u}\right. \\
& \left.\times\left(\frac{1}{4}-\frac{z_{1}^{2}+u}{y_{1}^{2}+u}+\frac{3}{4} \frac{z_{1}^{2}+u}{x_{1}^{2}+u}\right)\right\} \\
& \times\left\{x_{\max }\left(1-\frac{y^{2}}{y_{1}^{2}+u}-\frac{x_{\max }^{2}}{x_{1}^{2}+u}\right)^{1 / 2}\right. \\
& -\left(x_{1}^{2}+u\right)^{1 / 2}\left(1-\frac{y^{2}}{y_{1}^{2}+u}\right) \\
& \left.\times \arcsin x_{\max }\left[\left(x_{1}^{2}+u\right)\left(1-\frac{y^{2}}{y_{1}^{2}+u}\right)\right]^{-1 / 2}\right\} \\
& +\frac{1}{4} x_{\max }^{3}\left(1-\frac{y^{2}}{y_{1}^{2}+u}-\frac{x_{\max }^{2}}{x_{1}^{2}+u}\right){ }^{1 / 2} \frac{z_{1}^{2}-x_{1}^{2}}{x_{1}^{2}+u}, \tag{3.3b}
\end{align*}
$$

$$
\begin{align*}
G_{2}(y, u)= & \frac{1}{2} x_{\max } y^{2} \frac{z_{1}^{2}-x_{1}^{2}}{x_{1}^{2}+u}\left(1-\frac{y^{2}}{y_{1}^{2}+u}-\frac{x_{\max }^{2}}{x_{1}^{2}+u}\right)^{1 / 2} \\
& -\left(x_{1}^{2}+u\right)^{1 / 2} y^{2}\left[\frac{1}{2}+\frac{1}{2} \frac{z_{1}^{2}+u}{x_{1}^{2}+u}\right. \\
- & \left.\frac{y^{2}}{y_{1}^{2}+u}\left(\frac{1}{2}-\frac{z_{1}^{2}+u}{y_{1}^{2}+u}+\frac{1}{2} \frac{z_{1}^{2}+u}{x_{1}^{2}+u}\right)\right] \\
& \times \arcsin x_{\max }\left[\left(x_{1}^{2}+u\right)\left(1-\frac{y^{2}}{y_{1}^{2}+u}\right)\right]^{-1 / 2} \tag{3.3c}
\end{align*}
$$

and
$G_{3}(y, u)=\frac{1}{2}\left(x_{1}^{2}+u\right)^{1 / 2}\left(z_{1}^{2}+u\right)\left\{-\frac{3}{4}-\frac{1}{4} \frac{z_{1}^{2}+u}{x_{1}^{2}+u}\right.$

$$
\begin{align*}
& \quad+\frac{y^{2}}{y_{1}^{2}+u}\left[\frac{3}{2}+\frac{1}{2} \frac{z_{1}^{2}+u}{x_{1}^{2}+u}-\frac{z_{1}^{2}+u}{y_{1}^{2}+u}\right. \\
& \left.\left.\quad+\frac{y^{2}}{y_{1}^{2}+u}\left(-\frac{3}{4}-\frac{1}{4} \frac{z_{1}^{2}+u}{x_{1}^{2}+u}+\frac{z_{1}^{2}+u}{y_{1}^{2}+u}\right)\right]\right\} \\
& \times \\
& \times \arcsin x_{\max }\left[\left(x_{1}^{2}+u\right)\left(1-\frac{y^{2}}{y_{1}^{2}+u}\right)\right] \\
& \\
& \quad-\frac{1}{2} x_{\max }\left(z_{1}^{2}+u\right)\left(1-\frac{y^{2}}{y_{1}^{2}+u}-\frac{x_{\max }^{2}}{x_{1}^{2}+u}\right)^{-1 / 2}  \tag{3.3~d}\\
& \times \\
& \times\left[\frac{5}{4}-\frac{1}{4} \frac{z_{1}^{2}+u}{x_{1}^{2}+u}+\frac{1}{2} \frac{x_{\max }^{2}}{x_{1}^{2}+u} \frac{z_{1}^{2}-x_{1}^{2}}{x_{1}^{2}+u}+\frac{y^{2}}{y_{1}^{2}+u}-\frac{5}{4}\right. \\
& + \\
& \left.\left.\frac{z_{1}^{2}+u}{y_{1}^{2}+u}+\frac{1}{4} \frac{z_{1}^{2}+u}{x_{1}^{2}+u}\right)\right] .
\end{align*}
$$

The limits $u_{\min }$ and $u_{\max }$ in (3.1) are defined in (2.26).

$$
y_{\max }= \begin{cases}\left\{\left[-\beta_{2}+\left(\beta_{2}^{2}-4 \beta_{4} \beta_{0}\right)^{1 / 2}\right] / 2 \beta_{4}\right\}^{1 / 2}  \tag{3.4a}\\ \left(-\beta_{0} / \beta_{2}\right)^{1 / 2} & \text { if } \beta_{0} \leqslant 0, \beta_{4}=0, \beta_{2} \neq 0 \\ 0 & \text { if } \beta_{0}=0, \beta_{4}=0, \beta_{2}=0 \\ 0 & \text { if } \beta_{0}>0\end{cases}
$$

with $\beta_{i}(i=0,2,4)$ from (2.28), and $x_{\text {max }}$ is analogous to that if one replaces $\beta$ with $\gamma$ from (2.32).

The expression (3.1) cannot be applied to ellipsoids which are solids of revolution with symmetry axes perpendicular to $z$. In this case the factors $\Lambda_{i}$ in (3.1) have to be replaced in the following manner. If $x_{1}=z_{1}$ :

$$
\begin{align*}
& \Lambda_{0}=\frac{2}{\left(x_{1}^{2}-y_{1}^{2}\right)^{1 / 2}}\left(\frac{\pi}{2}-\arctan \frac{\left(y_{1}^{2}+u\right)^{1 / 2}}{\left(x_{1}^{2}+u\right)^{1 / 2}}\right)  \tag{3.5a}\\
& \Lambda_{j}=\Lambda_{l}=\frac{\left(y_{1}^{2}+u\right)^{1 / 2}}{\left(y_{1}^{2}-x_{1}^{2}\right)\left(x_{1}^{2}+u\right)}+\frac{1}{2\left(x_{1}^{2}-y_{1}^{2}\right)} \Lambda_{0}  \tag{3.5b}\\
& \Lambda_{k}=-\frac{2}{\left(y_{1}^{2}-x_{1}^{2}\right)\left(y_{1}^{2}+u\right)^{1 / 2}}+\frac{1}{y_{1}^{2}-x_{1}^{2}} \Lambda_{0} \tag{3.5c}
\end{align*}
$$

If $y_{1}=z_{1}$ :

$$
\begin{equation*}
\Lambda_{0}=-\frac{1}{\left(x_{1}^{2}-y_{1}^{2}\right)^{1 / 2}} \ln \left|\frac{\left(x_{1}^{2}+u\right)^{1 / 2}-\left(x_{1}^{2}-y_{1}^{2}\right)^{1 / 2}}{\left(x_{1}^{2}+u\right)^{1 / 2}+\left(x_{1}^{2}-y_{1}^{2}\right)^{1 / 2}}\right| \tag{3.6a}
\end{equation*}
$$

The other factors $\Lambda$ are analogous to (3.5b, c) if one exchanges the axes $x_{1}$ and $v_{1}$ and the indices $j$ and $k_{\text {。 }}$
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# Space-time symmetries and nonunitary representations of the Poincare semigroup: Description of unstable particles 

M. Comi, L. Lanz*, L. A. Lugiato*, and G. Ramella<br>Istituto di Fisica dell'Università di Milano, Milan, Italy<br>*Istituto Nazionale di Fisica Nucleare, Sezione di Milano, Milan, Italy<br>(Received 24 June 1974; revised manuscript received 30 July 1974)<br>In this paper we justify the use of nonunitary representations of the space-time symmetry group to describe physical systems, as, e.g., unstable particles. It is shown that such a generalization of the standard theory of symmetries is possible inside the approach to quantum mechanics recently developed by Ludwig. The Poincare semigroup turns out to be the fundamental symmetry group and only Lorentz transformations must be unitary

## 1. INTRODUCTION

The problem of characterizing the kinematical behavior of a particle by space-time symmetry considerations treating stable and unstable particles on the same footing has been recently considered by several authors. ${ }^{1-3}$

More specifically, one can describe a relativistic (nonrelativistic) particle by an irreducible linear contractive up to a factor representation on a Hilbert space $\mathfrak{S}$ of the restricted Poincaré semigroup ${ }^{2}$ (resp. Galilei semigroup); in particular stable particles correspond to unitary representations which can be immediately extended to the whole group. In the nonrelativistic case one gets in such a way a quite natural and well-known description of the unstable particle in which the wavefunction decays exponentially; the description of the relativistic particle is more involved and has been investigated recently. However, both cases present a basic difficulty with respect to the axiomatics of quantum mechanics which allows only unitary representations of the symmetry group. Furthermore, in the relativistic case one meets some difficulties in the physical interpretation:
(1) Spacelike translations are not contained in the Poincaré semigroup and can be represented a posteriori only on a proper subset of $\mathfrak{G} .{ }^{2}$
(2) The kinematics of the particle leads to define the following probability amplitude:
$\psi_{\xi}(x)=\frac{1}{(2 \pi \hbar)^{3 / 2}} \int \frac{d_{3} \underline{p}}{\sqrt{D_{0}}} \exp \left[-i(1-i \gamma)\left(p_{0} x_{0}-\underline{p} \underline{x}\right) / \hbar\right] \varphi_{\xi}(\underline{p})$
with

$$
\begin{aligned}
& p_{0}=\left(\underline{p^{2}}+m^{2} c^{2}\right)^{1 / 2}, \int \frac{d_{3} \underline{p}}{p_{0}}|\varphi(\underline{p})|^{2}=\mathbf{1}, \\
& \gamma=\frac{1}{2} \frac{\lambda}{c \tau_{0}}, \quad \zeta=1,2, \ldots, 2 j+1,
\end{aligned}
$$

$m$ being the mass, $j$ the spin, $\lambda$ the Compton wavelength, $\tau_{0}$ the mean lifetime of the particle. The integral in the rhs of Eq. (1.1) converges for all $\varphi(\underline{)})$ only for timelike $x$. Furthermore, the wavefunction (1.1) is not linked to a self-adjoint "position" operator. All these difficulties seem to be intimately connected; therefore, one expects that in a framework in which the use of a nonunitary representation of the Poincare semigroup is well motivated, also the difficulties (1), (2) can be overcome.

Such a framework can be found inside the approach to quantum mechanics recently given by Ludwig. ${ }^{4}$ An important feature of such an approach is the introduction of the so-called "effects" aside the usual "properties" of quantum mechanics. Such a generalization of quantum mechanics proves to be essential to our purpose. For a nonrelativistic particle the present analysis provides a more fundamental motivation of the treatment of Ref. 5.

In this paper we shall use the metric

$$
a \cdot b=a_{\mu} b^{\mu}=a_{0} b_{0}-\underline{a} \cdot \underline{b}
$$

and the following symbols: $L_{t}^{\prime}, p_{+}^{*}$ are the proper orthochronous Lorentz and Poincaré groups respectively, i.e.,
$L_{+}=:\left\{\Lambda: x^{\mu} \rightarrow x^{\prime \mu}=\Lambda^{\mu}{ }_{\nu} x^{\nu} \mid \operatorname{det} \Lambda=1, \Lambda_{0}^{0} \geqslant 1, \Lambda^{\mu}{ }_{\nu} \Lambda_{\sigma}{ }^{\nu}=g^{\mu}{ }_{\sigma}\right\}$,
$P_{+}^{\prime}=:\left\{(\boldsymbol{a}, \Lambda): x^{\mu} \rightarrow x^{\prime \mu}=\Lambda_{\nu}^{\mu} x^{\nu}+a^{\mu} \mid \Lambda \in L^{\prime}, a \in \mathbb{R}_{4}\right\}$.
We indicate by $\psi_{+s_{+}}^{\prime}$ the Poincaré semigroup

$$
p_{\star s_{+}}=:\left\{(a, \Lambda) \in P: \mid a^{2}=a_{0}^{2}-\underline{a}^{2} \geqslant 0, a_{0} \geqslant 0\right\},
$$

and by $p_{* s_{-}}^{*}$ the Poincare "antisemigroup"

$$
p_{* s_{-}}^{*}=:\left\{(a, \Lambda) \in P: \mid a^{2}=a_{0}^{2}-\underline{a}^{2} \geqslant 0, a_{0} \leqslant 0\right\},
$$

$\mathcal{G}^{\circ}$ is the Galilei group

$$
\begin{aligned}
& \mathcal{G}_{+}^{t}=:\left\{(b, \underline{a}, \underline{v}): \underline{x} \rightarrow \underline{x^{\prime}}=R \underline{x}+v t+\underline{a}, t \rightarrow t^{\prime}=t+b \mid\right. \\
& \left.\quad b \in \mathbb{R}, \underline{a} \in \mathbf{R}_{3}, \underline{v} \in \mathbb{R}_{3}, R \in O_{3}, \operatorname{det} R=1\right\}, \\
& \text { and } \mathcal{G}_{+s_{ \pm}}^{*} \text { the Galilei semigroups } \\
& \quad \mathcal{G}_{+s_{ \pm}}^{+}=\left\{(b, \underline{a}, \underline{v}, R) \in \mathcal{G}_{+}^{+} b \geqslant 0\right\} .
\end{aligned}
$$

The subgroup of $\mathscr{S}_{+}^{\prime}\{(0, \underline{a}, \underline{v}, R)\}$ is called $\mathcal{G}_{G}$.
Let $\ddagger$ be a Hilbert space and $L(\mathfrak{W})$ the set of the linear operators on $\mathfrak{y}$ to $\mathfrak{G} ; \tau c(\mathfrak{G})$ is the Banach space of the "trace-class" operators on $\mathfrak{s}$ :

$$
\tau c(\mathfrak{Ð})=:\left\{A \in L(\mathfrak{W}) \mid \operatorname{Tr}\left(\left(A^{+} A\right)^{1 / 2}\right)<\infty\right\} ;
$$

$\tau c(\mathfrak{W})$ is a base-norm space ${ }^{6}$ with base $K$ :

$$
K=\{W \in \tau c(\mathfrak{\Phi}) \mid W \geqslant 0, \operatorname{Tr}(W)=1\} .
$$

$\mathbb{B}(\mathfrak{F})$ is the Banach space of bounded operators on $\mathfrak{G}$; $\mathbb{B}(\mathfrak{S})$ is an order-unit space ${ }^{6}$ and its $[0,1]$ order interval $L$ is

$$
L=\{F \in \mathbb{B}(\mathfrak{S}) \mid 0 \leqslant F \leqslant 1\} .
$$

## 2. SPACE-TIME SYMMETRIES IN THE APPROACH OF LUDWIG TO QUANTUM MECHANICS

Let us give first a very sketchy account of the approach of Ludwig, ${ }^{4}$ emphasizing some points which are relevant for the discussion of space-time symmetries.

Let us consider the set $\underline{\underline{M}}$ of experiments which should provide evidence for the physics of a microobject. Each experiment can be abalyzed into two parts: a preparation part $\underline{V}$ and an effect part $\underline{F} . \underline{V}$ if a certain macroscopic process by which the microobject is produced, $\underline{\underline{F}}$ consists of a certain macroscopic process which can be suitably modified by the microobject and of such a modification to the process. Let $\underline{\underline{L}}$ be the set of all $\underline{\underline{F}}$ and $\underline{\underline{K}}$ the set of all $\underline{\underline{V}}$. One has that $\underline{\underline{M}}$ is contained in the Cartesian product of $\underset{\underline{K}}{ }$ and $\underset{=}{L}$ :

$$
\begin{equation*}
\underline{M} \subset \underline{\underline{K}} \times \underline{\underline{L}} \tag{2.1}
\end{equation*}
$$

On the set $M$ a real function $\mu(\underline{V}, \underline{\underline{F}}), 0 \leqslant \mu(\underline{V}, \underline{\underline{F}}) \leqslant 1$, is defined with the following interpretation: $\mu(\underline{\underline{V}}, \underline{\underline{F}})$ gives, in physical approximation, the frequency of occurrence, in the experiment $(\underline{\underline{V}}, \underline{\underline{F}})$, of the modification associated with $F$. One assumes further that

$$
\begin{align*}
& \forall \underline{\underline{V}} \in \underline{\underline{K}}, \exists \underline{\underline{\underline{F}}} \underline{\underline{\underline{V}}} \in \underline{\underline{\underline{L}}}: \mu\left(\underline{\underline{V}}, \underline{\underline{F_{V}^{\underline{V}}}}\right)=1  \tag{2.2}\\
& \exists \underline{\underline{O}} \underline{\underline{\underline{L}}}: \mu(\underline{\underline{V}}, \underline{\underline{\underline{O}}})=0, \underline{\underline{\underline{V}} \in \underline{\underline{K}}}
\end{align*}
$$

Let us consider the following relation between $\underline{\underline{V}}$ and $\underline{\underline{V}}^{\prime}, \underline{V}, \underline{\underline{V^{\prime}}} \in \underline{\underline{K}}: \underline{\underline{V} \sim \underline{\underline{V^{\prime}}}}$, if $\mu(\underline{V}, \underline{\underline{F}})=\mu\left(\underline{\underline{V^{\prime}}}, \underline{\underline{F}}\right), \forall \underline{\underline{F}}$ such that $\left.\overline{(\underline{V}}, \overline{\underline{F}}), \overline{\left(\underline{V}^{\prime}\right.}, \underline{\underline{F}}\right) \in \underline{\underline{M}}$. Such a relation is assumed to be an equivalence relation (it is an assumption since $M$ $\neq \underline{\underline{K}} \times \underline{\underline{L}}$ ). Let $\underline{K}$ be the set of equivalence classes $\underline{V}$. Let us consider the subset $\underline{M} \subset \underline{K} \times \underline{L}$ :

$$
\underline{M}=:\{(\underline{V}, \underline{\underline{F}}) \mid \exists \underline{\underline{V}} \in \underline{V} \text { such that }(\underline{\underline{V}}, \underline{\underline{F}}) \in \underline{\underline{M}}\} ;
$$

on $\underline{M}$ one defines

$$
\mu(\underline{V}, \underline{\underline{F}})=\mu(\underline{\underline{V}}, \underline{\underline{F}})
$$

The the following axiom is formulated:

$$
\begin{equation*}
\underline{M}=\underline{K} \times \underline{L} . \tag{2.3}
\end{equation*}
$$

As a consequence, the relation

$$
\underline{\underline{F}} \sim \underline{\underline{F}}^{\prime}: \mu(\underline{V}, \underline{\underline{F}})=\mu\left(\underline{V} \underline{\underline{F^{\prime}}}\right) \forall \underline{\underline{V}} \in \underline{\underline{K}}
$$

is an equivalence relation. Let $L$ be the set of equivalence classes $\underline{F}$; on $\underline{K} \times \underline{L}$ one defines

$$
\mu(\underline{V}, \underline{F})=\mu(\underline{V}, \underline{\underline{F}}), \quad \underline{\underline{F}} \in \underline{F} .
$$

Building up from this basis, introducing physically relevant axioms on the sets $\underline{K}$ and $\underline{L}$ and mathematical hypotheses on the structures which are successively specified, Ludwig and co-workers prove a sequence of theorems leading to the following statement: A Hilbert space $\$$ can be found such that $K$ is norm dense in the basis $K$ of the Banach space $\tau c(\overline{\mathfrak{y}})$ and $\underline{L}$ is dense in the so-called weak* topology ${ }^{7}$ in the $[0,1]$ order interval $L$ of the dual space $\mathbb{B}(\mathfrak{W})$; the function $\mu(\underline{V}, \underline{F})$ is given by

$$
\begin{equation*}
\mu(\underline{V}, \underline{F})=\operatorname{Tr}(\underline{V} \underline{F}) . \tag{2.4}
\end{equation*}
$$

To discuss the problem of space-time symmetries
within this theory, let us give the space time characterization of effect and of preparation parts. We shall consider three different characterizations.

## A. Characterization I

The usual treatment of symmetries in quantum mechanics is based on the following description of the experiments in terms of preparation and effect parts. Each preparation part (effect part) $\underline{\underline{V}}(\underline{\underline{F}})$ is defined as a production process (a modification of a given macroscopic process) referred to a fixed reference frame $R$. The experiment ( $\underline{\underline{V}}, \underline{\underline{F}}$ ) consists in the determination of the frequency of occurrence of the effect $F$ in the frame $R$, as a consequence of the preparation $\underline{V}$. The invariance of macroscopic physics under $\rho:(\overline{\bar{G}})$ implies that $\underline{K}$ and $\underline{L}$ are the spaces of two representations of $\bar{p}_{+}+\left(\mathcal{G}_{+}\right) U_{K}(g), U_{\underline{\underline{L}}}(g)$ defined in the following way: Let us consider a concrete realization of $\underline{\underline{V}}(\underline{\underline{F}})$ in $R$ and a transformed reference frame $R^{\prime}=g R$; the realization of $\underline{\underline{V}}(\underline{\underline{F}})$ is described in $R^{\prime}$ as a new preparation (effect) which is defined as $U_{\underline{\underline{E}}}(g) \underline{\underline{V}}\left(U_{\underline{\underline{L}}}(g) \underline{\underline{F}}\right)$.
The symmetry of the theory implies that

$$
\begin{align*}
\mu(\underline{\underline{V}}, \underline{\underline{F}})= & \mu\left(U_{\underline{\underline{K}}}(g) \underline{\underline{V}}, U_{\underline{\underline{L}}}(g) \underline{\underline{F}}\right),  \tag{2.5}\\
& \forall g \in P_{+}^{\prime}\left(\mathcal{G}_{+}^{+}\right), \forall(\underline{\underline{V}}, \underline{\underline{F}}) \in \underline{\underline{M}},
\end{align*}
$$

from which it easily follows that $U_{\underline{K}}(g), U_{\underline{L}}(g)$ preserve the equivalence classes so that, defining
$U_{\underline{K}}(g) \underline{V}=:\left\{U_{\underline{\underline{K}}}(g) \underline{\underline{V}}, \underline{\underline{V}} \in \underline{V}\right\}, U_{\underline{\underline{L}}}(g) \underline{F}=:\left\{U_{\underline{\underline{L}}}(g) \underline{\underline{F}}, \underline{\underline{F}} \in \underline{F}\right\}$,

$$
\begin{equation*}
\mu(\underline{V}, \underline{F})=\mu\left(U_{\underline{K}}(\underline{g}) \underline{V}, U_{\underline{L}}(g) \underline{F}\right) \tag{2.6}
\end{equation*}
$$

where $U_{\underline{K}}(g)$ and $U_{L}(g)$, are representation of $p_{*}^{:}\left(G_{+}^{+}\right)$ on $K$ and $\underline{L}$ respectively. Finally, in the realization of the theory in a Hilbert space $\mathfrak{F}$ one can prove ${ }^{8}$ that $U_{\underline{L}}(g)$ can be extended to $\mathbb{B}(\mathfrak{F})$ with the form

$$
\begin{equation*}
U(g) Y=U(g) Y U^{+}(g), \quad Y \in \mathbb{B}(\mathfrak{W}) \tag{2.7}
\end{equation*}
$$

where $U(g)$ is a unitary up-to-a-factor representation of $p:\left(G_{+}^{+}\right)$on $\Phi$.

Within such a characterization of the experiments, axiom (2.3) is strongly restrictive. In fact, considering, e.g., the nonrelativistic case, one has couples ( $\underset{\underline{V}}{\underline{F}} \underline{\underline{F}}$ ) such that $\underset{\underline{F}}{ }$ follows $V$ in time; axiom (2.3) implies that for any $t_{1}$ and any production process $\underline{\underline{V}}$ involving times $t \geqslant t_{1}$, one can find a process $\underline{\underline{V}}^{\prime} \sim \underline{\underline{V}}$ involving only times $t<t_{1}$. E.g., if $\underline{\underline{V}}$ is a preparation of an unstable particle at time $t>t_{1}, \underline{\underline{V}^{\prime}}$ must be, loosely speaking, the preparation at time $\overline{\bar{t}}_{1}$ of particles correlated in such a way to produce with probability 1 the unstable particle at time $t$. To require that preparations of this type are possible might be a too strong assumption especially for large $t-t_{1}$ and in the case of a relativistic dynamics in which several channel for the time evolution are open. We feel that assumption (2.3) is connected with the difficulties to obtain a clear description of unstable particles in quantum field theories.

## B. Characterization II

Ludwig ${ }^{9}$ considers the following different characteri-
zation of the experiments in which axiom (2.3) is no longer restrictive. Each preparation part $\underline{\underline{V}}$ is characterized by a space-time frame $R_{v}$ (which we shall call preparation frame) and a production process $\alpha_{V}$ referred to $R_{\underline{\underline{V}}}: \underline{\underline{V}}=:\left(R_{\underline{\underline{V}}}, \alpha_{\underline{\underline{V}}}\right)$. Each effect part $\underline{\underline{F}} \overline{\overline{\underline{V}}}$ is a modification of a given máaroscopic process referred to $R$. The macroscopic physics which is involved into the description of $\underline{\underline{V}}$ and of $\underline{\underline{F}}$ is assumed to be invariant un$\operatorname{der} P_{+}^{!}\left(G^{!}\right) ;$then $\underline{\underline{K}}$ and $\underline{\underline{\bar{L}}}$ are the spaces of two representations $U_{\underline{\underline{K}}}(g), \bar{U}_{\underline{\underline{L}}}(g)$ of $P_{ \pm}^{*}\left(G_{+}^{\dagger}\right) \cdot U_{\underline{\underline{K}}}(g)$ is given by
$U_{\underline{\underline{\underline{L}}}}(g) \underline{\underline{V}}=\left(g R_{\underline{\underline{V}}}, \alpha_{\underline{\underline{V}}}\right), \forall g \in P_{+}^{+}\left(G_{+}^{*}\right)$.
$U_{L}(g)$ is defined as in the previous characterization. The experiment $(\underline{\underline{V}}, \underline{\underline{F}}$ ) consists in the determination of the frequency of occurrence of an effect which is described in $R_{\underline{V}}$ in the same way as $F$ in $R$, as a consequence of the production process $\alpha_{\underline{\underline{Y}}}$.

The schematization of an experiment as being composed by a preparation and an effect part is meaningful only if the effect part does not influence the preparation part. In the nonrelativistic case this can be assumed for every pair ( $\underline{\underline{V}}, \underline{\underline{F}}$ ), prescribing that the production process involves times $t \leqslant 0$ (obviously in $R_{V}$ ) and the effect part involves times $t \geqslant 0$ (in $R$ ). In the rēativistic case the space-time points of $\alpha_{\underline{V}}$ must be outside the union of the forward light cones with vertices at space-time points of $\underset{=}{F}$; this is obtained most simply, taking $\underset{=}{F}$ inside the forward light cone of $R$ and $\alpha_{\underline{\underline{Y}}}$ outside the forward light cone of $R_{\underline{\underline{Y}}}$.

We stress that such prescriptions reduce the symmetry group for the effects to a semigroup: in the nonrelativistic case to the Galilei semigroup $G_{* s_{+}}^{:}$, in the relativistic case, to the Poincare semigroup $P_{+s_{+}}^{*}$; the positive direction of the time axes is then privileged. The symmetry of the theory under $p_{+}^{+}\left(\mathcal{G}_{+}^{\prime}\right)$ is expressed by the relation

$$
\begin{equation*}
\mu\left(U_{\underline{\underline{K}}}(g) \underline{\underline{V}}, \underline{\underline{F}}\right)=\mu(\underline{\underline{V}}, \underline{\underline{F}}), \quad \forall g \in P_{+}^{+}\left(G_{+}^{!}\right) \tag{2.9}
\end{equation*}
$$

and $\forall \underline{F}$ such that $(\underline{\underline{V}}, \underline{\underline{F}}) \in M$. Relation (2.9) implies that $U_{\underline{k}}(g) \underline{\underline{V}} \sim \underline{\underline{V}}, \forall \underline{\underline{V}} \in \underline{K}, \bar{\forall} g \in p^{\ddagger}(G)$, and therefore one gets only a trivial representation of $p_{+}^{\prime}\left(G_{+}^{1}\right)$ on $\underline{K}$.

On the other hand, the symmetry condition does not give any restriction on $U_{L}(g), g \in P_{+s_{+}}\left(G_{+s_{s}}^{+}\right)$. We see therefore that in the given description of the experiment, in which the effect part is referred to the preparation frame, the symmetry condition has very poor consequences.

However, features which in the characterization I are linked to the symmetry can arise by the very structure of the present one. In fact the experiment ( $\underline{V}, U_{\underline{\underline{L}}}(g) \underset{\underline{F}}{\underline{w}}$ ), $g \in P_{+s_{+}}^{\prime}$ can be described also as ( $\underline{\underline{V}}^{\prime}, \underline{\underline{F}}$ ) with $\underline{\underline{V}}^{\prime}$ $=\left(g^{-1} R_{\underline{Y}}, \alpha_{g^{-1}}\right)$, where $\alpha_{g^{-1}}$ is the description $\overline{=}$ iven in $g^{-1} R_{\underline{V}}$ of the production process which is described as $\alpha$ in ${ }^{\bar{R}} \mathcal{V}_{\underline{V}}$. Therefore, there is an arbitrariness in the specification of $\underline{\underline{K}}$ associated with a set of experiments; "minimal" choices of $\underline{\underline{K}}$ are those in which each concrete preparation part corresponds only to one element of $\underset{\underline{K}}{ }$. With such a choice nothing new about $U_{\underline{\underline{L}}}(g)$ arises. More fruitful choices are the two following oñes:
(a) $\underline{\underline{K}}$ is such that if $\left(R_{\underline{\underline{V}}}, \alpha\right) \in \underline{\underline{K}}$ also $\left(g^{-1} R_{\underline{\underline{V}}}, \alpha_{g^{-1}}\right) \in \underline{\underline{K}}$,
$\forall g \in P_{* s_{+}}\left(\mathcal{G}_{* s_{+}}^{*}\right)$; then on the set of all production processes $\alpha$ a representation of $p_{+s_{-}}^{\prime}\left(G_{+s_{-}}^{\prime}\right)$ is defined.
(b) $\underline{\underline{K}}$ is such that if $\left(R_{\underline{\underline{V}}}, \alpha\right) \in \underline{\underline{K}}$, also $\left(g^{-1} R_{\underline{\underline{\underline{V}}}}, \alpha_{g^{-1}}\right) \in \underline{\underline{K}}$, $\forall g \in L_{+}^{!}\left(\mathcal{G}_{0}\right)$; then on the set of all production processes $\alpha$ a representation of $L:\left(G_{0}\right)$ is defined.

We stress that the axioms of Ludwig, which require that certain relations hold $\forall \underline{\underline{V}} \in \underline{\underline{K}}$, as is the case for axiom (2.2), become the more restrictive the larger $\underset{\underline{K}}{K}$ is. The consistency of the description requires that $\overline{\bar{\mu}}\left(\underline{\underline{V}}, U_{\underline{\underline{L}}}(g) \underline{\underline{F}}\right)=\mu\left(V_{\underline{\underline{K}}}\left(g^{-1}\right) \underline{\underline{V}}, \underline{\underline{F}}\right), \quad \underline{\underline{F}} \in \underline{\underline{L}}, \underline{\underline{V}}=\left(R_{\underline{\underline{V}}}, \alpha\right) \in \underline{\underline{K}}$,
with $V_{\underline{K}}\left(g^{-1}\right)\left(R_{\underline{V}}, \alpha\right)=\left(g^{-1} R_{\underline{V}}, \alpha_{g}-1\right)$, where $g \in P_{+s_{+}}^{+}\left(G_{+s_{+}}^{+}\right)$in the case (a) añd $g \in L^{\prime}\left(\mathcal{G}_{0}\right)$ in the case (b).

In the case (a) it follows immediately that $V_{\underline{\underline{K}}}(g)$ and $U_{\underline{L}}(g)$ preserve equivalence classes and yield respectively a representation $V_{\underline{\underline{K}}}\left(g^{-1}\right)$ of $p_{+s_{-}}^{+}\left(\mathscr{G}_{+s_{s}}^{+}\right)$on $\underline{K}$ and $U_{\underline{\underline{L}}}(g)$ of $P_{+s_{+}}^{1}\left(G_{+s_{+}}^{+}\right)$on $\underline{L}$, such that
$\mu\left(V_{L}\left(g^{-1}\right) \underline{V}, \underline{F}\right)=\mu\left(\underline{V}, U_{\underline{L}}(g) \underline{F}\right), \quad \forall \underline{V} \in \underline{K}, \underline{F} \in \underline{L}$.
$V_{\underline{K}}\left(g^{-1}\right), U_{\underline{L}}(g)$ are affine mappings. In the Hilbert space realization of the theory, $U_{L}(g)$ is, by (2.11), continuous on $\underline{L}$ in the weak*-topology of $\mathbb{B}(\mathfrak{Y})$; therefore, it can be extended as an affine mapping $U_{\underline{L}}(g)$ on $L$ to $L$. Then one can show ${ }^{10}$ that $U_{\underline{L}}(g)$ can be extended to a linear contractive, weak* continuous, order preserving, unity preserving operator $U(g)$ on $\mathbb{B}(\mathfrak{W})$ to $\mathbb{B}(\mathfrak{W})$. Its adjoint leaves $\tau_{\mathcal{C}}(\mathfrak{\emptyset})$ invariant and its restriction to $\tau c(\mathfrak{y})$ is a positive linear endomorphism, i.e., it maps $K$ in $K$; it provides the linear extension $V\left(g^{-1}\right)$ of $V_{\underline{K}}\left(g^{-1}\right)$ to $\tau c(\mathfrak{g})$. The correspondence

$$
p_{+s_{+}}^{t}\left(g_{+s_{+}}^{+}\right) \ni g-U(g)
$$

is a representation of $p_{+s_{+}}^{+}\left(Y_{+s_{+}}^{+}\right)$on $\mathbb{B}(\mathfrak{W})$. The correspondence

$$
P_{+s_{-}}^{1}\left(G_{+s_{-}}^{+}\right) \ni g-V(g)
$$

is a representation of $\mathcal{P}_{+s_{-}}^{+}\left(\mathcal{G}_{+s_{-}}^{+}\right)$on $\tau_{c}(\mathfrak{S})$. For $g$ $\in L_{+}^{\dagger}\left(G_{0}\right), U_{L}(g)$ is a bijective application on $\underline{L}$. Then $U(g)$ is an automorphism of the order unit space $\mathbb{B}(\mathfrak{Q}) .{ }^{11}$ Such an automorphism has the following structure:

$$
\begin{equation*}
U(g) Y=U(g) Y U^{+}(g), \quad \forall Y \in \mathbb{B}(\mathfrak{l}), \tag{2.12}
\end{equation*}
$$

where $U(g)$ is a unitary up to a factor representation of $L:\left(\mathscr{S}_{0}\right)$ on $5 .{ }^{10}$

In the case (b) result (2.12) holds for $g \in L_{+}^{\prime}\left(\mathcal{G}_{0}\right)$, whereas for $g=(a, I), a^{2} \geqslant 0 a^{0} \geqslant 0[g=(b, \underline{0}, \underline{0}, I), b \geqslant 0]$, one cannot even show that $U_{\underline{L}}(g)$ preserves the equivalence classes $\underline{F}$.

## C. Characterization III

Our aim is to give a description of experiments intermediary between the two previously given, devised in such a way that axiom (2.3) is not too restrictive and on the other hand the space-time symmetry is as fruitful as possible. Let us investigate the reasons why, in characterization $I I$ of the experiments, axiom (2.3) is far less restrictive than in characterization I. In the second description, due to the fact that effects are referred in the experiments to the preparation frame, the separation between $V$ and $F$ in each experiment is simply obtained, e.g., in the Galilean case, considering preparations involving $t<0$ and effects involving $t>0$. However, to meet such a situation, it is sufficient that
only the time specification of the effect part in the experiment is referred to the preparation frame; therefore, in our new description we take preparation frames obtained from $R$ only by time translations, so that $\underline{V}$ $=:(b, \alpha)$, where $b$ is a real number and $\alpha$ a production process involving only negative times, referred to the frame $R_{b}$ obtained from $R$ by the time translation $b$. The relativistic version of such a characterization consists in taking preparation frames obtained from $R$ only by space-time translations, so that: $\underline{V}=:\left(b_{\mu}, \alpha\right)$, where $b_{\mu}$ ( $\mu=0,1,2,3$ ) is a 4 -vector and $\alpha$ a production process, involving only points in the backward light cone, referred to the frame $R_{b_{\mu}}$ obtained from $R$ by the spacetime translation $b_{\mu}$. As in the second description one considers effects involving only space-time points inside the forward light cone of $R$ and in the experiment the effects are referred to $R_{b_{\mu}}$. Therefore, the set $\underline{\underline{L}}$ as well the representation $U_{\underline{\underline{L}}}(g)$ of the semigroup $\overline{\bar{p}_{t s_{+}}^{\tau}}$ $\left(\mathcal{G}_{+s_{+}}^{+}\right)$are the same as in characterizations I and II. The definition of $U_{\underline{\underline{K}}}(g)$ is simpler in the relativistic case, which we consider first. The preparation ( $\left.b_{\mu}, \alpha\right)$ is described in a transformed frame $R^{\prime}=(a, \Lambda) R$ as $\left(a_{\mu}+(\Lambda b)_{\mu}, \alpha^{\prime}\right)$, where $\alpha^{\prime}$ is the description referred to $R_{a_{\mu}+\left(\Lambda_{b}\right)_{\mu}}^{\prime}$ of the production process which in $R_{b_{\mu}}$ is de scribed by $\alpha$. Since $R_{a_{\mu}+(\Lambda b)_{\mu}}^{\prime}=(0, \Lambda) R_{b_{\mu}}$ one has $\alpha^{\prime}$ $=u(\Lambda) \alpha$, where $u(\Lambda)$ is a representation of $L_{+}^{*}$ on the set of all production processes $\alpha$. In conclusion one has the following representation of $p_{+}^{\prime}$ on $\underline{\underline{K}}$ :

$$
\begin{gather*}
U_{\underline{K}}((a, \Lambda))\left(b_{\mu}, \alpha\right)=\left(a_{\mu}+(\Lambda b)_{\mu}, u(\Lambda) \alpha\right) \\
\forall(a, \Lambda) \in p_{+}^{+},\left(b_{\mu}, \alpha\right) \in \underline{\underline{K}} . \tag{2.13}
\end{gather*}
$$

By similar considerations one sees that the symmetry condition is now

$$
\begin{gather*}
\left.\mu(\underline{\underline{V}}, \underline{\underline{F}})=\mu\left(U_{\underline{\underline{K}}}(a, \Lambda)\right) \underline{\underline{V}}, U_{\underline{\underline{L}}}((0, \Lambda)) \underline{\underline{F}}\right) \\
\forall(a, \Lambda) \in \bar{p}_{+}^{+}, \underline{\underline{V} \in \underline{\underline{K}}, \underline{\underline{F}} \in \underline{\underline{L}}} . \tag{2.14}
\end{gather*}
$$

By considering the case $\Lambda=I$, Eq. (2.14) implies

$$
U_{\underline{\underline{K}}}((a, I)) \underline{=} \sim \underline{V} \quad \forall a \in R_{4}, \underline{\underline{V} \in \underline{K}},
$$

and therefore one gets only a trivial representation of translations on $\underline{K}: U_{\underline{K}}((a, I))=g_{\underline{K}}$, with $g_{\underline{K}}$ identity operator on $K$.

On the other hand in the case $a_{\mu}=0$, by the same arguments given in connection to Eq. (2.5) one defines $U_{\underline{K}}((0, \Lambda))$ and $U_{\underline{L}}((0, \Lambda))$ and proves that in the Hilbert space realization of the theory $U_{\underline{L}}((0, \Lambda))$ can be extended to $\mathbb{B}(\mathfrak{W})$ with the form

$$
\begin{equation*}
U((0, \Lambda)) Y=U(\Lambda) Y U^{*}(\Lambda) \quad \forall Y \in \mathbb{B}(\mathfrak{W}), \tag{2.15}
\end{equation*}
$$

where $U(\Lambda)$ is a unitary up to a factor representation of $L^{+}+$on $\mathfrak{\Phi}$. The symmetry condition has no implication on the representation $U_{\underline{\underline{L}}}((a, I))$ of timelike translations into the future.

In such a way we achieve by space-time symmetry the results obtained in characterization II with the assumption (b). [Sce (2.12).]

As in the characterization $I I$ also in the present one different pairs $(\underline{\underline{V}}, \underline{\underline{F}})$ can exist which are related to the
same concrete experiment. In fact $\left(V, U_{\underline{L}}((a, I)) F\right)$, $a^{2} \geqslant 0, a^{0} \geqslant 0$, where $\underline{V}=\left(b_{\mu}, \alpha\right)$, can $\overline{\text { b }}$ e $\frac{\underline{L}}{}$ escribed also as $\left(V^{\prime}, F\right)$, with $V^{\prime}=\left(\bar{b}_{\mu}+a_{\mu}, \alpha_{(-a, I)}\right), \alpha_{(-a, I)}$, being define $\overline{\bar{d}}$ as in characterization II. Then the same set of results which are obtained in the characterization II with the assumption (a), now can be obtained with the following assumption:

$$
\begin{aligned}
& \left(\mathrm{a}_{\tau}^{\prime}\right): \underline{K} \text { is such that if }\left(b_{\mu}, \alpha\right) \in \underline{K} \text { also } \\
& \quad\left(b_{\mu}+a_{\mu}, \alpha_{(-a, I)}\right) \in \underline{=} \quad \forall a \in R^{4}, a^{2} \geqslant 0, a^{0} \geqslant 0 .
\end{aligned}
$$

Let us consider now the definition of $U_{\underline{\underline{K}}}(g)$ in the Galilean case. By the same arguments used to obtain Eq. (2.13), one gets the following representation of $Y^{+}+$on $K$ :

$$
\begin{align*}
& U_{\underline{\underline{K}}}((\tau, \underline{a}, \underline{v}, R))(b, \alpha)=(b+\tau, u(\underline{a}+\underline{b} \underline{v}, \underline{v}, R) \alpha), \\
& \quad(\tau, \underline{a}, \underline{v}, R) \in \mathcal{G}^{1}, \tag{2.16}
\end{align*}
$$

where $u(\underline{a}, \underline{v}, R)$ is a representation, on the set of all production processes, of the subgroup $\mathscr{S}_{\dot{S}}$ of $\mathscr{G}^{*}$ of transformations ( $0, \underline{a}, \underline{v}, R$ ).

The symmetry condition is
$\mu(\underline{\underline{V}}, \underline{\underline{F}})=\mu\left(U_{\underline{\underline{E}}}((\tau, \underline{a}, v, R)) \underline{\underline{V}}, U_{\underline{L}}((0, a+\underline{v} b(\underline{\underline{V}}), \underline{v}, R)) \underline{\underline{F}}\right)$,
where $b(V)$ is the specification $b$ in the preparation $V$ $=(b, \alpha)$. $\overline{\overline{\mathrm{In}}}$ analogy with the relativistic case one has $\overline{\bar{S}}$ that

$$
\begin{equation*}
U_{\underline{K}}((\tau, \underline{0}, \underline{0}, I))=g_{\underline{K}} . \tag{2.18}
\end{equation*}
$$

The operators $U_{\underline{K}}((0, \underline{a}, \underline{v}, R))$, which yield a representation of $G_{0}$ on $\underline{\underline{K}}$, do not preserve equivalence classes when $v \neq 0$, due to the term $v b(V)$ in the rhs of Eq. (2.17). Therefore, the representation $U_{\underline{\underline{K}}}((\tau, \underline{a}, \underline{v}, R))$ of $G_{+}^{+}$on $K$ does not induce in a natural way a representation of $\overline{\bar{y}}+$ on $K$. On the other hand no nontrivial representation of $\bar{G}_{+}^{+}$exists compatible with (2.18). However, writing Eq. (2.17) in the form
$\left.\mu(\underline{\underline{V}}, \underline{\underline{F}})=\mu\left(U_{\underline{\underline{K}}}((\tau, \underline{a}-\underline{v} b \underline{\underline{V}}), \underline{v}, R)\right) \underline{\underline{V}}, U_{\underline{\underline{\underline{L}}}}((0, \underline{a}, \underline{v}, R)) \underline{=}\right)$,
one can define a mapping of $\underline{K}$ on $\underline{K}$ by

$$
\begin{equation*}
U_{\underline{K}}(\underline{a}, \underline{v}, R) \underline{V}=\underline{V}^{\prime}, \tag{2.20}
\end{equation*}
$$

where $\underline{V}^{\prime}$ is the equivalence class containing the elements

$$
U_{\underline{\underline{K}}}((0, \underline{a}-\underline{v} b(\underline{\underline{V}}), \underline{v}, R)) \underline{\underline{V}}, \quad \underline{=} \in \underline{V} .
$$

Since

$$
\begin{equation*}
U_{\underline{\underline{K}}}((0, \underline{a}-\underline{v} b(\underline{\underline{V}}), \underline{v}, R))(b, \alpha)=(b, u(\underline{a}, \underline{v}, R) \alpha), \tag{2.21}
\end{equation*}
$$

$U_{\underline{K}}(\underline{a}, \underline{v}, R)$ is a representation of $G_{0}$ on $\underline{K}$. By Eq. (2.19), $U_{\underline{L}}((0, \underline{a}, \underline{v}, R))$ preserves equivalence classes in $\underline{\underline{L}}$ and yields a representation $U_{\underline{L}}(\underline{a}, \underline{v}, R)$ of $G_{0}$ on $\underline{L}$. Then the symmetry condition implies that in the Hilbert space realization of the theory $U_{\underline{L}}(\underline{a}, \underline{v}, R)$ can be extended on $\mathbb{B}(\mathfrak{\Phi})$ with the form
$U(\underline{a}, \underline{v}, R) Y=U(\underline{a}, \underline{v}, R) Y U^{+}(\underline{a}, \underline{v}, R), \quad \forall Y \in \mathbb{B}(\mathfrak{\Phi})$,
where $U(\underline{a}, \underline{v}, R)$ is a unitary up to a factor representation of $\mathcal{G}_{0}$ on $\mathfrak{W}$. This is the result (2.12), now obtained
only by symmetry considerations. The results on $U_{\underline{L}}((\tau, \underline{0}, \underline{0}, I))$ obtained in $2 B$ with assumption (a) now follow from assumption:

$$
\begin{aligned}
& \left(\mathrm{a}_{g}\right) \stackrel{K}{=} \text { is such that if }(b, \alpha) \in \underline{K}, \text { also } \\
& \left(b+\tau, \alpha_{\left(-\tau, 0_{0}, 0, I\right)}\right) \in \underline{K}, \quad \nabla b \geqslant 0 .
\end{aligned}
$$

From our discussion the following new feature arises for the description of space-time symmetries in quantum mechanics: The usual requirement that spacetime translations are represented by unitary operators on the Hilbert space of the system is a not well-motivated restriction; instead one should consider timelike translations into the past of preparations ("states", statistical operators) given by positive linear endomorphisms of $\tau c(\mathfrak{W})$ and timelike translations into the future of the effects given by the adjoints of these mappings. In such a way one has a more fundamental motivation for the use of "dynamical semigroups" considered, e.g., by Kossakowsky. ${ }^{12}$ In such a more general context, energy-momentum conservation (energy conservation in the Galilean case) is an additional requirement. We stress, however, that what one calls experimentally energy-momentum conservation in a process concerns only ingoing and outgoing states, so that en-ergy-momentum conservation should become an asymptotic condition in this theory. We observe that axiom (2.3) in the characterization I becomes less and less restrictive for increasing separation between the preparation and the effect parts, so that one can expect that by a more accurate formalization of axiom (2.3) symmetry under space-time translation is again relevant for energy-momentum conservation.

## 3. IRREDUCIBLE REPRESENTATION OF

## $p_{+_{+}}+$FOR AN UNSTABLE PARTICLE

Let us consider first the case of a stable particle: The space-time symmetry of such a system can be described as in Sec. 2A and, since one expects that symmetry alone determines the description, one requires that the representation (2.7) of $P_{+}^{\prime}\left(G_{0}\right)$ on $\oint$ is irreducible; then one chooses on physical grounds representations characterized by a finite spin $j$ and a nonnegative mass $m$. If one does not assume a priori that the particle is stable, the characterization 2 A is too restrictive and 2 B or 2 C must be used instead. We shall refer to 2 C .

One expects that the pure kinematical behavior of one (in general unstable) particle can be still characterized by symmetry consideration alone.

Let $\underline{\underline{M}}^{(1)}$ be the set of experiments concerning the pure kinematics, i.e., no observations on possible decay products are made. For the set $M^{(1)}$ in the case of an unstable particle the axioms of Ludwig and the condition $\left(\mathrm{a}_{r}\right)\left[\left(\mathrm{a}_{g}\right)\right]$ are incompatible: e.g., (2.2) cannot be satisfied for $\underline{\underline{V}}=\left(b_{u}, \alpha\right)$ if $\alpha$ is removed to far into the past. One expects, however, that the axioms of Ludwig and symmetry considerations 2 C without condition ( $\mathrm{a}_{r}$ ) $\left[\left(\mathrm{a}_{g}\right)\right]$ hold for $\underline{M}^{(1)}$ so that one can take the result (2.15) for $U((0, \Lambda))[\overline{(\overline{2 .}} 22)$ for $U((0, a, v, R))]$. Since the theory for an unstable particle should be a possibly straightforward generalization of the theory for a stable particle, one is led to assume that $U_{\underline{\underline{L}}}((a, I))$ preserves
equivalence classes in $L$, induces an affine mapping $U_{\underline{L}}((a, I))$ on $\underline{L}$, so that it can be extended by linearity on $\mathbb{B}(\mathfrak{Q})$; finally taking into account the Hilbert space structure of the theory, let us assume the following structure in the relativistic case,

$$
\begin{aligned}
& U((a, I)) Y=U(a) Y U^{+}(a), \\
& \quad \forall Y \in \mathbb{B}(\mathfrak{D}), \quad \forall a^{2} \geqslant 0, a^{0} \geqslant 0,
\end{aligned}
$$

and in the Galilean case,

$$
\begin{gathered}
U((b, \underline{0}, \underline{0}, I)) Y=U(b) Y U^{+}(b), \\
\forall Y \in \mathbb{B}(\mathfrak{(}), \quad \forall b \geqslant 0,
\end{gathered}
$$

where $U(a)$ and $U(b)$ are linear contractive operators on $\mathfrak{y}$.

Defining $U((a, \Lambda))=: U(a) U(\Lambda), U((b, \underline{a}, \underline{v}, R))$ $=: U(b) U(\underline{a}, \underline{v}, R)$, one has then a (generally) nonunitary-up-to-a-factor representation of $P_{+s_{+}}^{+}\left(\zeta_{+s_{+}}^{+}\right)$, which, taking into account that we are describing only the kinematics of the particle, we shall assume to be irreducible.

We consider now only the relativistic case for a particle with positive mass, the Galilean one having been treated in Ref. 5, starting from a less fundamental point of view.

Let us recall that a stable particle corresponds to a unitary representation of $p_{+}^{1}$ characterized by a mass $m$ and a $\operatorname{spin} j$. In the nonunitary case a systematic classification of the representations is still lacking.

A representation, ${ }^{2}$ which is a straightforward generalization of the forementioned unitary one, is the natural candidate to be associated with an unstable particle of given mass $m$, spin $j$, and mean-life time $\tau_{0}$. The Hilbert space $\mathfrak{V}$ of such a representation is

$$
\mathfrak{S}=\sum_{\zeta=1}^{2 j+1} \mathfrak{W}^{(\zeta)}
$$

with $\mathfrak{G}^{(\mathbb{C})}=L^{2}\left(\mathbb{R}^{3}, / h, \mu\right)$, where $/ M$ is the Lebesgue $\sigma$ algebra of $\mathbb{R}^{3}$, and

$$
\mu(\Omega)=\int_{\Omega} d_{3} \underline{p} \frac{1}{\left(\underline{p}^{2}+m^{2} c^{2}\right)^{1 / 2}}, \quad \Omega \in M .
$$

Indicating by $f_{\mathscr{\xi}}(\underline{p})$ an element of $\mathscr{\mathscr { Y }}$, the representation of $p_{+s_{+}}^{+}$is (almost everywhere in $\left.\mathbb{R}^{3}\right)^{13}$ :

$$
\begin{align*}
& (U((a, \Lambda)) f)_{\xi}(\underline{p}) \\
& \left.\quad=\sum_{\xi^{\prime}} \exp [i / \hbar)(1+i \gamma) a \cdot p\right] Q_{\xi \xi^{\prime}}(\Lambda, \underline{p}) f_{\xi^{\prime}}\left(\underline{p}^{\prime}\right) \tag{3.1}
\end{align*}
$$

with

$$
\begin{align*}
& p_{0}=+\left(\underline{p}^{2}+m^{2} c^{2}\right)^{1 / 2}, \quad \gamma=\frac{1}{2} \frac{\lambda}{\tau_{0} c}, \quad \lambda=\frac{\hbar}{m c}, \\
& p=\left(p_{0}, \underline{p}\right), \quad p^{\prime}=\Lambda^{-1} p, \\
& Q(\Lambda, \underline{p})=D^{(j)}\left(B^{-1}(p) \Lambda B\left(\Lambda^{-1} p\right)\right), \tag{3.2}
\end{align*}
$$

where $B(p)$ is the boost ${ }^{14}$ transforming the 4 -vector ( $m, 0,0,0$ ) into $p$ and $D^{(j)}$ is the ( $2 j+1$ )-dimensional representation of $S U(2)$. To simplify the notation, we have always indicated the elements $\Lambda$ of the homogeneous Lorentz group instead of the corresponding element of $S L(2, \mathbb{C})$. We shall see that in this frame-
work a completely satisfactory description of a single particle system can be given.

For stable particle one associates also a linear "wave equation" to the particle (e.g., Klein-Gordon, Dirac equation). Such equations do not add anything to the description of the particle, but become relevant if considered as classical field equations. In fact the quantization of such fields provides the theory for systems of many particles and antiparticles. The correspondence between the quantum mechanical description of the particle and the classical field description is the following: There is a mapping $\mathfrak{M}$ of the Hilbert space $\mathfrak{G}$ onto a suitable set of solutions of the wave equation such that the wavefunction transforms as follows:

$$
\begin{equation*}
(\tilde{U}((a, \Lambda)) \varphi)_{\xi}(x)=\sum_{\xi^{\prime}} D_{\xi^{\prime}}(\Lambda) \varphi_{\xi^{\prime}}\left(\Lambda^{-1}(x-a)\right) \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{U}((a, \Lambda)) \mathfrak{M}=\mathfrak{M} U((a, \Lambda)) \tag{3.4}
\end{equation*}
$$

and $D(\Lambda)$ is a representation of the homogeneous Lorentz group. ${ }^{14}$

In the case of unstable particle one can find an analogous mapping $\mathfrak{R}$ and write Eqs. (3.3), (3.4) with the only difference being that the wavefunction is defined only in the forward light cone and that in (3.3) $a^{2} \geqslant 0, a_{0} \leqslant 0$ and that $U((a, \Lambda))$ on the rhs of Eq. (3.4) must be replaced by $U^{+}\left(\left(-\Lambda^{-1} a, \Lambda^{-1}\right)\right)$ with $a^{2} \geqslant 0, a_{0} \leqslant 0$. In fact one looks for the correspondence in the Schrödinger picture; in such a picture one has, with our characterization of space-time symmetries, only timelike translations into the past. We give explicitly the mapping $\mathfrak{R}$ in the case of a spinless particle:

$$
\begin{gather*}
\varphi(x)=\mathfrak{M} \psi=: \int d_{3} \underline{p} \frac{1}{\left(\underline{p}^{2}+m^{2} c^{2}\right)^{1 / 2}} \exp [-(i / \hbar)(1-i \gamma) p \cdot x] \psi(\underline{p}), \\
\psi \in \mathfrak{G}, \quad x^{2} \geqslant 0, \quad x_{0} \geqslant 0 \tag{3.5}
\end{gather*}
$$

$\varphi(x)$ is a "positive frequency" solution of the KleinGordon equation with "complex mass."

## 4. PHYSICAL INTERPRETATION OF THE SINGLE PARTICLE THEORY

The key point of the physical interpretation of the theory of a single particle is the definition of the observables momentum and position. Usually an observable is associated with a self-adjoint operator. However, such an association is rather a consequence of a more fundamental mathematical characterization of an observable, as it has been stressed particularly by Ludwig. ${ }^{4}$ An observable is a field of "coexistent" effects; such a field yields in the Hilbert space realization a measure with values in the $[0,1]$ interval of $\mathbb{B}(\mathbb{S})$. In particular, if the measure is projection-valued, it generates an Abelian algebra of self-adjoint operators. Such operators are then called observables.

Let us consider first the case of a stable particle. To define a position observable at time $t$, one looks for a projection-valued measure $E_{x 0}(\Omega)$ on the Borel $\sigma$-algebra of $\mathbb{R}_{3}$. The effect $E_{x_{0}}(\Omega)$ corresponds to the following property: The particle is at time $t=x_{0} / c$ inside the region $\Omega$. Since in our scheme the effects are inside the future light cone, one considers only regions $\Omega$ such
that, for $x \in \Omega,|\underline{x}| \leqslant c t$. By its physical interpretation $E_{x_{0}}(\bar{\Omega})$ must transform in the following obvious way under rotations and space-time translations:

$$
\begin{equation*}
U((a, R)) E_{x_{0}}(\Omega) U^{+}((a, R))=E_{x_{0}+a_{0}}(\Omega), \tag{4.1}
\end{equation*}
$$

where $\Omega^{\prime}=:\left\{\underline{x}^{\prime} \mid \underline{x}^{\prime}=R \underline{x}+\underline{a}, \underline{x} \in \Omega\right\}$.
The family $E_{x_{0}}(\Omega)$, which satisfies Eq. (4.1), is given explicitly by

$$
\begin{equation*}
E_{x_{0}}(\Omega)=: U\left(\left(x_{0}, \underline{0} ; I\right)\right) E(\Omega) U^{+}\left(\left(x_{0}, \underline{0} ; I\right)\right) \tag{4.2}
\end{equation*}
$$

with

$$
E(\Omega)=: P_{0}^{1 / 2} \mathcal{F}^{-1} \tilde{E}(\Omega) \nexists P_{0}^{-1 / 2}
$$

where

$$
\begin{aligned}
& (\tilde{E}(\Omega) f)_{\xi}(\underline{p})=: X_{\Omega}(\underline{p}) f_{\xi}(\underline{p}) \\
& (\exists f)_{\xi}(\underline{x})=: \frac{1}{(2 \pi \hbar)^{3 / 2}} \int d_{3} \underline{p} \exp [(i / \hbar) \underline{p} \cdot \underline{x}] f_{\xi}(\underline{p}), \\
& \left(7^{-1} f\right)_{\xi}(\underline{p})=\frac{1}{(2 \pi \hbar)^{3 / 2}} \int d_{3} \underline{x} \exp [-(i / \hbar) \underline{p} \cdot \underline{x}] f_{\xi}(\underline{x}), \\
& \left(P_{0} f\right)_{\xi}(\underline{p})=: p_{0} f_{\xi}(\underline{p}) .
\end{aligned}
$$

In the theory of a stable particle according to description I, in which effects are not restricted to the future light cone, $E(\Omega)$ can be interpreted as the measure associated with the position operator $\hat{x}$ at time $t=0$ :

$$
\begin{equation*}
(\underline{\hat{x}} f)_{\xi}(\underline{p})=: i \bar{\hbar}\left(\frac{\partial}{\partial_{f}}-\frac{f}{2\left(\underline{p}^{2}+m^{2} c^{2}\right)}\right) f_{\xi}(\underline{p}) \tag{4.4}
\end{equation*}
$$

Such position operator does not transform in a covariant way under velocity transformations. This is in no way a difficulty since the physical interpretation of the spectral measure of $\hat{x}$ requires only the transformation property (4.1).

A momentum observable at time $t=x_{V} / c$ is a projection valued measure $\widetilde{E}_{x_{0}}(\Omega)$ on the Borel $\sigma$-algebra of $\mathbb{R}_{3}$ with the following physical interpretation of $\widetilde{E}_{x_{0}}(\Omega)$ : the particle has at time $t$ momentum $\underline{p} \in \Omega$. Then $\widehat{E}_{x_{0}}(\Omega)$ must transform in the following way:

$$
\begin{equation*}
U((a, \Lambda)) \tilde{E}_{x_{0}}(\Omega) U^{+}((a, \Lambda))=\tilde{E}_{x_{0}}\left(\Omega^{\prime}\right) \tag{4.5}
\end{equation*}
$$

where
$\Omega^{\prime}=:\left\{\underline{p}^{\prime} \mid \underline{p_{k}^{\prime}}=\sum_{1}^{3} \Lambda_{k}^{l} p_{1}+\Lambda_{k}^{0}\left(\underline{p}^{2}+m^{2} c^{2}\right)^{1 / 2}, K=1,2,3\right.$,

$$
\underline{p} \in \Omega\}
$$

$\tilde{E}_{x_{0}}(\Omega)$ is given explicitly by

$$
\begin{equation*}
\tilde{E_{x_{0}}}(\Omega)=\tilde{E}(\Omega) \tag{4.6}
\end{equation*}
$$

where $\tilde{E}(\Omega)$ is given by (4.3).
Obviously the selfadjoint operators $\underline{\hat{p}}$ related to $\tilde{E}(\Omega)$ are

$$
\begin{equation*}
(\underline{\hat{p}} f)_{\xi}(\underline{p})=\underline{p} f_{\xi}(\underline{p}) \tag{4.7}
\end{equation*}
$$

The operators $\underline{\hat{x}}$ and $\underline{\hat{p}}$ obey the canonical commutation relations. It is useful to introduce a coarse grained position-momentum observable, which is more adherent to the actual measurements of position and momentum of a particle: It is given by the field of coexistent effects generated by the following projections:

$$
E_{x_{0}}(\underline{n}, \underline{r})=: U\left(\underline{x_{0}}, \underline{0} ; I\right) E(\underline{n}, \underline{r}) U^{+}\left(x_{0}, \underline{0} ; I\right)
$$

$$
\begin{align*}
& (E(\underline{n}, \underline{r}) f)_{5}(\underline{p})=: u^{(\underline{B} \underline{r}}(p) \int d_{3} \underline{p}^{\prime} \frac{1}{\left(p^{\prime 2}+m^{2} c^{2}\right)^{1 / 2}} \\
& \times u^{\left(r_{b} \underline{r}\right)}\left(\underline{p}^{\prime}\right) f_{g}\left(\underline{p}^{\prime}\right),  \tag{4.8}\\
& u^{(\underline{n}, \underline{r})}(\underline{p})=: \exp \left[-(i / \hbar) \underline{p} \cdot \underline{x}_{n}\right] \frac{1}{(\Delta p)^{3 / 2}} \chi_{\underline{r}}(\underline{p})\left(\underline{p}^{2}+m^{2} c^{2}\right)^{1 / 4},
\end{align*}
$$

where $\chi_{r}(p)$ is the characteristic function of the cube $\Omega_{r}$ of volume $(\Delta p)^{3}$ centered in $\underline{p}_{r}=r \Delta p\left(r_{i}=0, \pm 1\right.$, $\pm \overline{2}, \cdots, i=1,2,3)$ and $\underline{x}_{\underline{n}}=(2 \pi / \overline{\Delta p}) \bar{r} \underline{n}\left(n_{i}=0, \pm 1, \pm 2, \cdots\right.$, $i=1,2,3$ ).

The effect $E_{x_{0}}(\underline{n}, \underline{v})$ corresponds to the following property: The particle at time $t=x_{J} / c$ has momentum $\underline{p} \in \Omega_{r}$ and is somewhere in a region around $x_{n}$ with volume $\sim \hbar^{3} /(\Delta p)^{3}$. Such an interpretation is possible since

$$
\begin{equation*}
\sum_{\underline{n}, \underline{r}} E_{x_{0}}(\underline{n}, \underline{r})=1 \tag{4.9}
\end{equation*}
$$

Obviously $E_{x_{0}}(\underline{n}, \underline{r})$ is a meaningful effect if $\left|\underline{x_{n}}\right|<x_{0}$. In the case of an unstable particle, due to the way in which $U((a, \Lambda))$ depends on $\gamma$, one is led to consider the following sets of operators:

$$
\begin{align*}
F_{x_{0}}(\Omega)= & : \exp \left[(i / \hbar) x_{0}\left(1+i_{\gamma}\right) P_{0}\right] P_{0}^{1 / 2} 子_{\gamma}^{+} \tilde{E}(\Omega) \\
& \times \mathcal{F}_{\gamma} P_{0}^{-1 / 2} \exp \left[-(i / \hbar) x_{0}(1-i \gamma) P_{0}\right] \tag{4.10}
\end{align*}
$$

with

$$
\begin{aligned}
& \left(\exists_{r} f\right)_{g}(\underline{x})=: \frac{1}{(2 \pi \hbar)^{3 / 2}} \int d_{3} \underline{p} \exp [(i / \hbar)(1-i \gamma) \underline{p} \cdot \underline{x}] f(\underline{p}), \\
& \left(\exists_{r}^{\dagger} f\right)_{\xi}(\underline{p})=\frac{1}{(2 \pi \hbar)^{3 / 2}} \int d_{3} \underline{x} \exp [-(i / \hbar)(1+i \gamma) \underline{p} \cdot \underline{x}] f(\underline{x}),
\end{aligned}
$$

$\Omega$ such that $\underline{x} \in \Omega \Rightarrow|\underline{x}|<x_{0}$;

$$
\begin{align*}
& \tilde{F}_{x_{0}}(\Omega)=: \exp \left[-(2 / \tilde{n})_{\gamma x_{0}} P_{0}\right] \tilde{E}(\Omega),  \tag{4.11}\\
& \left(F_{x_{0}}(\underline{n}, \underline{r}) f\right)_{\xi}(\underline{p})=: u_{x_{\vec{p}_{p}}^{(m} \frac{r}{p}}^{(\underline{p})} \int d_{3} \underline{p}^{\prime} \frac{1}{\left(\underline{p}^{\prime 2}+m^{2} c^{2}\right)^{1 / 2}} \\
& \times \overline{u_{x_{0}=\frac{n_{n}}{\gamma}}^{\bar{\gamma}}\left(\underline{p}^{\prime}\right)} f_{\xi}\left(\underline{p}^{\prime}\right),  \tag{4.12}\\
& u_{x_{0}, \bar{y}}^{\left(n_{0}, \eta\right)}(\underline{p})=: \exp \left[-(i / n)\left(1+i_{\gamma}\right)\left(\underline{p} \cdot \underline{x}_{n}-p_{0} x_{0}\right)\right] \frac{1}{(\Delta p)^{3 / 2}} \\
& \times \chi_{\underline{r}}(\underline{p})\left(\underline{p}^{2}+m^{2} c^{2}\right)^{1 / 4} .
\end{align*}
$$

However, there is no evidence that Eq. (4.10) defines an operator $<1$. On the other hand, one expects that a localization in arbitrarily small regions is not possible for an unstable particle which one describes in a modelistic way as a "resonance" of stable particles.

There is no problem in connection to (4.11): It defines the field of coexistent effects of the observable "momentum." The effects $\tilde{F}_{x_{0}}(\Omega)$ are not projections.

The operators $F_{x_{0}}(\underline{n}, \underline{r})$ are effects; in fact:

$$
\begin{aligned}
\left(f, F_{x_{0}}(\underline{n}, \underline{r}) f\right)= & \sum_{\underline{p}=1}^{2 j+1} \left\lvert\, \int d_{3} \underline{p} \frac{1}{\left(\underline{p}^{2}+m^{2} c^{2}\right)^{1 / 2}}\right. \\
& \times\left. u_{x_{0}\left(n_{0} \bar{r}\right)}^{\underline{r}}(\underline{p}) f_{\xi}(\underline{p})\right|^{2} \\
= & \sum_{\xi=1}^{2 j+1} \int d_{3} \underline{p} \frac{1}{\left(\underline{p}^{2}+m^{2} c^{2}\right)^{1 / 2}} \\
& \times \exp \left[(2 / \bar{n})\left(\underline{p} \cdot \underline{x}_{\underline{n}}-p_{0} x_{0}\right) \gamma\right]\left|f_{\xi}(\underline{p})\right|^{2} \\
& \times \int d_{3} \underline{p} \frac{1}{(\Delta p)^{3}} \chi_{\underline{r}}(\underline{p})
\end{aligned}
$$

$$
\begin{equation*}
\leqslant\|f\|^{2}, \quad \forall f \in . \tag{4.13}
\end{equation*}
$$

They provide the expected kinematical description for the unstable particle. In fact let us evaluate the expression $\left(f, F_{x_{0}}(\underline{n}, \underline{r}) f\right)$ given by Eq. (4.13), using the method of the stationary phase. Let us choose $f_{g}(\underline{p})$ peaked in $\underline{p}=\underline{p}_{r_{0}}$, such that its phase is practically constant; then the condition of stationary phase, which selects the effects which have the highest frequency, is

$$
\begin{equation*}
\underline{x}_{\underline{n}}-\underline{p}_{\underline{r}} x_{0} /\left(\underline{p}_{r}^{2}+m^{2} c^{2}\right)^{1 / 2}=0 \tag{4.14}
\end{equation*}
$$

For the effect $F_{x_{0}}\left(\underline{n}, \underline{r}_{0}\right)$, with $x_{0}, \underline{n}, \underline{r}_{0}$ satisfying Eq. (4.14), one has

$$
\begin{align*}
(f, & \left.F_{x_{0}}(\underline{n}, \underline{\gamma}) f\right) \\
= & \sum_{\xi=1}^{2 j+1} \left\lvert\, \int d_{3} \underline{p} \exp \left[(\gamma / \hbar)\left(\underline{p} \underline{x}_{\underline{n}}-p_{0} x_{0}\right) \frac{\chi_{r}(\underline{p})}{(\Delta p)^{3}}\right.\right. \\
& \times\left.\frac{\exp \left[(i / n)\left(\underline{p} \underline{x_{n}}-p_{0} x_{0}\right)\right] f_{\xi}(\underline{p})}{\left(\underline{p}^{2}+m^{2} c^{2}\right)^{1 / 4}}\right|^{2} \\
\approx & \exp \left[(2 \gamma / n)\left(\underline{p_{x_{0}}} \cdot \underline{x}_{\underline{n}}-\left(\underline{p}_{x_{0}}^{2}+m^{2} c^{2}\right)^{1 / 2} x_{0}\right)\right] \\
& \times \sum_{\xi=1}^{2 j+1}\left|\int d_{3} \underline{\underline{p}} \frac{\chi_{\underline{r}}(\underline{p})}{(\Delta p)^{3}} \frac{\exp \left[(i / \hbar)\left(\underline{p} \underline{x}_{\underline{n}}-p_{0} x_{0}\right) f_{\xi}(\underline{p})\right.}{\left(\underline{p}^{2}+m^{2} c^{2}\right)^{1 / 4}}\right|^{2} . \tag{4.15}
\end{align*}
$$

Equations (4.14) and (4.15) give the expected kinematical description of an unstable particle with mass $m$ and mean-life time $\tau_{0}=1 / 2 \gamma \mathrm{~m}$. The effects $F_{x_{0}}(\underline{n}, \underline{r})$ generate a field of coexistent effects if for any subset $\bar{I}$ of vectors $(\underline{n}, r)$ such that $\left|\underline{x}_{n}\right|<x_{0}$, one has

$$
\begin{equation*}
\sum_{(\underline{n}, \underline{v}) \in I} F_{x_{0}}(\underline{n}, \underline{r}) \leqslant 1 . \tag{4.16}
\end{equation*}
$$

Such field defines a coarse-grained position-momentum observable. Condition (4.16) is immediately verified if the effect $F_{x_{0}}(\underline{n}, \underline{r})$ is replaced by $F_{x_{0}}^{\prime}(\underline{n}, \underline{v})$ defined as follows:

$$
\begin{align*}
& \left(F_{x_{0}}^{\prime}(\underline{n}, \underline{r}) f\right)_{g}(\underline{p}) \\
& =: u_{x_{0}}^{\left(n_{n} \underline{r}\right.}(\underline{p}) \exp \left\{(2 \gamma / n)\left[\underline{p}_{q} \cdot \underline{x}_{\underline{n}}-\left(\underline{p}_{\underline{2}}^{2}+m^{2} c^{2}\right)^{1 / 2} x_{0}\right]\right\} \\
& \times \int d_{3} f^{\prime} \overline{\mu_{x_{0}}^{\left(n, r^{\prime}\right)}}\left(f^{\prime}\right) \frac{f_{5}\left(f^{\prime}\right)}{\left(f^{\prime 2}+m^{2} c^{2}\right)^{\Gamma / 2}}  \tag{4.17}\\
& u_{x_{0}}^{(\underline{n} \underline{r})}(\underline{p})=: \exp \left(i p_{0} x_{0}\right) u^{(\underline{n}, \underline{r})}(\underline{p}) .
\end{align*}
$$

On the other hand one can see that expression $\left.\sum_{\underline{g} \underline{r}} \mid\left(f,\left[F_{x_{0}}(\underline{n}, \underline{r})-F_{x_{0}}^{\prime} \underline{(n, r}, \underline{r}\right)\right] f\right) \mid$ becomes arbitrarily small, uniformly with respect to $f$, by choosing $\Delta p$ small enough.

One can give a connection between the effects (4.12) and the operators (4.10), by which the practical use of the latter can be justified under suitable conditions. In fact let us take a state $f$, where $f_{c}(\underline{p})=\chi_{\underline{r}}(\underline{p}) f_{g}(p)$ and let us consider the effect $F_{x_{0}}^{x_{0}}(\Omega)=: \bar{\nu}_{n_{g}, \underline{x_{n}} \in \underline{x}_{\Omega}} F_{x_{0}}(\underline{n}, \underline{r})$, where $\Omega$ is a region such that $\underline{x} \in \Omega \Rightarrow \mid \underline{x}\} \leqslant x_{0}$. One has

$$
\begin{aligned}
& \left(f, F_{x_{0}}^{\prime}(\Omega) f\right) \\
& \left.=\sum_{n y} \sum_{x_{n} \in \Omega} \frac{1}{(\Delta p)^{3}} \sum_{\xi=1}^{2 j+1} \right\rvert\, \int_{\Omega} d_{3} \underline{p} \exp \left[(i / n)(1+i \gamma)\left(f_{\underline{n}}-p_{0} x_{0}\right) \mid\right. \\
& \times\left.\frac{1}{\left(\underline{p}^{2}+m^{2} c^{2}\right)^{1 / 4}} f_{\xi}(\underline{p})\right|^{2} \\
& \approx \sum_{i=1}^{2 j+1} \int d_{3} \underline{x} \left\lvert\, \frac{1}{(2 \pi \hbar)^{3 / 2}} \int d_{\underline{3}} \underline{\exp } \exp \left[(i / \hbar)(1+i \gamma)\left(\underline{\underline{P}} \cdot \underline{x}-p_{0} x_{0}\right)\right]\right.
\end{aligned}
$$

$$
\times\left.\frac{1}{\left(\underline{p}^{2}+m^{2} c^{2}\right)^{1 / 4}} f_{5}(\underline{p})\right|^{2}=\left(f, F_{x_{0}}(\Omega) f\right),
$$

where $F_{x_{0}}(\Omega)$ is defined in (4.10); $\Delta p$ must be chosen in such a way that $F_{x_{0}}^{\prime}(\Omega) \leqslant \mathbb{1}$ and the continuous approximation in (4.18) hold together. Then Eq. (4.18) defines in a natural way a position probability amplitude which coincides with the wavefunction (1.1) introduced, e.g., by Zwanziger and Schulman.
The observable related to momentum and to position which we have introduced are coexistent with the spin observables, e. g., $S_{z}$ defined by the field, generated by the following effects,
$\left(F_{x_{0}}(\xi) f\right)_{\xi}(\underline{p})=\exp \left[-(2 \gamma / \hbar) p_{0} x_{0}\right] \delta_{\xi \xi} f_{\xi}(\underline{p}), \quad \xi=1,2, \ldots, 2 j+1$,
so that, e.g., the observable "coarse grained positionmomentum and $S_{z}$ " is associated with the effects

$$
\begin{aligned}
& F_{x_{0}}(\underline{n}, \underline{r} ; \xi)=: U\left(x_{0}, \underline{0} ; I\right) F(\underline{n}, \underline{r} ; \xi) U^{+}\left(x_{0}, \underline{0} ; I\right), \\
& F(\underline{n}, \underline{r} ; \xi)=F_{0}(\underline{n}, \underline{r}) \cdot F_{0}(\xi) .
\end{aligned}
$$

[^8]${ }^{4}$ G. Ludwig, Lecture Notes in Physics $n .4$ (Springer-Verlag, Berlin, 1970).
${ }^{5}$ L. Lanz, L. A. Lugiato, and G. Ramella, Int. Theor. Phys. 8, (5), 341 (1973).
${ }^{6}$ H. H. Schaefer, Topological Vector Spaces (Springer-Verlag, Berlin, 1970).
${ }^{7} \mathrm{~K}$. Yosida, Functional Analysis (Springer-Verlag, Berlin 1971).
${ }^{8}$ We refer to 2 B , where (2.7) is discussed in a more general context.
${ }^{9}$ Such a characterization is given by Ludwig in Ref. 4, p. 186-87; see also A. Hartkämper, in Lecture Notes in Physics 29 (Springer-Verlag, Berlin, 1974).
${ }^{10} \mathrm{G}$. Ludwig, "Notes in Mathematical Physics (1971)," NMP4 Marburg.
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Let $f(x)$ be a function of the form $f(x)=\int_{0}^{\infty} d \varphi(u) /(1+u x), x \geqslant 0$, where $\varphi(u)$ is of bounded variation and piecewise differentiable on $0 \leq u<\infty$; and suppose that the $[N-1 / N]$ and $[N / N]$ Padé approximants (PA's) to $f(x)$ can be constructed. Then correction terms $b_{N}(x)$ and $c_{N}(x)$ such that $[N-1 / N]-b_{N}(x) \leq f(x) \leq[N / N]+c_{N}(x), x \geq 0$, are considered. Suitable corrections are shown to have the structure $x^{2 N}$ \{positive constant $\} /\{\text { denominator of corresponding PA }\}^{2}$. The nature of the constants is examined: They vanish when $f(x)$ is a series of Stieltjes, and given appropriate information about $f(x)$ they can be calculated. Applications are considered.

## I. INTRODUCTION

In this paper we consider the following problem: Suppose $f(x)$ is a function of the form

$$
\begin{equation*}
f(x)=\int_{0}^{\infty} \frac{d \varphi(u)}{(1+u x)}, \quad x \geqslant 0 \tag{1.1}
\end{equation*}
$$

where $\varphi(u)$ is of bounded variation and piecewise differentiable on $0 \leqslant u<\infty$; and suppose that the $[N-1 / N]$ and $[N / N]$ Pade approximants (PA's) to $f(x)$ can be constructed. Then we ask if it is possible to evaluate correction terms $b_{N}(x)$ and $c_{N}(x)$ such that

$$
\begin{equation*}
[N-1 / N]-b_{N}(x) \leqslant f(x) \leqslant[N / N]+c_{N}(x), \quad x \geqslant 0 \tag{1.2}
\end{equation*}
$$

We will establish explicit formulas for such corrections. Except for a constant multiplier, at fixed $N$, these use the same information as is used to construct the PA's themselves. Given certain additional information about $f(x)$, the requisite constants can be evaluated.

The motivation for this investigation is that in the case $f(x)$ is a series of Stieltjes, which corresponds to $\varphi(u)$ being a bounded monotone nondecreasing function in (1.1), we have the inequalities ${ }^{1}$

$$
\begin{equation*}
[N-1 / N] \leqslant f(x) \leqslant[N / N], \quad x \geqslant 0 \tag{1.3}
\end{equation*}
$$

These bounds have many applications ${ }^{2}$ both because they are in practice usually found to be tight and because they require a relatively small amount of information about $f(x)$, namely the first $2 N+1$ terms in the asymptotic expansion of $f(x)$ at $x=0$. One is led to expect that the PA's themselves in (1.2) will be good approximations to $f(x)$ and to hope that relatively small corrections can be found. Since functions of the form (1.1) occur even more often than series of Stieltjes, the nature of simple correction terms such that (1.2) is true is interesting, and explicit formulas for them should find many uses.

Our approach involves a bivariational bounding technique described recently by Barnsley and Robinson. ${ }^{3}$ In Sec. 2 we construct a real Hilbert space $\mathfrak{5}$ with symmetric inner product \{, >, a pair of vectors $\xi$ and $\eta$ in $\mathfrak{\xi}$, and a positive, self-adjoint linear operator $L$ in $\mathfrak{\xi}$, such that

$$
\begin{equation*}
f(x)=\left\langle\xi,(1+x L)^{-1} \eta\right\rangle, \quad x \geqslant 0 \tag{1.4}
\end{equation*}
$$

This latter quantity is in a suitable form for bounding by means of bivariational functionals. In Sec. 3 we show how formulas of the form (1.2) are obtained by choosing appropriate trial vectors in the functionals. We obtain the central result that the correction terms each have the structure

$$
\frac{x^{2 N}\{\text { positive constant }\}}{\{\text { denominator of corresponding PA }\}^{2}} .
$$

We show that the constants vanish when $f(x)$ is a series of Stieltjes, thus reducing the bounds (1.2) to the usual PA ones in this case.

In Sec. 4 we consider the evaluation of the constants in the correction terms. We find that the necessary constants may be calculated explicitly provided we know two sets of numbers, $\left\{f_{n}\right\}_{n=0}^{2 N}$ and $\left\{F_{n}\right\}_{n=0}^{2 N}$. The former are simply coefficients from the formal expansion of $f(x)$ about $x=0$, written

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty}(-x)^{n} f_{n}, \tag{1.6}
\end{equation*}
$$

so that

$$
\begin{equation*}
f_{n}=\int_{0}^{\infty} u^{n} d \varphi(u), \quad n=0,1, \cdots \tag{1.7}
\end{equation*}
$$

These numbers are precisely the ones used to construct the $[N-1 / N]$ and $[N / N]$ PA's to $f(x)$ (see below). The second set of numbers, $\left\{F_{n}\right\}_{n=0}^{2 N}$, are coefficients from the formal expansion of the function

$$
\begin{equation*}
F(x)=\int_{0}^{\infty} \frac{|d \varphi(u)|}{(1+u x)}=\sum_{n=0}^{\infty}(-x)^{n} F_{n}, \tag{1.8}
\end{equation*}
$$

so that

$$
\begin{equation*}
F_{n}=\int_{0}^{\infty} u^{n}|d \varphi(u)|, \quad n=0,1, \cdots \tag{1.9}
\end{equation*}
$$

where $|d \varphi(u)|$ denotes the absolute value of the increment $d \varphi(u)$.

Requiring the latter numbers is clearly too stringent a condition to be useful in most cases. However, in Sec. 4 B we show that the set $\left\{F_{n}\right\}_{n=0}^{2 N}$ may often be replaced by a new set of numbers $\left\{\tilde{F}_{n}\right\}_{n=0}^{2 N}$, obtained as follows. Let $\theta(u)$ be any function such that

$$
\begin{equation*}
d \theta(u) \geqslant|d \varphi(u)|, \quad \text { for all } 0 \leqslant u<\infty \tag{1.10}
\end{equation*}
$$

By this notation we mean that $\theta^{\prime}(u) \geqslant\left|\varphi^{\prime}(u)\right|$ on all intervals where the derivative $\varphi^{\prime}(u)$ exists and that $\theta(u)$ has a larger positive "jump" than the magnitude of the jump in $\varphi(u)$ at each point of discontinuity of $\varphi(u)$. Then the $\tilde{F}_{n}$ 's are given by

$$
\begin{equation*}
\tilde{F}_{n}=\int_{0}^{\infty} u^{n} d \theta(u), \quad n=0,1, \cdots \tag{1.11}
\end{equation*}
$$

which should be compared with (1.9). We assume that the requisite $\widetilde{F}_{n}$ 's are finite.

When all is established, we see that one is oflen able to use PA's plus correction terms to derive bounds on functions of the form (1.1) in much the same way as

PA's are usually used to bound series of Stieltjes: The point is that the additional information needed, the $\widetilde{F}_{n}$ 's, is usually accessible. In Sec. 5 we test the method with an example, and briefly consider applications and extensions.

For reference later on we give the definition and formula for the $[M / N]$ PA to $f(x)$. The approximant take the form of a polynomial of degree $M$ divided by one of degree $N$. The coefficients, not all zero, are obtained by equating powers of $x$ in the equation

$$
\begin{equation*}
\left(\sum_{n=0}^{M+N}(-x)^{n} f_{n}\right) Q(x)-P(x)=O\left(x^{M+N+1}\right) \tag{1.12}
\end{equation*}
$$

where $P(x) / Q(x)$ is the $[M / N]$ PA to $f(x)$. Provided that $D(M-N+1, N-1) \neq 0$ we have ${ }^{4}$

$$
[M / N]=\sum_{j=0}^{M-N}(-x)^{j} f_{j}-(-x)^{M-N+1}
$$

$$
\left|\begin{array}{cccc}
0 & f_{M-N+1} & \cdots & f_{M}  \tag{1.13}\\
f_{M-N+1} & \left(f_{M-N+1}+x f_{M-N+2}\right) & \cdots & \left(f_{M}+x f_{M+1}\right) \\
\vdots & & & \\
f_{M} & \left(f_{M}+x f_{M+1}\right) & \cdots & \left(f_{M+N-1}+x f_{M+N}\right)
\end{array}\right|
$$

$$
\left|\begin{array}{ccc}
\left(f_{M-N+1}+x f_{M-N+2}\right) & \cdots & \left(f_{M}+x f_{M+1}\right) \\
\vdots & & \\
\left(f_{M}+x f_{M+1}\right) & \cdots & \left(f_{M+N-1}+x f_{M+N}\right)
\end{array}\right|
$$

and the approximant displays the familiar property

$$
\begin{equation*}
f(x)-[M / N]=O\left(x^{M+N+1}\right) \tag{1.14}
\end{equation*}
$$

In the above we have the persymmetric determinants ${ }^{5}$

$$
D(m, n)=\left|\begin{array}{cccc}
f_{m} & f_{m+1} & \cdots & f_{m+n}  \tag{1.15}\\
f_{m+1} & f_{m+2} & \cdots & f_{m+n+1} \\
\vdots & \vdots & & \\
f_{m+n} & f_{m+n+1} & \cdots & f_{m+2 n}
\end{array}\right|
$$

and we adopt the convention $f_{j}=0$ for $j<0$. For simplicity we assume throughout that

$$
\begin{equation*}
D(0, N-1) \neq 0 \quad \text { and } \quad D(1, N-1) \neq 0 \tag{1.16}
\end{equation*}
$$

thereby ensuring the validity of (1.13) in the case of $[N-1 / N]$ and $[N / N \mid$ PA's. We will use the notation

$$
Q_{\mathrm{L} B / N I}(x)=\left|\begin{array}{ccc}
\left(f_{M-N+1}+x f_{M-N+2}\right) & \cdots & \left(f_{M}+x f_{M+1}\right)  \tag{1,17}\\
\vdots & & \vdots \\
\left(f_{M}+x f_{M+1}\right) & \cdots & \left(f_{M+N-1}+x f_{M+N}\right)
\end{array}\right|
$$

for the polynomial in the denominator of the $[M / N]$ PA.

## 2. BIVARIATIONAL BOUNDS FOR $f(x)$

## A. Construction of a representation $f(x)=\left\langle\xi,(1+x L)^{-1} \eta\right\rangle$

Here we construct ${ }^{\circledR}$ a real Hilbert space $\mathfrak{G}$ with symmetric inner product $\langle$,$\rangle , a pair of vectors \xi$ and $\eta$ in $\mathfrak{\emptyset}$, and a positive self-adjoint operator $L$ in $\mathfrak{\Phi}$, such that $f(x)$ can be written in the form (1.4).

Let $\mathfrak{J}$ be the Hilbert space $L^{2}[0, \infty)$ of real square integrable functions on $(0, \infty)$, with the symmetric inner product

$$
\begin{equation*}
\left\langle\zeta_{1}, \zeta_{2}\right\rangle=\int_{0}^{\infty} \zeta_{1}(u) \zeta_{2}(u) d u, \quad \zeta_{1} \text { and } \zeta_{2} \text { in } \mathfrak{\emptyset} \tag{2.1}
\end{equation*}
$$

Now let $L$ be the linear operator in $\mathfrak{j}$ defined by ${ }^{7}$

$$
\begin{equation*}
L \zeta(u)=u \zeta(u), \quad \zeta \in D(L) \tag{2.2}
\end{equation*}
$$

Here $D(L)$ is the domain of $L$, and consists of all $\zeta$ in $\mathfrak{j}$ such that

$$
\begin{equation*}
\|L \zeta\|^{2}=\langle L \zeta, L \zeta\rangle=\int_{0}^{\infty}\{u \zeta(u)\}^{2} d u<\infty ; \tag{2.3}
\end{equation*}
$$

$D(L)$ can be shown to be dense in $\mathfrak{\xi}$. It is then readily established that $L$ is both positive and self-adjoint. We have, for example,

$$
\begin{equation*}
\langle\zeta, L \zeta\rangle=\int_{0}^{\infty} u\{\zeta(u)\}^{2} d u>0 \quad \text { for } \zeta \neq 0, \zeta \in D(L) \tag{2.4}
\end{equation*}
$$

and

$$
\begin{align*}
& \left\langle\zeta_{1}, L \zeta_{2}\right\rangle=\int_{0}^{\infty} \zeta_{1}(u) u \zeta_{2}(u) d u=\left\langle L \zeta_{1}, \zeta_{2}\right\rangle \\
& \zeta_{1} \text { and } \zeta_{2} \text { in } D(L) \tag{2.5}
\end{align*}
$$

In particular, the operator $(1+x L)^{-1}, x \geqslant 0$, is a bounded, linear, self-adjoint operator whose domain is the whole of $\mathfrak{y} .{ }^{8}$ Its operation is simply

$$
\begin{equation*}
(1+x L)^{-1} \zeta(u)=(1+x u)^{-1} \zeta(u), \quad \zeta(u) \in \mathfrak{W} \tag{2.6}
\end{equation*}
$$

The final step is to select any pair $\xi$ and $\eta$ of vectors in $\mathfrak{5}$ such that

$$
\begin{equation*}
\int_{0}^{u} \xi(\nu) \eta(\nu) d \nu=\int_{0}^{u} d \varphi(\nu), \quad \text { for all } 0 \leqslant u<\infty \tag{2.7}
\end{equation*}
$$

Suppose for the moment that this has been done. Then

$$
\begin{align*}
\left\langle\xi,(1+x L)^{-1} \eta\right\rangle & =\int_{0}^{\infty} \xi(u)(1+x u)^{-1} \eta(u) d u \\
& =\int_{0}^{\infty}(1+x u)^{-1} d\left(\int_{0}^{u} \xi(\nu) \eta(\nu) d \nu\right) \\
& =\int_{0}^{\infty}(1+x u)^{-1} d\left(\int_{0}^{u} d \varphi(\nu)\right) \\
& =\int_{0}^{\infty} \frac{d \varphi(u)}{(1+x u)}, \quad x \geqslant 0 \tag{2.8}
\end{align*}
$$

which is just what we want.
The existence of vectors $\xi$ and $\eta$ in $\mathscr{D}$ such that (2.7) is true is easily established if we assume $\varphi(u)$ is differentiable on $0 \leqslant u<\infty$. In this case we can choose for example

$$
\begin{equation*}
\eta(u)=\left|\varphi^{\prime}(u)\right|^{1 / 2} \text { and } \xi(u)=\operatorname{sgn}\left\{\varphi^{\prime}(u)\right\}\left|\varphi^{\prime}(u)\right|^{1 / 2} \tag{2.9}
\end{equation*}
$$

where $\operatorname{sgn}\{\Gamma\}$ takes the values +1 and -1 according as the real number $\Gamma$ is nonnegative or negative, respectively. Then these functions belong to $\mathfrak{\$}$ because

$$
\int_{0}^{\infty}[\eta(u)]^{2} d u=\int_{0}^{\infty}[\xi(u)]^{2} d u
$$

$$
\begin{equation*}
=\int_{0}^{\infty}\left|\varphi^{\prime}(u)\right| d u=\int_{0}^{\infty}|d \varphi(u)|<\infty \tag{2.10}
\end{equation*}
$$

where we have used the property that $\varphi(u)$ is of bounded variation for $0 \leqslant u<\infty$. With this choice we have

$$
\begin{align*}
\int_{0}^{u} \eta(\nu) \xi(\nu) d \nu & =\int_{0}^{u} \operatorname{sgn}\left\{\varphi^{\prime}(u)\right\}\left|\varphi^{\prime}(u)\right| d u \\
& =\int_{0}^{u} \varphi^{\prime}(u) d u=\int_{0}^{u} d \varphi(u) \tag{2.11}
\end{align*}
$$

If $\varphi(u)$ has discontinuities $\nu_{i}$ at points $\omega_{i} \in[0, \infty)$, say

$$
\begin{equation*}
\varphi\left(\omega_{i}+\right)-\varphi\left(\omega_{i}\right)=\nu_{i} \neq 0 \quad(i=0,1, \cdots) \tag{2.12}
\end{equation*}
$$

then we may adjoin the contributions

$$
\begin{align*}
& \sum_{i=0}^{\infty}\left|v_{i}\right|^{1 / 2}\left[\delta\left(u-w_{i}\right)\right]^{1 / 2} \\
& \sum_{i=0}^{\infty} \operatorname{sgn}\left\{v_{i}\right\}\left|v_{i}\right|^{1 / 2}\left[\delta\left(u-w_{i}\right)\right]^{1 / 2} \tag{2.13}
\end{align*}
$$

to $\eta(u)$ and $\xi(u)$, respectively. The inclusion of such functions in $\oint$, along with the use of the usual rules for evaluating integrals involving delta functions, can be rigorously justified. ${ }^{9}$ With these additions it is readily verified that $\eta(u)$ and $\xi(u)$ satisfy (2.7) in the case where $\varphi(u)$ is piecewise differentiable.

We observe that $f(x)$ being a series of Stieltjes corresponds to the case $\xi=\eta$. Similarly, $f(x)$ is the negative of a series of Stieltjes when $\xi=-\eta$. We also note that the coefficients in the expansion of $f(x)$, as in (1.6), are related to inner products in involving powers of $L$ and the two vectors $\eta$ and $\xi$, by

$$
\begin{equation*}
\left\langle L^{m} \xi, L^{n} \eta\right\rangle=\int_{0}^{\infty} u^{m+n} d \varphi(u)=f_{m+n}, \quad m, n \geqslant 0 \tag{2.14}
\end{equation*}
$$

## B. Bivariational bounds

Let $A$ be any linear self-adjoint operator in a Hilbert space $\mathfrak{\models}$, such that

$$
\begin{equation*}
\langle\zeta, A \zeta\rangle \geqslant\langle\zeta, \zeta\rangle, \quad \zeta \in D(A) \tag{2.15}
\end{equation*}
$$

Suppose $\xi$ and $\eta$ are vectors in $\mathfrak{\emptyset}$. Then if $\phi$ satisfies the linear equation

$$
\begin{equation*}
A \phi=\xi \tag{2.16}
\end{equation*}
$$

bivariational upper and lower bounds can be imposed on the inner product $\langle\phi, \eta\rangle=\left\langle\xi, A^{-1} \eta\right\rangle$. There are two pairs of bounding functionals ${ }^{3}$ :

$$
\begin{equation*}
g+S-\left\{S_{\xi} S_{n}\right\}^{1 / 2} \leqslant\left\langle\xi, A^{-1} \eta\right\rangle \leqslant g+\left\{S_{\xi} S_{n}\right\}^{1 / 2} \tag{2.17a}
\end{equation*}
$$

and

$$
\begin{equation*}
\eta-\left\{S_{\xi} S_{\eta}\right\}^{1 / 2} \leqslant\left\langle\xi, A^{-1} \eta\right\rangle \leqslant \eta+S+\left\{S_{\xi} S_{\eta}\right\}^{1 / 2} \tag{2.17b}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathscr{g}=\mathfrak{Z}(\Phi, \Psi)=-\langle\Phi, A \Psi\rangle+\langle\Phi, \eta\rangle+\langle\Psi, \xi\rangle  \tag{2.18}\\
& S_{\xi}=S_{\xi}(\Phi)=\langle A \Phi-\xi, A \Phi-\xi\rangle \\
& S_{\eta}=S_{\eta}(\Psi)=\langle A \Psi-\eta, A \Psi-\eta\rangle \tag{2.19}
\end{align*}
$$

and

$$
\begin{equation*}
S=S(\Phi, \Psi)=\langle A \Phi-\xi, A \Psi-\eta\rangle \tag{2.20}
\end{equation*}
$$

The trial vectors $\Phi$ and $\Psi$ must belong to $D(A)$, and are approximations respectively to the solutions of (2.16) and the auxiliary equation

$$
\begin{equation*}
A \psi=\eta \tag{2.21}
\end{equation*}
$$

We observe that the second pair of bounds may be derived from the first by using $-\xi$ in place of $\xi$, and then using the trial vector $-\Phi$ in place of $\Phi$. (The need for two pairs of functionals will become clear in the next section. ) By writing $\Phi=\phi+\delta \phi$ and $\Psi=\psi+\delta \psi$, the bounding properties of the functionals may be verified directly.

## If we set

$$
\begin{equation*}
A=(1+x L), \quad x \geqslant 0 \tag{2.22}
\end{equation*}
$$

$L$ being the operator discussed in Sec. 2A, then $A$ is linear, self-adjoint, and satisfies (2.15). The functionals in (2.17) now impose upper and lower bounds on

$$
\begin{equation*}
\left\langle\xi, A^{-1} \eta\right\rangle=\left\langle\xi,(1+x L)^{-1} \eta\right\rangle=f(x), \quad x \geqslant 0 \tag{2.23}
\end{equation*}
$$

which is just what we want.

## 3. PADÉ APPROXIMANTS AND CORRECTION TERMS

To obtain formulas like (1.2) we will use trial vectors

$$
\begin{equation*}
\Phi=\Phi^{N}=\sum_{n=0}^{N-1} a_{n} L^{n} \xi \text { and } \Psi=\Psi^{N}=\sum_{n=0}^{N-1} b_{n} L^{n} \eta \tag{3.1}
\end{equation*}
$$

in the functionals (2.17), where the parameters $a_{n}$ and $b_{n}(n=0,1, \ldots, N-1)$ have yet to be chosen. Here we assume that both $\xi$ and $\eta$ belong to $D\left(L^{\eta}\right)$ for $n=1,2, \ldots, N$, and at the end of Sec. 4 A we will show that this is assured by the assumption that $F_{n}$, defined in (1.9), is finite ( $n=1,2, \ldots, 2 N$ ). Rather than choosing the parameters in the trial vectors so as to optimize the functionals in each case, we will instead choose them so as to make either

$$
\begin{equation*}
\left(\Phi^{N}, \Psi^{N}\right)=q(a, b) \tag{3.2}
\end{equation*}
$$

or else

$$
\begin{equation*}
\zeta\left(\Phi^{N}, \Psi^{N}\right)=\mathcal{G}(a, b)=\eta\left(\Phi^{N}, \Psi^{N}\right)+S\left(\Phi^{N}, \Psi^{N}\right) \tag{3.3}
\end{equation*}
$$

stationary. The reason for this is that when $y(a, b)$ is made stationary with respect to variations of the $a_{n}$ 's and $b_{n}^{\prime}$ 's, the value about which it becomes stationary is precisely the $[N-1 / N] P A$ to $f(x)$. Similarly, making $G(a, b)$ stationary yields the $[N / N] P A$ to $f(x)$.

The above results are well known in the context of the Schwinger and Kohn variational principles, as described by Nuttall, ${ }^{10}$ and their derivation follows familiar lines. As an example we will show how $g(a, b)$ yields the $[N-1 / N]$ PA. We have

$$
\begin{equation*}
g(a, b)=-a^{+} A b+\left(a^{+}+b^{+}\right) c \tag{3.4}
\end{equation*}
$$

Here $A$ is the $N \times N$ matrix with elements $A_{i j}$ $=\left\langle L^{i} \xi,(1+x L) L^{j} \eta\right\rangle=f_{i+j}+x f_{i+j+1}(i, j=0,1, \ldots, N-1), c$ is the column vector with elements $c_{i}=\left\langle L^{i} \xi, \eta\right\rangle=\left\langle L^{i} \eta, \xi\right\rangle$ $=f_{i}(i=0,1, \ldots, N-1)$, where in both of the latter we have used (2.14), and $a, b$ are the column vectors with elements $a_{i}, b_{i}(i=0,1, \ldots, N-1)$, respectively. We now find that $\eta(a, b)$ becomes stationary when

$$
\begin{equation*}
\frac{\partial g(a, b)}{\partial a}=\frac{\partial g(a, b)}{\partial b}=0, \quad \text { so that } a=b=A^{-1} c \tag{3.5}
\end{equation*}
$$

and correspondingly

$$
\begin{equation*}
g\left(a_{\mathrm{opt}}, b_{\mathrm{opt}}\right)=c^{+} A^{-1} c \tag{3.6}
\end{equation*}
$$

$=-\left|\begin{array}{cccc}0 & f_{0} & \cdots & f_{N-1} \\ f_{0} & \left(f_{0}+x f_{1}\right) & \cdots & \left(f_{N-1}+x f_{N}\right) \\ \vdots & \vdots & & \vdots \\ f_{N-1} & \left(f_{N-1}+x f_{N}\right) & \cdots & \left(f_{2 N-2}+x f_{2 N-1}\right)\end{array}\right|$

$$
\left|\begin{array}{ccc}
\left(f_{0}+x f_{1}\right) & \cdots & \left(f_{N-1}+x f_{N}\right) \\
\vdots & & \\
\left(f_{N-1}+x f_{N}\right) & \cdots & \left(f_{2 N-2}+x f_{2 N-1}\right)
\end{array}\right|
$$

We see by comparison with (1.13) that this is indeed the $[N-1 / N]$ PA to $f(x)$. The $[N / N]$ PA is obtained in a similar way from $\mathcal{G}(a, b)$.

Let us introduce the notation $\Phi_{\mathscr{G}}^{N}, \Psi^{N}$, and $\Phi_{G}^{N}, \Psi_{G}^{N}$, for the optimized pairs $\Phi^{N}$, $\Psi^{N}$, which yield the $[N-1 / N]$ and $[N / N]$ PA's on use in $g$ and $G$, respectively. Then we will shortly require the formulas ${ }^{11}$

$$
\Phi g^{N}=-\left|\begin{array}{cccc}
0 & f_{0} & \cdots & f_{N-1} \\
\xi & \left(f_{0}+x f_{1}\right) & \cdots & \left(f_{N-1}+x f_{N}\right) \\
\vdots & \vdots & & \\
L^{N-1} \xi & \left(f_{N-1}+x f_{N}\right) & \cdots & \left(f_{2 N-2}+x f_{2_{N-1}}\right)
\end{array}\right| \div Q_{\left[N-1 / N_{1} 1\right.}(x)
$$

and

$$
\Phi_{\mathcal{G}}^{N}=-\left|\begin{array}{cccc}
0 & f_{1} & \cdots & f_{N}  \tag{3.8}\\
\xi & \left(f_{1}+x f_{2}\right) & \cdots & \left(f_{N}+x f_{N+1}\right) \\
\vdots & \vdots & & \vdots \\
L^{N-1} \xi & \left(f_{N}+x f_{N+1}\right) & \cdots & \left(f_{2_{N-1}}+x f_{2 N}\right)
\end{array}\right| \div Q_{[N / N]}(x),
$$

together with similar expressions for $\Psi^{N}$ and $\Psi^{N}$, wherein $\xi$ is replaced by $\eta$. Here we have used the notation (1.17).

We are now in a position to obtain bounds on $f(x)$ of the form (1.2). We begin by rewriting our variational bounds (2.17) as

$$
\begin{equation*}
g-\left[\left\{S_{\xi} S_{n}\right\}^{1 / 2}-S\right] \leqslant f(x) \leqslant G+\left[\left\{S_{\xi} S_{n}\right\}^{1 / 2}-S\right] \tag{3.9a}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{G}-\left[\left\{S_{\xi} S_{\eta}\right\}^{1 / 2}+S\right] \leqslant f(x) \leqslant g+\left[\left\{S_{\ell} S_{n}\right\}^{1 / 2}+S\right], \tag{3.9b}
\end{equation*}
$$

for $x \geqslant 0$. Now consider for example the lower bound in (3.9a). If we insert the pair of trial vectors $\Phi_{g}^{N}, \Psi_{g}^{N}$, we
obtain obtain

$$
\begin{equation*}
[N-1 / N]-b_{N}(x) \leqslant f(x), \quad x \geqslant 0 \tag{3.10}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{N}(x)=\left\{S_{\xi}\left(\Phi_{\eta}^{N}\right) S_{\eta}\left(\Psi_{g}^{N}\right)\right\}^{1 / 2}-S\left(\Phi_{g}^{N}, \Psi_{j}^{N}\right) . \tag{3,11}
\end{equation*}
$$

Similarly, using the pair $\Phi_{G}^{N}, \Psi_{G}^{N}$ in the right-hand side of (3.9a), we obtain

$$
\begin{equation*}
f(x) \leqslant[N / N]+c_{N}(x), \quad x \geqslant 0, \tag{3.12}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{N}(x)=\left\{S_{t}\left(\Phi_{G}^{N}\right) S_{n}\left(\Psi_{G}^{N}\right)\right\}^{1 / 2}-S\left(\Phi_{G}^{N}, \Psi_{G}^{N}\right) \tag{3.13}
\end{equation*}
$$

A different pair of bounds on $f(x)$ can be obtained from (3.9b). Using $\Phi^{N}, \Psi_{G}^{N}$ in the left-hand side of (3.9b), and $\Phi_{\mathcal{Q}}^{N}, \Psi_{\mathcal{V}}^{N}$ in the right-hand side, yields

$$
\begin{equation*}
[N / N]-B_{N}(x) \leqslant f(x) \leqslant[N-1 / N]+C_{N}(x), \quad x \geqslant 0, \tag{3.14}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{N}(x)=\left\{S_{t}\left(\Phi_{\mathcal{G}}^{N}\right) S_{\eta}\left(\Psi_{\mathcal{G}}^{N}\right)\right\}^{1 / 2}+S\left(\Phi_{\mathcal{G}}^{N}, \Psi_{\mathcal{G}}^{N}\right) \tag{3.15}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{N}(x)=\left\{S_{\ell}\left(\Phi_{g}^{N}\right) S_{\eta}\left(\Psi_{g}^{N}\right)\right\}^{1 / 2}+S\left(\Phi_{g}^{N}, \Psi_{g}^{N}\right) \tag{3.16}
\end{equation*}
$$

We now simplify the above expressions for the correction terms $b_{N}(x), c_{N}(x), B_{N}(x)$ and $C_{N}(x)$, by showing that each one can be written in the form (1.5); that is,

$$
\frac{x^{2 N}\{\text { positive constant }\}}{\{\text { denominator of corresponding PA }\}^{2}} .
$$

We will then explain the need for having the second pair of bounds (3.14).

Consider first $b_{N}(x),(3.11)$. In the evaluation of this term we use
$A \Phi_{g}^{N}-\xi=(1+x L) \Phi_{g}^{N}-\xi=\frac{\left.-\left|\begin{array}{cccc}0 & f_{0} & \cdots & f_{N-1} \\ (\xi+x L \xi) & \left(f_{0}+x f_{1}\right) & \cdots & \left(f_{N-1}+x f_{N}\right) \\ \vdots & \vdots & & \vdots \\ \left(L^{N-1} \xi+x L^{N \xi}\right) & \left(f_{N-1}+x f_{N}\right) & \cdots & \left(f_{2 N-2}+x f_{2 N-1}\right)\end{array}\right| \begin{array}{cccc}\xi & 0 & \cdots & 0 \\ 0 & \left(f_{0}+x f_{1}\right) & \cdots & \left(f_{N-1}+x f_{N}\right) \\ \vdots & \vdots & \vdots \\ 0 & \left(f_{N-1}+x f_{N}\right) & \cdots & \left(f_{2 N-2}+x f_{2 N-1}\right)\end{array} \right\rvert\,}{\left|\begin{array}{ccc}\left(f_{0}+x f_{1}\right) & \cdots & \left(f_{N-1}+x f_{N}\right) \\ \vdots & \vdots \\ \left(f_{N-1}+x f_{N}\right) & \cdots & \left(f_{2 N-2}+x f_{2 N-1}\right)\end{array}\right|}$

$$
=-\left|\begin{array}{cccc}
\xi & f_{0} & \cdots & f_{N-1} \\
(\xi+x L \xi) & \left(f_{0}+x f_{1}\right) & \cdots & \left(f_{N-1}+x f_{N}\right) \\
\vdots & \vdots & & \\
\left(L^{N-1} \xi+x L^{N} \xi\right) & \left(f_{N-1}+x f_{N}\right) & \cdots & \left(f_{2 N-2}+x f_{2 N-1}\right)
\end{array}\right| \div Q_{(N-1 / N 1}(x)=-x^{N}\left|\begin{array}{cccc}
\xi & f_{0} & \cdots & f_{N-1} \\
L \xi & f_{1} & \cdots & f_{N} \\
\vdots & \vdots & & \vdots \\
L^{N \xi} & f_{N} & \cdots & f_{2 N-1}
\end{array}\right| \div Q_{(N-1 / N \mathrm{I}}(x),
$$

where in the last step we have subtracted the first row from the second, taken out a factor $x$, subtracted the resulting second row from the third, and so on. Introducing the notation

$$
\begin{align*}
& D_{\zeta}(m, n)=\left|\begin{array}{cccc}
\zeta & f_{m} & \cdots & f_{m+n-1} \\
L \zeta & f_{m+1} & \cdots & f_{m+n} \\
\vdots & \vdots & & \vdots \\
L_{\zeta}^{n} & f_{m+n} & \cdots & f_{m+2 n-1}
\end{array}\right|, \\
& \zeta<\mathfrak{G} D(L) \cap \cdots \cap /\left(L^{n}\right) \tag{3.18}
\end{align*}
$$

we express (3.17) by

$$
\begin{equation*}
A \Phi_{\square}^{N}-\xi=-x^{N} D_{\xi}(0, V) / Q_{1 N-1 / N 1}(x) \tag{3.19}
\end{equation*}
$$

In a similar way we obtain

$$
\begin{equation*}
A \Psi_{\eta}^{N}-\eta=-x{ }^{N} D_{\eta}(0, V) / Q_{|N-1 / N|}(x) \tag{3.20}
\end{equation*}
$$

the only difference being that $\xi$ is replaced by $\eta$. In particular, we now have

$$
\begin{align*}
\varsigma\left(\Phi_{\eta}^{N}, \Psi_{\eta}^{N}\right) & =\left\langle A \Phi_{\eta}^{N}-\xi, A \Psi_{\eta}^{N}-\eta\right\rangle \\
& =\frac{x^{2 N}}{\left\{Q_{I N-1 / N 1}(x)\right\}^{2}}\left\langle D_{\xi}(0, N), D_{\eta}(0, N)\right\rangle \tag{3.21}
\end{align*}
$$

$$
\begin{align*}
S_{\xi}\binom{N}{\eta} & =\left\langle A \Phi_{\eta}^{N}-\xi, A \Phi_{\eta}^{N}-\xi\right\rangle \\
& =\frac{x^{2 N}}{\left[Q_{|N-1 / N|}(x)\right]^{2}}\left\langle D_{\xi}(0, N), D_{\xi}(0, N)\right\rangle  \tag{3.22}\\
& =\frac{x^{2 N}}{\left[Q_{|N-1 / N|}(x)\right]^{2}} \cdot\left\|D_{\xi}(0, N)\right\|^{2}
\end{align*}
$$

and similarly

$$
S_{\eta}\left(\Psi^{N} \begin{array}{c}
\gamma  \tag{3.23}\\
\hline
\end{array}\right)=\frac{x^{2 N}}{\left[Q_{[N-1 / N \mathrm{I}}(x)\right]^{2}} \cdot \| D_{\eta}(0, N)!^{2}
$$

Now substituting into (3.11), we have

$$
\begin{equation*}
b_{N}(x)=x^{2 N} b_{N} /\left[Q_{|N-1 / N|}(x)\right]^{2} \tag{3.24}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{N}=\left\|D_{\xi}(0, N)\right\| \cdot\left\|D_{n}(0, N)\right\|-\left\langle D_{\xi}(0, N), D_{n}(0, N)\right\rangle \tag{3.25}
\end{equation*}
$$

In like manner we derive

$$
\begin{align*}
& c_{N}(x)=x^{2 N} c_{N} /\left\{\left.Q_{I N / N)}(x)\right|^{2}\right. \\
& B_{N}(x)=x^{2 N_{B}} B_{N} /\left[\left.Q_{I N / N \mathrm{I}}(x)\right|^{2}\right.  \tag{3.26}\\
& C_{N}(x)=x^{2 N} c_{N} /\left[Q_{\left[{ }_{I N-1 / N]}\right.}(x)\right]^{2}
\end{align*}
$$

where
$c_{N}=\left\|D_{\xi}(1, N)\right\| \cdot\left\|D_{\eta}(1, N)\right\|-\left\langle D_{\xi}(1, N), D_{\eta}(1, N)\right\rangle$,
$B_{N}=\left\|D_{\xi}(1, N)\right\| \cdot\left\|D_{\eta}(1, N)\right\|+\left\langle D_{\xi}(1, N), D_{\eta}(1, N)\right\rangle$,
$C_{N}=\left\|D_{\xi}(0, N)\right\| \cdot\left\|D_{\eta}(0, N)\right\|+\left\langle D_{\xi}(0, N), D_{\eta}(0, N)\right\rangle$.
Thus, in each case, the correction term takes the form (1.5): The numbers $b_{N}, c_{N}, B_{N}$, and $C_{N}$ are independent of $x$ and nonnegative by Schwartz's inequality.

We now show how our bounds reduce to the usual PA bounds, see (1.3), when $f(x)$ is a series of Stieltjes. In so doing we uncover the reason for having two pairs of bounding formulas.

From Sec. 2A, the case $f(x)$ is a series of Stieltjes corresponds to $\xi=\eta$. On making this substitution in (3.25) and (3.27) we obtain $b_{N}=c_{N}=0$, and (1.2) becomes the usual PA bounds. Making the same substitution in (3.28) and (3.29) yields

$$
\begin{equation*}
B_{N}=2\left\|D_{\xi}(1, N)\right\|^{2}, \quad C_{N}=2\left\|D_{\xi}(0, N)\right\|^{2} \tag{3.30}
\end{equation*}
$$

and the resulting bounds on $f(x)$ are certainly not the PA ones; indeed, these bounds can be shown to be broader than the PA bounds. However, if $\xi=-\eta$, which is the case where $f(x)$ is the negative of a series of Stieltjes, then just the opposite of the above happens; (3.14) gives

$$
\begin{array}{cl}
{[N / N] \leqslant f(x) \leqslant[N-1 / N],} & x \geqslant 0  \tag{3.31}\\
\text { i. e. },-[N-1 / N] \leqslant-f(x) \leqslant-[N / N], & x \geqslant 0
\end{array}
$$

while (1.2) yields a pair of bounds which are distinct from the PA ones. Thus, our bounds reduce to the usual PA bounds in both the cases $f(x)= \pm$ a series of Stieltjes. This is the feature which one would naturally expect of "PA's + correction terms"; we see how, for this to occur, two pairs of formulas are needed.

## 4. EVALUATION OF THE CONSTANTS IN THE CORRECTION TERMS

In this section we will be concerned with the evaluation of the constants $b_{N}, c_{N}, B_{N}$, and $C_{N}$, which occur in the correction terms. The ultimate objective is to show how suitable values for the constants can be calculated while assuming only a set of information about $f(x)$ which is likely to be easily obtained, over and above the coefficients $\left\{f_{n}\right\}_{n=0}^{2 n}$ which are already needed to construct the PA's themselves. We begin by discovering that we need to know the coefficients $\left\{F_{n}\right\}_{n=0}^{2 n}$, described circa (1.9). It is then shown that in many cases $F_{n}$ may be replaced by $\tilde{F}_{n}, n=0,1, \ldots, 2 N$, see (1.11), while preserving the bounding properties of the corrected PA's.

## A. Evaluation of constants using $\left\{F_{n}\right\}_{n=0}^{2 n}$

The terms $\left\langle D_{s}(0, N), D_{\eta}(0, N)\right\rangle$ and $\left\langle D_{\ell}(1, N), D_{\eta}(1, N)\right\rangle$ can always be evaluated using only $\left\{f_{n}\right\}_{n=0}^{2 n}$. We have for example

$$
\begin{align*}
& \left\langle D_{\xi}(0, N), D_{\eta}(0, N)\right\rangle \\
& \quad=\langle | \begin{array}{cccc}
\xi & f_{0} & \cdots & f_{N-1} \\
L \xi & f_{1} & \cdots & f_{N} \\
\vdots & \vdots & & \vdots \\
L^{N} \xi & f_{N} & \cdots & f_{2 N-1}
\end{array}\left|,\left|\begin{array}{cccc}
\eta & f_{0} & \cdots & f_{N-1} \\
L \eta & f_{1} & \cdots & f_{N} \\
\vdots & \vdots & & \vdots \\
L^{N} \eta & f_{N} & \cdots & f_{2 N-1}
\end{array}\right|\right\rangle \tag{4.1}
\end{align*}
$$

and, observing that

$$
\left.\left.\left\langle L^{n} \xi,\right| \begin{array}{cccc}
\eta & f_{0} & \cdots & f_{N-1} \\
L_{\eta} & f_{1} & \cdots & f_{N} \\
\vdots & \vdots & & \vdots \\
L^{N} \eta & f_{N} & \cdots & f_{2 N-1}
\end{array} \right\rvert\,\right)=\left|\begin{array}{cccc}
f_{n} & f_{0} & \cdots & f_{N-1} \\
f_{n+1} & f_{1} & & f_{N} \\
\vdots & \vdots & & \vdots \\
f_{n+N} & f_{N} & \cdots & f_{2 N-1}
\end{array}\right|=0
$$

$$
\begin{equation*}
\text { for } n=0,1, \ldots, N-1 \tag{4.2}
\end{equation*}
$$

where we have made use of (2.17), we find that

$$
\begin{equation*}
\left\langle D_{\varepsilon}(0, N), D_{\eta}(0, N)\right\rangle=D(0, N-1) D(0, N) . \tag{4.3}
\end{equation*}
$$

In the same way we derive

$$
\begin{equation*}
\left\langle D_{\xi}(1, N), D_{\eta}(1, N)\right\rangle=D(2, N-1) D(0, N) \tag{4.4}
\end{equation*}
$$

and in each case only the coefficients $\left\{f_{n}\right\}_{n=0}^{2 n}$ are used.
However, the constants also involve the quantities $\left\|D_{\varepsilon}(0, N)\right\|,\left\|D_{n}(0, N)\right\|,\left\|D_{\varepsilon}(1, N)\right\|$, and $\left\|D_{n}(1, N)\right\|$, where for example
$\left\|D_{\xi}(0, N)\right\|^{2}=\left\langle D_{\ell}(0, N), D_{\imath}(0, N)\right\rangle$
$=\langle | \begin{array}{cccc}\xi & f_{0} & \cdots & f_{N-1} \\ L \xi & f_{1} & \cdots & f_{N} \\ \vdots & \vdots & & \vdots \\ L^{N} \xi & f_{N} & \cdots & f_{2 N-1}\end{array}|\quad| \begin{array}{cccc}\xi & f_{0} & \cdots & f_{N-1} \\ L^{2} & f_{1} & \cdots & f_{N} \\ \vdots & \vdots & & \vdots \\ L^{N} \xi & f_{N} & \cdots & f_{2 N-1}\end{array}| \rangle$
In order to evaluate these, we clearly need to know

$$
\begin{equation*}
\left\langle\xi, L^{n} \xi\right\rangle \text { and }\left\langle\eta, L^{n} \eta\right\rangle \text { for } n=0,1, \ldots, 2 N . \tag{4.6}
\end{equation*}
$$

Choosing $\xi$ and $\eta$ as in (2.9) and using (1.9), we have

$$
\begin{equation*}
\left\langle\xi, L^{n} \xi\right\rangle=\left\langle\eta, L^{n} \eta\right\rangle=\int_{0}^{\infty} u^{n}|d \varphi(u)|=F_{n}, \tag{4.7}
\end{equation*}
$$

and in this case

$$
\begin{equation*}
\left\|D_{n}(0, N)\right\|=\left\|D_{\xi}(0, N)\right\| \text { and }\left\|D_{\eta}(1, N)\right\|=\left\|D_{\xi}(1, N)\right\| . \tag{4.8}
\end{equation*}
$$

Given that we know $\left\{F_{n}\right\}_{n=0}^{2 N}$, it is now a straightforward matter to evaluate the constants $b_{N}, c_{N}, B_{N}$, and $C_{N}$. For example, when $N=1$, we have from (3.25)

$$
\begin{aligned}
b_{1} & =\left\|D_{\xi}(0,1)\right\| \cdot\left\|D_{n}(0,1)\right\|-\left\langle D_{\xi}(0,1), D_{n}(0,1)\right\rangle \\
& =\left\langle D_{\xi}(0,1), D_{\imath}(0,1)\right\rangle-D(0,0) D(0,1),
\end{aligned}
$$

by (4.3) and (4.8),

$$
\begin{align*}
& =\langle | \begin{array}{cc}
\xi & f_{0} \\
L \xi & f_{1}
\end{array}\left|,\left|\begin{array}{cc}
\xi & f_{0} \\
L \xi & f_{1}
\end{array}\right|\right\rangle-f_{0}\left|\begin{array}{cc}
f_{0} & f_{1} \\
f_{1} & f_{2}
\end{array}\right| \\
& =\left\langle f_{1} \xi-f_{0} L \xi, f_{1} \xi-f_{0} L \xi\right\rangle-f_{0}\left(f_{0} f_{2}-f_{1}^{2}\right) \\
& =\left(f_{1}^{2} F_{0}-2 f_{0} f_{1} F_{1}+f_{0}^{2} F_{2}\right)-f_{0}\left(f_{0} f_{2}-f_{1}^{2}\right), \quad \text { using (4. 7); } \tag{4.9}
\end{align*}
$$

and correspondingly
$b_{1}(x)=\frac{x^{2}\left[\left(f_{1}^{2} F_{0}-2 f_{0} f_{1} F_{1}+f_{0}^{2} F_{2}\right)-f_{0}\left(f_{0} f_{2}-f_{1}^{2}\right)\right]}{\left(f_{0}+x f_{1}\right)^{2}}$.
Similarly we find
$c_{1}(x)=\frac{x^{2}\left[\left(f_{2}^{2} F_{0}-2 f_{1} f_{2} F_{1}+f_{1}^{2} F_{2}\right)-f_{2}\left(f_{0} f_{2}-f_{1}^{2}\right)\right]}{\left(f_{1}+x f_{2}\right)^{2}}$.
In general, there does not seem to be any succinct method for evaluating the inner products $\left\langle D_{\ell}(0, N)\right.$, $\left.D_{\ell}(0, N)\right\rangle$ and $\left\langle D_{\xi}(1, N), D_{\ell}(1, N)\right\rangle$; for each $N$ one has to proceed straightforwardly via expansion of the corresponding determinants, $D_{\xi}(0, N)$ and $D_{\xi}(1, N)$, as illustrated above.

We recall here the remark made at the beginning of Sec. 3. The assumption that $F_{n}$ is finite ( $n=1,2, \ldots 2 N$ ) means in particular that $\left\langle L^{m} \xi, L^{m} \xi\right\rangle=\left\langle\xi, L^{2 m} \xi\right\rangle$ $=F_{2 m}(m=1,2, \ldots, N)$ is finite, using (4.7). Hence $\xi$, and similarly $\eta$, belong to $D\left(L^{m}\right)(m=1,2, \ldots N)$, as was claimed.

## B. Evaluation of constants using $\left\{\widetilde{F}_{n}\right\}_{n=0}^{2 N}$

The requirement that in addition to $\left\{f_{n}\right\}_{n=0}^{2 N}$, we also need to know $\left\{F_{n}\right\}_{n=0}^{2 N}$ is a very stringent one. However, provided we know a function $\theta(u)$ such that $d \theta(u) \geqslant|d \varphi(u)|$ for $0 \leqslant u<\infty$, we can often still obtain suitable values for the constants $b_{N}, c_{N}, B_{N}$, and $C_{N}$.

Let us suppose for simplicity that $\varphi(u)$ is constant outside $0 \leqslant u \leqslant 1 / R$, for some $0<R<\infty$, and that $\varphi(u)$ possesses a continuous derivative $\varphi^{\prime}(u)$ over this interval. Then

$$
\begin{equation*}
f(x)=\int_{0}^{1 / R} \frac{\varphi^{\prime}(u) d u}{(1+u x)} \tag{4.12}
\end{equation*}
$$

is the analog of a series of Stieltjes with radius of convergence $R$. Let $\theta(u)$ be any monotone nondecreasing function with a continuous derivative $\theta^{\prime}(u)$ such that

$$
\begin{equation*}
\theta^{\prime}(u) \geqslant\left|\varphi^{\prime}(u)\right| \text { for } 0 \leqslant u \leqslant 1 / R \tag{4.13}
\end{equation*}
$$

It seems generally likely that, while not knowing $\left|\varphi^{\prime}(u)\right|$ and hence not knowing the $F_{n}$ 's, one would still have available a bound $\theta^{\prime}(u)$, such as a constant $M \geqslant\left|\varphi^{\prime}(u)\right|$ for $0 \leqslant u \leqslant 1 / R$.

We now claim that, on defining

$$
\begin{equation*}
\tilde{F}_{n}=\int_{0}^{1 / R} u^{n} d \theta(u), \quad n=0,1, \ldots, 2 N \tag{4.14}
\end{equation*}
$$

and putting

$$
\begin{equation*}
\left\langle\xi, L^{n} \xi\right\rangle=\left\langle\eta, L^{n} \eta\right\rangle=\tilde{F}_{n}, \quad n=0,1, \ldots, 2 N \tag{4.15}
\end{equation*}
$$

in place of the $F_{n}$ 's used in Sec. 4A to evaluate $b_{N}, c_{N}$, $B_{N}$, and $C_{N}$, the resulting constants will be such that the bounding formulas (1.2) and (3.14) remain valid.

In the proof of this result the central idea is the
following. We consider replacing the distribution $d \varphi(u)$ in the definition of $f(x)$ by a distribution whose value at each point $u \in[0,1 / R]$ is either $+d \theta(u)$ or $-d \theta(u): f(x)$ may be approximated arbitrarly closely in this way for $x \geqslant 0$. The result is then obtained by observing that the " $F_{n}$ 's" associated with the $\pm d \theta(u)$ distribution are exactly the $\widetilde{F}_{n}$ 's.

More precisely, given $\theta(u)$ and $\varphi(u)$ as in (4.13), there exists a sequence of piecewise continuous functions $\left\{\chi_{M}(u)\right\}_{M=1}^{\infty}$ with the property that for each $M$

$$
\begin{equation*}
\chi_{M}(u)=\text { either }+1 \text { or }-1, \quad \text { each } u \in[0,1 / R] . \tag{4.16}
\end{equation*}
$$

We define

$$
\begin{equation*}
\rho_{M}(u)=\int_{0}^{u} \chi_{M}(u) d \theta(u), \tag{4.17}
\end{equation*}
$$

and an associated sequence of functions $\left\{f_{\mathcal{M}}(x)\right\}_{\mathcal{M}=1}^{\infty}$ by

$$
\begin{equation*}
f_{M}(x)=\int_{0}^{1 / R} \frac{d \rho_{M}(u)}{(1+u x)}, \quad M=1,2, \cdots \tag{4.18}
\end{equation*}
$$

Then the sequence $\left\{\chi_{M}(u)\right\}_{M=1}^{\infty}$ is such that

$$
\begin{equation*}
f_{M}(x) \xrightarrow{\underline{u}} f(x), \quad 0 \leqslant x \leqslant X, \tag{4.19}
\end{equation*}
$$

for any $0<x<\infty$. We use " $\xrightarrow{\underline{n}}$ " to mean uniform convergence with increasing $M$, over the stated interval. Moreover, if

$$
\begin{equation*}
f_{n M}=\int_{0}^{1 / R} u^{n} d \rho_{M}(u), \quad M=1,2, \cdots, \tag{4.20}
\end{equation*}
$$

then

$$
\begin{equation*}
\lim _{M \rightarrow \infty} f_{n M}=f_{n}, \quad n=0,1,2, \cdots . \tag{4.21}
\end{equation*}
$$

These results having been established, the rest is easy. For large enough $M$ the PA's plus correction terms to $f_{M}(x)$ certainly exist [i.e., the associated determinants like (1.16) do not vanish because of (4.21)]. Moreover, the requisite " $F_{n}$ 's" needed to evaluate the constants in the correction terms are

$$
\begin{align*}
\int_{0}^{1 / R} u^{n}\left|d \rho_{M}(u)\right| & =\int_{0}^{1 / R} u^{n}\left|\chi_{M}(u)\right||d \theta(u)| \\
& =\int_{0}^{1 / R} u^{n} d \theta(u)=\tilde{F}_{n}, \quad n=0,1, \ldots, 2 N, \tag{4.22}
\end{align*}
$$

independently of $M$. Hence we have

$$
\begin{equation*}
[N-1 / N]^{M}-b_{N}^{M}(x) \leqslant f_{M}(x) \leqslant[N / N]^{M}+c_{N}^{M}(x), \quad x \geqslant 0, \tag{4.23}
\end{equation*}
$$

where the $M$ superscript indicates approximants to $f_{M}(x)$; and on taking the limit as $M \rightarrow \infty$ we obtain

$$
[N-1 / N]-\tilde{b}_{N}(x) \leqslant f(x) \leqslant[N / N]+\tilde{c}_{N}(x), \quad x \geqslant 0,(4.24)
$$

where the tildes mean that $\tilde{F}_{n}$ 's are used in place of the $F_{n}$ 's in evaluating the correction terms. A parallel derivation applies to the other pair of bounds (3.14) and yields

$$
[N / N]-\tilde{B}_{N}(x) \leqslant f(x) \leqslant[N-1 / N]+\tilde{C}_{N}(x), \quad x \geqslant 0,(4.25)
$$

in the obvious notation.
To prove these results, we must establish the existence of a sequence of functions $\{\chi(u)\}_{M=1}^{\infty}$ such that the requirements (4.16), (4.19), and (4.21) are fulfilled.

We assume, without any loss of generality, that $R=1$. Then we begin by defining a set of partitions $\left\{\Delta_{M}\right\}_{M=1}^{\infty}$ of the interval $0 \leqslant u \leqslant 1$. We take $\Delta_{M}$ to be the set of points

$$
\begin{equation*}
0=u_{0}^{M}<u_{1}^{M}<\cdots<u_{M}^{M}=1, \tag{4.26}
\end{equation*}
$$

where

$$
\begin{equation*}
u_{m}^{M}-u_{m-1}^{M}=1 / M, \quad m=1,2, \ldots, M, \tag{4.27}
\end{equation*}
$$

so that

$$
\begin{equation*}
u_{m}^{M}=m / M . \tag{4.28}
\end{equation*}
$$

Each $\Delta_{M}$ is now subdivided to form a new partition $\tilde{\Delta}_{M}$ in the following way: Let $v_{m}^{M}, w_{m}^{M}$ be such that

$$
\begin{equation*}
u_{m-1}^{M} \leqslant v_{m-1}^{M} \leqslant w_{m-1}^{M} \leqslant u_{m}^{M}, \quad m=1,2, \ldots, M, \tag{4.29}
\end{equation*}
$$

where
$u_{m}^{M}-w_{m-1}^{M}=\delta_{m}^{M}=\left\{\begin{array}{cll}(1 / M)\left|\varphi^{\prime}\left(u_{m}^{M}\right)\right| / \theta^{\prime}\left(u_{m}^{M}\right) & \text { if } & \theta^{\prime}\left(u_{m}^{M}\right) \neq 0 \\ 0 & \text { if } & \theta^{\prime}\left(u_{m}^{M}\right)=0\end{array}\right.$
and

$$
\begin{equation*}
w_{m-1}^{M}-v_{m-1}^{M}=v_{m-1}^{M}-u_{m-1}^{M}=\gamma_{m}^{M} \tag{4.31}
\end{equation*}
$$

with

$$
\begin{equation*}
\gamma_{m}^{M}=\frac{1}{2}\left[\left(u_{m}^{M}-u_{m-1}^{M}\right)-\delta_{m}^{M}\right]=\frac{1}{2}\left[1 / M-\delta_{m}^{M}\right] ; \tag{4.32}
\end{equation*}
$$

then $\tilde{\Delta}_{M}$ is the set of points

$$
\begin{align*}
0= & u_{0}^{M} \leqslant v_{0}^{M} \leqslant w_{0}^{M} \leqslant u_{1}^{M} \leqslant \cdots \leqslant v_{m-1}^{M}  \tag{4.33}\\
& \leqslant w_{m-1}^{M} \leqslant u_{m}^{M} \leqslant \cdots \leqslant u_{M}^{M}=1 .
\end{align*}
$$

We observe that the relationships (4.30) and (4.31) are in harmony with (4.29) because by assumption

$$
\begin{equation*}
0 \leqslant\left|\varphi^{\prime}(u)\right| \leqslant\left|\theta^{\prime}(u)\right|, \quad 0 \leqslant u \leqslant 1, \tag{4.34}
\end{equation*}
$$

so that

$$
\begin{equation*}
0 \leqslant \delta_{m}^{M} \leqslant 1 / M, \quad m=1,2, \ldots, M \tag{4.35}
\end{equation*}
$$

The piecewise continuous function $\chi_{M}(u)$ on $0 \leqslant u \leqslant 1$ is now associated with $\widetilde{\Delta}_{M}$ as follows. We define

$$
\chi_{M}(u)=\left\{\begin{array}{cl}
-1, & u_{m-1}^{M}<u \leqslant v_{m-1}^{M} \\
+1, & v_{m-1}^{M}<u \leqslant w_{m-1}^{M}, \\
\operatorname{sgn}\left\{\varphi^{\prime}\left(u_{m}^{M}\right)\right\}, & w_{m-1}^{M}<u \leqslant u_{m}^{M},
\end{array}\right.
$$

$$
\begin{equation*}
m=1,2, \ldots, M \tag{4.36}
\end{equation*}
$$

together with, say, $\chi_{M}(0)=-1$. Then it is clear that each $\chi_{M}(u)$ is piecewise continuous and satisfies (4.16). We must show that the sequence has the properties (4.19) and (4.21).

We will first establish (4.19). From (4.18) and (4.36) we have

$$
\begin{align*}
f_{M}(x)= & \int_{0}^{1} \frac{d \rho_{M}(x)}{(1+u x)}=\int_{0}^{1} \frac{\chi_{M}(u) \theta^{\prime}(u) d u}{(1+u x)} \\
= & \sum_{m=1}^{M}\left(-\int_{u_{m-1}^{M}}^{v_{m-1}^{M}} \frac{\theta^{\prime}(u) d u}{(1+u x)}+\int_{v_{m-1}^{M}}^{u_{m-1}^{M}} \frac{\theta^{\prime}(u) d u}{(1+u x)}\right) \\
& +\sum_{m=1}^{M} \int_{u_{m-1}^{M}}^{u_{m}^{M}} \frac{\operatorname{sgn}\left\{\varphi^{\prime}\left(u_{m}^{\mu}\right)\right\} \theta^{\prime}(u) d u}{(1+u x)} \tag{4.37}
\end{align*}
$$

$$
=g_{M}(x)+h_{M}(x)
$$

where $g_{M}(x)$ and $h_{M}(x)$ denote the first and second sums in the previous line, respectively. We claim that

$$
\begin{equation*}
g_{M}(x) \xrightarrow{u} 0, \quad 0 \leqslant x \leqslant X \tag{4.38}
\end{equation*}
$$

while

$$
\begin{equation*}
h_{M}(x) \xrightarrow{u} f(x), \quad 0 \leqslant x \leqslant X \tag{4.39}
\end{equation*}
$$

Consider $h_{M}(x)$. Defining

$$
\begin{equation*}
s_{M}(x)=\frac{1}{M} \sum_{m=1}^{M} \frac{\varphi^{\prime}\left(u_{m}^{M}\right)}{\left(1+u_{m}^{M} x\right)} \tag{4.40}
\end{equation*}
$$

we will prove first that

$$
\begin{equation*}
h_{M}(x) \stackrel{u}{\longrightarrow} s_{M}(x), \quad 0 \leqslant x \leqslant X \tag{4.41}
\end{equation*}
$$

and then that

$$
\begin{equation*}
s_{M}(x) \stackrel{\mu}{\rightarrow} f(x), \quad 0 \leqslant x \leqslant X \tag{4.42}
\end{equation*}
$$

thereby proving (4.39).
We have

$$
\begin{align*}
& \left|h_{M}(x)-s_{M}(x)\right| \\
& =\left|\sum_{m=1}^{M}\left(\int_{w_{m-1}^{M}}^{u_{m}^{M}} \frac{\operatorname{sgn}\left\{\varphi^{\prime}\left(u_{m}^{M}\right)\right\} \theta^{\prime}(u) d u}{(1+u x)}-\frac{1}{M} \frac{\varphi^{\prime}\left(u_{m}^{M}\right)}{\left(1+u_{m}^{M} x\right)}\right)\right| \\
& =\left|\sum_{m=1}^{M} \int_{w_{m-1}^{M}}^{u_{m}^{M}}\left(\frac{\operatorname{sgn}\left\{\varphi^{\prime}\left(u_{m}^{M}\right)\right\} \theta^{\prime}(u)}{(1+u x)}-\frac{\operatorname{sgn}\left\{\varphi^{\prime}\left(u_{m}^{M}\right)\right\} \theta^{\prime}\left(u_{m}^{M}\right)}{\left(1+u_{m}^{M} x\right)}\right) d u\right| \\
& \leqslant \sum_{m=1}^{M} \int_{w_{m-1}^{M}}^{u_{m}^{M}}\left|\frac{\theta^{\prime}(u)}{(1+u x)}-\frac{\theta^{\prime}\left(u_{m}^{M}\right)}{\left(1+u_{m}^{M} x\right)}\right| d u, \quad 0 \leqslant x \leqslant X \tag{4.43}
\end{align*}
$$

If we set

$$
\begin{align*}
\epsilon_{m}^{M} & =\min \left\{\theta^{\prime}(u) \mid u_{m-1}^{M} \leqslant u \leqslant u_{m}^{M}\right\}  \tag{4.44}\\
M_{m}^{M} & =\max \left\{\theta^{\prime}(u) \mid u_{m-1}^{M} \leqslant u \leqslant u_{m}^{M}\right\}
\end{align*}
$$

then we observe that the assumed continuity of $\theta^{\prime}(u)$ on $0 \leqslant u \leqslant 1$ implies it is uniformly continuous over this interval, and hence there exists an integer $M(\epsilon)$ such that

$$
\begin{equation*}
M_{m}^{M}-\ell_{m}^{M}<\epsilon, \quad m=1,2, \ldots M, \text { for all } M>M(\epsilon) \tag{4.45}
\end{equation*}
$$

for any $\epsilon>0$, prescribed arbitrarily small. Further, let

$$
\begin{equation*}
A=\max \left\{\theta^{\prime}(u) \mid 0 \leqslant u \leqslant 1\right\} \tag{4.46}
\end{equation*}
$$

From (4.43) we now have

$$
\begin{align*}
& \left|h_{M}(x)-s_{M}(x)\right| \\
& \leqslant \sum_{m=1}^{M} \int_{w_{m-1}^{M}}^{u_{m}^{M}}\left|\frac{\left(\theta^{\prime}(u)-\theta^{\prime}\left(u_{m}^{M}\right)\right)\left(1+u_{m}^{M} x\right)+\left(u_{m}^{M}-u\right) x \theta^{\prime}\left(u_{m}^{M}\right)}{(1+u x)\left(1+u_{m}^{M} x\right)}\right| d u \\
& \leqslant \sum_{m=1}^{M} \int_{w_{m-1}^{M}}^{u_{m}^{M}}\left[\left(M_{m}^{M}-\iota_{m}^{M}\right)+\left(u_{m}^{M}-u\right) X M\right] d u \\
& \leqslant \sum_{m=1}^{M} \frac{1}{M}\left(\epsilon+\frac{1}{M} X M\right)=\epsilon+\frac{1}{M} X M \tag{4.47}
\end{align*}
$$

for all $0 \leqslant x \leqslant X$ and $M>M(\epsilon)$. The latter can be made as
small as we like by choosing $M$ sufficiently large; this proves (4.41).

Now consider

$$
\begin{align*}
\left|f(x)-s_{M}(x)\right| & =\left|\int_{0}^{1} \frac{\varphi^{\prime}(u) d u}{(1+u x)}-\sum_{m=1}^{M} \frac{1}{M} \frac{\varphi^{\prime}\left(u_{m}^{M}\right)}{\left(1+u_{m}^{M} x\right)}\right| \\
& =\left|\sum_{m=1}^{M} \int_{u_{m-1}^{M}}^{u_{m}^{\prime \prime}}\left(\frac{\varphi^{\prime}(u)}{(1+u x)}-\frac{\varphi^{\prime}\left(u_{m}^{M}\right)}{\left(1+u_{m}^{M} x\right)}\right) d u\right| \tag{4.48}
\end{align*}
$$

This last quantity has the same form as (4.43), and its uniform convergence to zero for $0 \leqslant x \leqslant X$ is implied by the same reasoning as was used in (4.47), except that this time one relies on the uniform continuity of $\varphi^{\prime}(u)$ on $0 \leqslant u \leqslant 1$. Equation (4.42) is thus established, and together with (4.41), this completes the proof of (4.39).

We now prove (4.38). We have

$$
\begin{align*}
|g(x)| & =\left|\sum_{m=1}^{M}\left(\int_{u_{m-1}^{M}}^{v_{m-1}^{M}} \frac{\theta^{\prime}(u) d u}{(1+u x)}-\int_{v_{m-1}^{M}}^{w_{m-1}^{M}} \frac{\theta^{\prime}(u) d u}{(1+u x)}\right)\right| \\
& \leqslant \sum_{m=1}^{M}\left(\frac{M_{m}^{M}\left(v_{m-1}^{M}-u_{m-1}^{M}\right)}{\left(1+u_{m-1}^{M} x\right)}-\frac{\operatorname{sm}_{m}^{M}\left(w_{m-1}^{M}-v_{m-1}^{M}\right)}{\left(1+u_{m}^{M} x\right)}\right) \tag{4,49}
\end{align*}
$$

$$
\text { for } 0 \leqslant x \leqslant X
$$

where we have used (4.44). Since

$$
\begin{equation*}
v_{m-1}^{M}-u_{m-1}^{M}=w_{m-1}^{M}-v_{m-1}^{M}=\gamma_{m}^{M} \leqslant 1 / 2 M \tag{4.50}
\end{equation*}
$$

we now have

$$
\begin{align*}
\left|g_{M}(x)\right| & \leqslant \frac{1}{2 M} \sum_{m=1}^{M}\left(\frac{\left(M_{m}^{M}-<_{m}^{M}\right)\left(1+u_{m}^{M} x\right)+\left(u_{m}^{M}-u_{m-1}^{M}\right) X M}{\left(1+u_{m-1}^{M} x\right)\left(1+u_{m}^{M} x\right)}\right) \\
& \leqslant \frac{1}{2 M} \sum_{m=1}^{M}\left(\left(M_{m}^{M}-<\frac{M}{m}\right)+\frac{1}{M} X M\right) \\
& \leqslant \frac{1}{2} \epsilon+\frac{1}{2 M} X M \text { for } 0 \leqslant x \leqslant X \tag{4.51}
\end{align*}
$$

for all $0 \leqslant x \leqslant X$ and $M \geqslant M(\epsilon)$, where we have used (4.45) and (4.46). The last quantity can be made as small as we please by picking $M$ large enough, and hence we have (4.38).

Equations (4.38) and (4.39) taken together yield the desired property (4.19).

It remains only for us to establish the property (4.21) of the sequence $\left\{\chi_{M}(u)\right\}_{M=1}^{\infty}$. We have

$$
\begin{align*}
f_{n}-f_{n M} & =\sum_{m=1}^{M}\left(\int_{u_{m-1}^{M}}^{\nu_{m-1}^{M}} u^{n} \theta^{\prime}(u) d u-\int_{v_{m-1}^{M}}^{w_{m-1}^{M}} u^{n} \theta^{\prime}(u) d u\right) \\
& +\sum_{m=1}^{M}\left(\int_{u_{m-1}^{M}}^{u_{m}^{M}} u^{n} \varphi^{\prime}(u) d u-\int_{w_{m-1}^{M}}^{u_{m}^{M}} u^{n} \operatorname{sgn}\left\{\varphi^{\prime}\left(u_{m}^{M}\right)\right\} \theta^{\prime}(u) d u\right) \tag{4.52}
\end{align*}
$$

and, at fixed $n$, it can be shown by similar reasoning to that used above, that both sums here tend to zero as $M \rightarrow \infty$. In this way (4.21) is proved.

This completes the proof that there exists a sequence $\left\{\chi_{M}(u)\right\}_{M=1}^{\infty}$ with the properties (4.16), (4.19), and (4.21).


FIG. 1. Sketch of how $\varphi(u)$, posessing discontinuities at $u_{1}$ and $u_{2}$, might be altered to form a smooth function $\tilde{\varphi}(u)$. The dotted lines indicate the modifications.

Thus our result on the replacement of $F_{n}^{\prime}$ s by $\tilde{F}_{n}$ 's is established for the case where $\varphi^{\prime}(u)$ and $\theta^{\prime}(u)$ are continuous on $0 \leqslant u \leqslant 1 / R$.

We will now indicate how the above restrictions on $\varphi(u)$ and $\theta(u)$ might be considerably weakened. First, we can certainly allow $\varphi^{\prime}(u)$ and $\theta^{\prime}(u)$ to be only piecewise continuous on $0 \leqslant u \leqslant 1 / R$ provided $\varphi(u)$ and $\theta(u)$ are themselves continuous on the interval. Secondly, if $\varphi(u)$ has discontinuities then, by replacing $\varphi(u)$ by a similar but continuous and piecewise differentiable function $\widetilde{\varphi}(u)$ with steep slopes in the neighborhoods of the discontinuities in $\varphi(u)$ (see Fig. 1), we visualize that $f(x)$ may be approximated arbitrarily closely by

$$
\begin{equation*}
\tilde{f}(x)=\int_{0}^{1 / R} \frac{d \tilde{\varphi}(u)}{(1+u x)}, \quad 0 \leqslant x \leqslant X \tag{4.53}
\end{equation*}
$$

We now use $\tilde{f}(x)$ in place of $f(x)$, construct PA's and modified correction terms, and then let $\tilde{f}(x)$ approach $f(x)$. Then the condition (4.13) becomes generalized to

$$
\begin{equation*}
d \theta(u) \geqslant|d \varphi(u)|, \quad 0 \leqslant u \leqslant 1 / R \tag{4.54}
\end{equation*}
$$

We are led to expect that our result on the replacement of $F_{n}^{\prime} s$ by $\widetilde{F}_{n}$ 's will hold true when $\varphi(u)$ and $\theta(u)$ are related according to (4.54). Finally, with suitable restrictions on the asymptotic behavior of $\varphi(u)$ and $\theta(u)$, we can picture allowing $R \rightarrow 0$.

## 5. EXAMPLES AND DISCUSSION

## A. Examples

Functions of the form (1.1) occur in potential theory. The electric potential $V(x)$ due to a charge distribution of line density $\sigma(w)$ on the negative axis, $-b \leqslant w \leqslant-a<0$, is

$$
\begin{equation*}
V(x)=\int_{-b}^{-a} \frac{\sigma(w) d w}{(-w+x)}, \quad x \geqslant 0 \tag{5.1}
\end{equation*}
$$

this can be rewritten

$$
\begin{equation*}
V(x)=\int_{1 / b}^{1 / a} \frac{(1 / u) \sigma(-1 / u) d u}{(1+u x)} \tag{5.2}
\end{equation*}
$$

which is of the form (1.1) with

$$
d \varphi(u)=\left\{\begin{array}{cc}
(1 / u) \sigma(-1 / u), & 1 / b \leqslant u \leqslant 1 / a  \tag{5.3}\\
0, & \text { otherwise }
\end{array}\right.
$$

Similar potential functions arise in two-dimensional ideal fluid hydrodynamics, when one has a distribution of sources and sinks on the negative axis, and in certain problems involving a scalar magnetic potential.

Functions of the form (1.1) also arise in scattering theory. Two examples are: (i) $S$ matrix elements in Peres-model field theory, ${ }^{12}$ (ii) $K p$ forward dispersion relations. ${ }^{13}$

Here we look at PA's plus correction terms for the potential $V(x)$ in (5.1) with $a=1, b=4$, and

$$
\sigma(w)=\left\{\begin{array}{cl}
-1, & -4 \leqslant w \leqslant-3  \tag{5.4}\\
0, & -3<w<-2 \\
+1, & -2 \leqslant w \leqslant-1
\end{array}\right.
$$

Then

$$
\begin{equation*}
V(x)=\ln \left(\frac{(2+x)(3+x)}{(1+x)(4+x)}\right)=\sum_{n=0}^{\infty}(-x)^{n} f_{n} \tag{5.5}
\end{equation*}
$$

where

$$
f_{n}=\left\{\begin{array}{cl}
\ln \left(\frac{3}{2}\right), & n=0  \tag{5.6}\\
{\left[1-\left(\frac{1}{2}\right)^{n}-\left(\frac{1}{3}\right)^{n}+\left(\frac{1}{4}\right)^{n}\right] / n,} & n=1,2, \cdots
\end{array}\right.
$$

The exact $F_{n}$ 's required in the evaluation of the constants in the correction terms are obtained from the expansion of

$$
\begin{equation*}
F(x)=\int_{1 / 4}^{1} \frac{|(1 / u) \sigma(-1 / u)| d u}{(1+u x)}=\ln \left(\frac{(2+x)(4+x)}{(1+x)(3+x)}\right) \tag{5.7}
\end{equation*}
$$

A suitable choice for the $\tilde{F}_{n}$ 's is obtained by taking

$$
d \theta(u)=\left\{\begin{array}{cl}
(1 / u) d u, & 1 / 4 \leqslant u \leqslant 1  \tag{5.8}\\
0, & \text { otherwise }
\end{array}\right.
$$

corresponding to which we find

$$
\begin{equation*}
\tilde{F}(x)=\ln [(4+x) /(1+x)] \tag{5.9}
\end{equation*}
$$

In Fig. 2 we compare the upper and lower bounds associated with the $[1 / 2]$ PA to $f(x)$, using a logarithmic scale in $x$. These are the exact bounds

$$
\begin{equation*}
[1 / 2]-b_{2}(x) \leqslant f(x) \leqslant[1 / 2]+C_{2}(x) \tag{5.10}
\end{equation*}
$$

evaluated with the aid of $F_{0}, F_{1}, F_{2}, F_{3}$, and $F_{4}$. The correction constants themselves are


FIG. 2. Upper and lower bounds associated with the [1/2] PA to $V(x)$.


$$
\begin{equation*}
b_{2}=1.962 \times 10^{-6}, \quad C_{2}=8.281 \times 10^{-6} \tag{5.11}
\end{equation*}
$$

and, when $\tilde{F}_{n}$ 's are used in place of $F_{n}$ 's, we obtain the modified constants

$$
\begin{equation*}
\tilde{b}_{2}=5.229 \times 10^{-6}, \quad \tilde{C}_{2}=1.154 \times 10^{-5} \tag{5.12}
\end{equation*}
$$

The modified bounds have approximately the same shape as the exact ones. The difference between the upper and lower modified bound is seen to be about sixty per cent greater than the difference between the exact upper and lower bound, and thus here the replacement of $F_{n}$ 's by $\widetilde{F}_{n}$ 's does not crucially effect the tightness of the bounds.

The bounds deteriorate rapidly around $x=4$, and for comparison we note that the expansion of $V(x)$, in (5.5) and (5.6), has a radius of convergence $R=1$. Asymptotically the bounds tend to constants, as is easily deduced from the structure of the correction terms.

On increasing $N$ from 2 to 3 we find that the bounds improve considerably, as in illustrated in Fig. 3, where we compare the exact bounds associated with the $[1 / 2]$ PA with those associated with the [2/3] PA. This time we use a logarithmic scale for the functional values. The range of $x$ over which the bounds may be considered useful is increased from around $x=4$ to around $x=30$. In Fig. 4 we compare the exact bounds associated with the $[2 / 3]$ PA with the modified ones. Again, the widening of the bounds is not drastic.

The upper and lower bounds corresponding to the [2/2] PA are interesting because the approximant has a simple pole located at $x=7.27$. Accordingly, both correction terms also have poles at this point, but of second order. The resulting bounds become very broad in the vicinity of the pole, as can be seen from Table I. The spurious pole blows up the corrections in its vicinity in such a way as to ensure that the corrected PA's display the desired bounding properties.

In general we expect that PA's plus correction terms will yield bounds which improve with increasing $N$, provided we omit those PA's with spurious poles. ${ }^{14}$


FIG. 4. Comparison between the exact and the modified bounds associated with the [2/3] PA to $V(x)$. The tildes mean modified correction terms.

## B. Discussion

In this paper we have found a suitable structure for correction terms to $[N-1 / N]$ and $[N / N]$ PA's for functions of the form (1.1), such that the resulting corrected PA's impose rigorous bounds on $f(x)$ for all $x>0$. We have further shown how, given appropriate additional information, explicit values for the constants in the correction terms may be evaluated. However, even when such additional information is not available, it is interesting simply to know what such corrections look like both from the point of view of PA theory and of applications.

One may still make progress in applications when neither the $F_{n}$ 's nor $\tilde{F}_{n}$ 's are available. For example, one might estimate the values of the correction constants by using the difference between the PA's and $f(x)$ observed at several $x$ values. Alternatively, assuming that a particular PA has pole locations and residues which mimic the shape of the true distribution, then from these poles and their residues one may construct an approximation to $|d \varphi(u)|$. The latter may then be used to form approximations to the $F_{n}^{\prime} \mathrm{s}$ and hence ap-

TABLE I. Bounds on $V(x)$ associated with the [2/2] PA.

| $\boldsymbol{x}$ | $[2 / 2](x)-B_{2}(x)$ | $[2 / 2]+C_{2}(x)$ |
| ---: | :--- | :--- |
| 0 | 0.40 | 0.40 |
| 1 | 0.17 | 0.19 |
| 2 | 0 | 0.24 |
| 3 | -0.38 | 0.66 |
| 4 | -1.55 | 2.12 |
| 5 | -5.74 | 7.34 |
| 6 | -28.7 | 35.6 |
| 7 | -908 | 1103 |
| 8 | -173 | 207 |
| 9 | -40.2 | 47.8 |
| 10 | -20.5 | 24.1 |
| 50 | -2.67 | 2.79 |
| 100 | -1.94 | 2.81 |

proximations to the correction constants. The correction constants are not unduely sensitive to inaccuracies in the $F_{n}$ 's because they depend on them only linearly. Both of the above methods have been successfully applied to several different examples.

The idea of forming correction terms to PA's can be extended readily in several directions. With alternative choices of trial functions in the bivariational functionals one can obtain corrections for arbitary $[M / N]$ PA's to $f(x)$. Again, following the method of Epstein and Barnsley, ${ }^{15}$ it is possible to develop correction terms for multipoint PA's to $f(x)$. The latter would be useful in obtaining bounds on $K p$ forward dispersion relations, ${ }^{13}$ where one has a function of the form (1.1) and the given information, obtained experimentally, is typically $\left\{f\left(x_{i}\right)\right\}_{i=1}^{2 N}$ with $0<x_{1}<x_{2}<\cdots<x_{2 N}<\infty$.
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#### Abstract

After a schematic examination of the "physical" representations of the Galilei group, a quantum mechanical description is drawn from a "laboratory" one in the case of a free elementary system with spin, assuming that the kinematical group is the Galilei group. In fact, the "laboratory states" of the system naturally fit in a Galilei-Hilbert bundle. Then, according to the general theory of the unitary representations of groups in the framework of Hilbert bundles which is outlined in this paper, a unitary representation of the Galilei group is constructed which is shown to contain all the physical Gabilei representations. The quantum mechanical description which has been obtained in this way gives rise to an algebra of observables by means of a general procedure which connects a unitary representation of a Lie group with a Hilbert representation of the corresponding Lie algebra. The inner energy is shown to be a superobservable for the system under consideration. Moreover, the kinematical properties of such a system are independent of the values of the inner energy.


## 1. INTRODUCTION

The subject of this paper is the quantum mechanical description of the kinematical properties of an isolated elementary system with spin, namely its behavior under translations, rotations, uniform motions, assuming as kinematical group the Galilei group. However, such properties are completely described by a unitary representation of the group in a Hilbert space, and these representations are very well known. ${ }^{1}$ Then what is the novelty of the present work?

Before answering this question, we mention that in Sec. 3 it is shown that successful means in the construction of a unitary representation of a group $G$ is to find a $G$-Hilbert bundle. Now, we are in the position to expound the somewhat unusual procedure we adopt here. Our starting-point is the remark that the "laboratory states" of an isolated elementary system naturally fit into a Galilei-Hilbert bundle. Then, we are led to construct a representation of the Galilei group, which is shown to contain all the "physical" representations of the the group. Moreover, an "algebra of observables" can be drawn from such a description. Finally, the inner energy is shown to be a superobservable for the system under examination and two such systems have the same kinematical properties also if the relative values of the inner energies are different.

The main physical significance and justification for the the present work are that it furnishes a concrete example of a procedure the extent of which is greater than the definite case which is the object of this work. Such a procedure is to derive, for a physical system, a quantum mechanical description (here this term means that kind of picture involving Hilbert spaces, self-adjoint operators, continuous representations of groups, and so on) from something to be interpreted as a "laboratory" description of the system, inasmuch as it is this phenomenological information which forms in a sense the phenomenological definition of the physical system under consideration. To be definite, such a rather general procedure can be outlined in the following way:
(a) We consider a physical system and a group $G$ as its symmetry group.
(b) The "laboratory" properties of the system lead us to construct in a rather naive way a "set bundle" with an action of $G$, namely to single out a set (the "base set") whose elements can be interpreted as the "geometric" states of the system and, for any such geometric state, a set (a "fiber") whose elements are to be added to the geometric state to get a "total" state (the fibers then represent the inner variables of the system). ${ }^{2}$ Such a state can be called a "laboratory" state as it represents a definite phenomenological situation for the physical system. In addition, we find an action of $G$ on this bundle in a natural way, namely looking at the fashion in which the states transform in connection with $G$.
(c) We add mathematics (e.g., topological or analytical or Borel structures, measures of the elements of volume, connections among the emerging structures) to the structure of (b). ${ }^{3}$ For instance, we can try to construct a G-Hilbert bundle. Suppose we succeed in this purpose.
(d) According to the theory expounded in Sec. 3, a Hilbert space can be constructed as well as a unitary representation of $G$ on it. Therefore we have a quantum mechanical description of the system. Suppose that $G$ is a Lie group. Then we can draw a representation of the Lie algebra of $G$ by essentially self-adjoint operators. ${ }^{4}$
(e) We take the von Neumann algebra generated by the range of the representation of the Lie algebra of $G$ constructed in (d). We are then in the framework of the algebraic approach to quantum mechanics which has been developed by Jauch and others. ${ }^{5}$ Therefore we can interpret the mathematical structure that we have got from the standpoint of the algebra of observables. In this way we can reach or recover physically interpretable results, as for instance the presence of superselection rules and the way in which the superselection sectors depend on the values of superobservables.

This procedure is applied in Sec. 4 to a free elementary system with spin (namely the spin is the only inner variable), taking the Galilei group for the kinematical group. Then, in the "set bundle" of (b) the elements of the "base set" are the energy and momentum states and those of the "fibers" are the spin states. To perform the program of (e) it remains necessary to know what are the "physical" representations of the Galilei group. Therefore in Sec. 2 we sketch the arguments which lead to the classification and the construction of these "physical" representations.

In Sec. 3 we expound some theory about $G$-Hilbert bundles. We show that in this mathematical structure a unitary representation of a group $G$ can be easily constructed. The scope of Sec. 3 is wider than its mere application to the Galilei group which is made in Sec. 4. In fact, Hilbert bundles can be of notable importance in theoretical physics, as can be inferred also from the generality of the scheme outlined above.

## 2. PHYSICALLY MEANINGFUL REPRESENTATIONS OF THE GALILEI GROUP

In this section we shall outline the chain of arguments which lead to the physically meaningful representations of the proper Galilei group (which will be called the Galilei group in the sequel). Moreover, we shall write a definite expression for any such representation. Since the proof of any assertion of this section will be not even hinted here, to any assertion a definite reference is ascribed wherein the proof can be found.

To avoid unessential complications, we replace the Galilei group with its universal covering group, which can be identified with the group $G=\left(\mathbb{R} \times \mathbb{R}^{3}\right) \times{ }_{\alpha}\left(\mathbb{R}^{3}\right.$ $\times_{\beta} S U(2)$ ). By $\mathbb{R}^{n}$ we denote the $n$-dimensional group of reals. By $S U(2)$ the special unitary group of $2 \times 2$ matrices. By $\times_{\beta}$ the semidirect product relative to the homomorphism $\beta$ of $S U(2)$ into Aut $\mathbb{R}^{3}$ defined by $\beta(u) v$ $=D^{(1)}(u) \mathbf{v}$, where $D^{(1)}$ is the spin 1 representation of $S U(2)$. By $x_{\alpha}$ the semidirect product relative to the homorphism $\alpha$ of $\mathbb{R}^{3} \times{ }_{\beta} S U(2)$ into Aut $\left(\mathbb{R}^{1} \times \mathbb{R}^{3}\right)$ defined by $\alpha(\mathbf{v}, u)(t, \mathbf{a})=\left(t, D^{(1)}(u) \mathbf{a}+\mathbf{v} t\right)$. The composition law of $G$ is $\left(t^{\prime}, \mathbf{a}^{\prime}, \mathbf{\nabla}^{\prime}, u^{\prime}\right)(t, \mathbf{a}, \mathbf{v}, u)=\left(t^{\prime}+t, \mathbf{a}^{\prime}+D^{(1)}\left(u^{\prime}\right) \mathbf{a}+\mathbf{v}^{\prime} t, \mathbf{v}^{\prime}\right.$ $\left.+D^{(1)}\left(u^{\prime}\right) \mathbf{v}, u^{\prime} u\right)$, denoting an element $g$ of $G$ by $(t, \mathbf{a}, \mathbf{v}, u)$. The group $\mathcal{G}$ is a locally compact (1.c.), second countable ( $\mathrm{s} . \mathrm{c}$. ), and simply connected Lie group. ${ }^{6}$

The representations of $\mathcal{G}$ of physical interest are projective representations, ${ }^{7}$ namely Borel homomorphisms of $\mathcal{G}$ into the quotient group $U / Z$. Here $U$ is the unitary group of a separable Hilbert space endowed with the strong operator topology and $Z$ is the closed and normal subgroup of the elements of $U$ which are multiples of the identity operator. The Borel structures we consider on $G$ and $U / Z$ are those generated by the respective topologies. ${ }^{8}$

The study of projective representations can be conveniently performed by the study of $\omega$-representations of $\mathcal{G} \cdot{ }^{8} \mathrm{An} \omega$-representation of $G$ is a Borel map $V$ of $G$ into $U$ for which a multiplier $\omega$ for $G$ exists such that $V_{g^{\prime} g}=\omega\left(g^{\prime}, g\right) V_{g^{\prime}}, V_{g^{\circ}}$ Similarity classes of multipliers exist, equal in number to the values of a label $m$ which
ranges in $\mathbb{R}$. A representative for the class labelled by $m$ is $\omega_{m}\left(\left(t^{\prime}, \mathbf{a}^{\prime}, \mathbf{\nabla}^{\prime}, u\right),(t, \mathbf{a}, \mathbf{\nabla}, u)\right)=\exp \left[i m\left(\frac{1}{2} \mathbf{v}^{\prime 2} t+\mathbf{\nabla}^{\prime} D^{(1)}\right.\right.$ $\left.\left.\times\left(u^{\prime}\right) \mathrm{a}\right)\right] .{ }^{9}$ For $m=0$ we have a representation of $G$ which describes a nonlocalizable Galilei invariant system. ${ }^{10}$ Moreover, an $\omega_{-m}$-representation and an $\omega_{m}$-representation, as antiunitarily equivalent, give two physically equivalent projective representations. ${ }^{11}$ Therefore, it is enough to study the $\omega_{m}$-representations with $m>0$.

The study of the $\omega_{m}$-representations of $G$ is conveniently performed by a central extension $G^{m}$ of $T$ by $G$, where $T$ denotes the one-dimensional torus and the composition law of $G^{m}$ is $\left(z^{\prime}, g^{\prime}\right)(z, g)=\left(z^{\prime} z \omega_{m}\left(g^{\prime}, g\right)^{-1}, g^{\prime} g\right)$, with $\left(z^{\prime}, g^{\prime}\right)$ and $(z, g)$ in $T \times G$. In fact, if $V$ is a continuous unitary representation (CUR) of $\mathcal{G}^{m}$ such that $V(z, e)=z \rrbracket$ for any $z$ in $T$, its restriction to $G$ is an $\omega_{m}$-representation of $\mathcal{G}$ and any $\omega_{12} \omega_{m}$-representation of $G$ can be obtained in this way. ${ }^{12}$

With the product topology of $T$ and $G, G^{m}$ results in a l.c.s.c. Lie group. The group $G^{m}$ can be identified with the "regular" semidirect product ( $T \times \mathbb{R} \times \mathbb{R}^{3}$ ) $\times$ $\times_{\alpha_{1}}\left(\mathbb{R}^{3} \times{ }_{\beta} S U(2)\right)$, where $\alpha_{1}$ is the homomorphism defined by $\alpha_{1}(\mathbf{v}, u)(z, t, \mathbf{a})=\left(z \exp \left[-i m\left(\mathrm{v} D^{(1)}(u) \mathbf{a}+\frac{1}{2} \mathbf{v}^{2} t\right)\right], t, D^{(1)}(u) \mathbf{a}\right.$ $+\mathrm{v} t)$. Since $G^{m}$ is a "regular" semidirect product, Mackey's standard procedure ${ }^{13}$ can be applied to obtain all the equivalence classes of irreducible CUR's (CUR's) of $\mathcal{G}^{m}$. The results can be summarized in the following way. An action of $G^{m}$ can be defined on the dual $Z \times \mathbb{R}$ $\times \mathbb{R}^{3}$ ( $Z$ denotes the group of integers) of the group $T \times \mathbb{R}$ $\times \mathbb{R}^{3}$. Then, take a point ( $n, p_{0}, \mathbf{p}$ ) of an orbit and a CUIR $L$ of the "little group" $G_{\left(n, p_{0}, p\right)}^{m}$ [namely the group of the elements of $\mathcal{G}^{m}$ which lie in $\mathbb{R}^{3} \times{ }_{\beta} S U(2)$ and leave ( $n, p_{0}, \mathbf{p}$ ) invariant] and construct the representation $U^{\left(n, p_{0}, p\right) L}$ of $G^{m}$ induced by the representation ( $\left.n, p_{0}, \mathrm{p}\right) L$ of the subgroup $\left(T \times \mathbb{R} \times \mathbb{R}^{3}\right) \times{ }_{\alpha_{1}} G_{\left(n, p_{0}, p\right)}^{m}$. As $U^{\left(n, p_{0}, D\right) E}$ is irreducible, this procedure results in the construction of a CUIR of $G^{m}$ starting from a CUIR of the little group of a point of an orbit. Moreover, all the CUIR's of $G^{m}$ are obtained by this procedure and any one of them once and only once (up to equivalence), if all the orbits are taken and for any orbit all the CUIR's (up to equivalence) of the little group of a (definite but arbitrarily chosen) point of the orbit. ${ }^{14}$

For the case of interest ( $m>0$ ), the $G^{m}$-orbits are the sets $O_{n, \mathbf{c}}=\left\{\left(n, p_{0}, \mathbf{p}\right) \in \mathbf{Z} \times \mathbb{R} \times \mathbb{R}^{3} ; \mathbf{p}^{2}-2 n m p_{0}=\epsilon\right\}$ with $\epsilon$ $\in \mathbb{R}$ and $n \in Z$, and $\left\{\left(0, p_{0}, \mathbf{0}\right)\right\}$ with $p_{0} \in \mathbb{R}$ ( 0 and $\mathbf{0}$ are the null elements of $Z$ and $\mathbb{R}^{3}$, respectively). The little group of a point of the orbit $O_{n, 0}$ is isomorphic to $S U(2)$ if $n \neq 0$ and to the two-dimensional Euclidean group if $n=0$, while the little group of $\left\{\left(0, p_{0}, 0\right)\right\}$ is isomorphic to the three-dimensional Euclidean group.

The CUIR's of $G^{m}$ which give rise to $\omega_{m}$-representations of $\mathcal{G}$ are (up to equivalence) just those which can be constructed from the orbits $O_{1,6}$, with $\epsilon \in \mathbb{R}$. Therefore, considering the CUIR's $V^{(\epsilon, j)}=U^{(1, \epsilon / 2 m, 0) D(j)}$ [where $D^{(j)}$ denotes the spin $j$ representation of $S U(2)$ ] of $\mathcal{G}^{m}$ for any half-integer $j$ and any real number $\epsilon$, we take in fact into account all the physically meaningful representations of $\mathcal{G}$. The representation $V^{(a, f)}$ can be expressed conveniently in the Hilbert space $L_{\mathbb{a}^{2 j+1}}^{2}\left(\mathbb{R}^{3}, \nu^{3}\right)$ ( $\nu^{3}$ denotes the Lebesgue measure on $\left.\mathbb{R}^{3}\right)^{16}$ as follows:

```
\(\left(V_{(k, \xi)}^{(t, j)} f\right)(\mathbf{p})\)
    \(=z \exp i\left(-\frac{1}{2 m}\left(\mathbf{p}^{2}-\epsilon\right) t+\mathrm{pa}\right) \quad D^{(j)}(u) f\left(D^{(1)}\left(u^{-1}\right)(\mathbf{p}-m \boldsymbol{v})\right)\),
    \(\forall f \in L_{\mathbf{c}^{2 j+1}}^{2}\left(\mathbb{R}^{3}, \nu^{3}\right) .{ }^{17}\)
```

In Sec. 4 we shall present a method to get the physically meaningful representations of $G$ by means of a definite realization of the mathematical structure to be examined in Sec. 3. The important point is that such a realization can be construed from a "laboratory" point of view.

## 3. G-HILBERT BUNDLES

In the next section we shall draw representations of the Galilei group from a Galilei-Hilbert bundle, which will not be transitive. Since Hilbert bundles with the action of a group are not commonly treated in the literature, at least in the nontransitive case, it is convenient to expound here the elements of this subject which are needed in the next section.

First of all, we prove a theorem which provides us with a tool to construct a Hilbert space out of a field of Hilbert spaces. For the definitions of Borel field and of direct integral of Hilbert spaces and of any other related concept that we use in this paper, see Ref. 16 (hereafter denoted DW).

Proposition 1: Let $Z$ be a Borel space and $\{H(\zeta)\}(\zeta$ $\in Z)$ a field of Hilbert spaces ${ }^{18}$ such that [denoting by $d(\zeta)$ the dimension of $H(\zeta)] Z_{p}=\{\zeta \in Z ; d(\zeta)=p\}$ is a Borel set of any $p$. For any $p$ let $H_{p}$ be a define $p$ dimensional Hilbert space and for any $\zeta \in Z$ let $U(\zeta)$ be a definite unitary isomorphism of $H(\zeta)$ onto $H_{d(\zeta)}$. Denoting by $\Pi_{\xi \in Z} H(\zeta)$ the complex vector space of the fields of vectors, let

$$
\begin{array}{r}
\sigma=\left\{x \in \prod_{\zeta \in z} H(\zeta) ; \quad Z_{p} \ni \zeta \rightarrow U(\zeta) x(\zeta) \in H_{p}\right. \\
\text { is a Borel map for any } p\},
\end{array}
$$

where in $H_{p}$ the Borel structure induced by the norm is considered. Depending on $\sigma,\{H(\xi)\}(\zeta \in Z)$ results in a Borel field of Hilbert spaces on $Z$.

Proof: From Lemma 8.4 in Ref. 19 we have that, for an element $x$ of $\Pi_{\xi \in Z} H(\zeta), x \in \sigma$ iff $\left.Z_{p} \ni \zeta \rightarrow\langle u| U(\zeta) x(\zeta)\right)$ $\in \mathbb{C}$ (where $\mathbb{C}$ denotes the complex plane) is a Borel function, $\forall u \in H_{p}$ and for any $p$. Then it is easy to show that $\sigma$ fulfills the conditions of Definition 1 and Rem. 3 in DW-11.1.3. First we notice, in fact, that $\sigma$ is obviously a linear subspace of $\Pi_{\xi} \in Z H(\zeta)$. Next, for any $x \in \sigma, Z_{\phi} \ni \zeta \rightarrow\|x(\zeta)\| \in \mathbf{R}$ is a Borel function for any $p$, as $\|x(\zeta)\|^{2}=\sum_{n}\left|\left(u_{n}^{(\phi)} \mid U(\zeta) x(\zeta)\right)\right|^{2}$ for any orthonormal basis $\left\{u_{n}^{(\phi)}\right\}$ in $H_{p}$. Hence $\|x(\zeta)\|$ is a Borel function on $Z$, since the $Z_{p}$ 's are Borel sets whose (countable) union is $Z$. Let, moreover, $y \in \Pi_{\xi \in Z} H(\zeta)$ be such that $Z \supset \zeta$ $\rightarrow(x(\zeta) \mid y(\zeta)) \in \mathbb{C}$ is a Borel function, $\forall x \in \sigma$. For any $p$, take then $x^{(p)}$ in $H_{p}$ and define the field of vectors $x(\zeta)$ $=U(\zeta)^{-1} x^{(d(\zeta))}$. As $x$ is obviously an element of $\sigma$, $\left(x^{(u(\zeta))} \mid U(\zeta) y(\zeta)\right)$ is a Borel function on $Z$, whence $\left(x^{(p)} \mid\right.$ $U(\zeta) y(\xi))$ is a Borel function on $Z_{p}$ for any $x^{(p)}$ in $H_{p}$ and for any $p$, namely $y \in \sigma$. For any $p$ let finally $\left\{x_{n}^{(p)}\right\}$ be a sequence of elements of $H_{p}$ which span $H_{p}$. Then the field of vectors $x_{n}(\zeta)=U(\zeta)^{-1} x_{n}^{(d(\zeta))}$ is obviously an ele-
ment of $\sigma$ for any $n$ and $\left\{x_{n}(\zeta)\right\}$ span $H(\zeta)$ for any $\zeta$ as $U(\zeta)$ is a unitary isomorphism. This completes the proof.
When the conditions of this theorem hold, we can construct a direct integral $\int_{z}^{\oplus} H(\zeta) d \mu(\zeta)$ of the $H(\zeta)$ 's whenever a $\sigma$-finite measure $\mu$ is given on $2 .{ }^{20}$ Take in fact all the elements $y \in \Pi_{\varepsilon \in Z} H(\zeta)$ such that the function $Z$ $\ni \zeta \rightarrow(y(\zeta) \mid x(\zeta))$ is $\mu$-measurable for any $x \in \sigma$. With the set of such elements, $\{H(\zeta)\}(\zeta \in Z)$ results in a $\mu-$ measurable field of Hilbert spaces. Therefore, we can define $\int_{z}^{\oplus} H(\zeta) d \mu(\zeta)$ as the direct integral originating from this $\mu$-measurable field. It is remarkable that any element of $\int_{z}^{\oplus} H(\zeta) d \mu(\zeta)$ is an equivalence class which contains an element of $\sigma$. We shall denote the elements of the direct integral and the representatives thereof with the same notation and, when it will prove useful, we shall choose representatives which lie in $\sigma$.

Now we define $G$-Hilbert bundles, assuming for $G$ a l.c.s.c. group.

Definition 1: A G-Hilbert bundle is a standard Borel space $Z$ on which a field $\{H(\zeta)\}(\xi \in Z)$ of Hilbert spaces is given, such that, denoting by $B$ the set $B=\cup_{\varepsilon \in Z} H(\zeta)$ and by $\pi$ the map

$$
\pi: B \rightarrow Z, \quad \pi(w)=\zeta \text { if } w \in H(\zeta)
$$

the following conditions hold:
(a) $Z$ is a Borel $G$-space, namely a homomorphism $t$ of $G$ into the group of the automorphisms of $Z$ exists such that $G \times Z \ni(g, z) \rightarrow t(g) \zeta \in Z$ is a Borel map.
(b) $B$ is a $G$-space, namely a homomorphism $T$ exists of $G$ into the group of the bijections of $B$ with itself.
(c) $\pi$ is an intertwining map for $T$ and $t$, namely $t(g) \circ \pi=\pi \circ T(g)$ for each $g \in G$. Moreover, $T(g)$ restricted to $H(\zeta)$ is a unitary isomorphism of $H(\xi)$ onto $H(t(g) \zeta)$ for each $g \in G$ and $\xi \in Z$.
(d) $Z_{\phi}$ (defined as in Proposition 1) is a Borel set for any $p$ and for each $\zeta \in Z$ a unitary isomorphism $U(\zeta)$ of $H(\zeta)$ onto $H_{d(\zeta)}\left(H_{p}\right.$ denotes a definite $p$-dimensional Hilbert space) exists such that

$$
G \times Z_{p} \ni(g, \zeta) \rightarrow U(\zeta) T(g) U\left(t\left(g^{-1}\right) \zeta\right)^{-1} \in U\left(H_{p}\right)
$$

is a Borel map for any $p$, if on the unitary group $U\left(H_{p}\right)$ of $H_{p}$ the strong operator topology is assumed.

This definition seems somewhat different from the usual ones of $G$-Hilbert bundles. To recover, for instance, the definition of Ref. 19 ( p .86 ), we have in fact to replace (d) in the definition above with the following condition: ( $\mathrm{d}^{\prime}$ ) $Z$ is transitive with respect to $t$ and $B$ is a standard Borel space such that $\pi$ is a Borel map, $B$ is a Borel $G$-space with respect to $T$ and, for each $\zeta$ $\in Z$, the natural Borel structure of $H(\zeta)$ is the one induced on it by $B$. Definition 1 is indeed a generalization of Varadarajan's definition since they are fully equivalent when $Z$ is a transitive $G$-space. In fact, if (a), (b), and (c) hold, it can be proved that (d) follows from ( $\mathrm{d}^{\prime}$ ) and that, whenever in (a) $Z$ is transitive and (d) holds,
one and only one（up to isomorphism）Borel structure exists on $B$ such that（ $d^{\prime}$ ）holds．${ }^{21}$

Such an equivalence is really also a motivation to call the structure defined in Definition 1 a $G$－Hilbert bundle，since this term is the usual one for the struc－ ture of Varadarajan＇s definition．We notice in partic－ ular that a result from the previous discussion is that in a transitive $G$－Hilbert bundle（namely in a $G$－Hilbert bundle with $Z$ transitive）a Borel structure can be de－ fined on $B$ such that $\{H(\zeta)\}(\zeta \in Z)$ is a Hilbert bundle（in the sense of the definition in Ref．19，p．86）．

Finally，we construct a CUR of $G$ in a $G$－Hilbert bundle．

Proposition 2：Let a G－Hilbert bundle be given（whose constituents we denote with the same symbols as in Definition 1）along with a $\sigma$－finite measure $\mu$ on $Z$ and let $\mu$ be invariant with respect to the action $t$ of $G$ ．De－ noting by $H$ the Hilbert space $\int_{Z}^{\oplus} H(\zeta) d \mu(\zeta)$ ，for $g \in G$ define the mapping $V_{g}: H \rightarrow H,\left(V_{g} x\right)(\zeta)=T(g) x\left(t\left(g^{-1}\right) \zeta\right)$ ． For each $g \in G, V_{g}$ is a unitary operator and the mapping $V: G \rightarrow U(H), V(g)^{g}=V_{g}$ of $G$ into the unitary group $U(H)$ of $H$ is a CUR of $G$ ．

Proof：First we notice that the possibility of defining $H$ in the framework of a $G$－Hilbert bundle derives from Proposition 1 and the remarks following it．Moreover， $H$ results in a separable Hilbert space，as a consequence of the Corollary in DW－11．1．6．

Next we have to prove the consistency of the definition of $V_{g}$ ，namely that $V_{g} x$ is indeed an element of $H$ ，for each $g \in G$ and $x \in H$ ．Take then $x \in H$ ．For any $p, G \times Z_{p}$ $\ni(g, \zeta) \rightarrow U\left(t\left(g^{-1}\right) \zeta\right) x\left(t\left(g^{-1}\right) \zeta\right) \in H_{p}$［whose definition is correct after（c）in Definition 1］is a Borel map since it is the product of $Z_{p} \ni \zeta \rightarrow U(\zeta) x(\zeta) \in H_{p}$ ，which is a Borel map by definition of $\sigma$ in Proposition 1，and of $G$ $\times Z_{p} \ni(g, \zeta) \rightarrow t\left(g^{-1}\right) \zeta \ni . Z_{p}$ ，which is a Borel map since $Z_{p}$ is a Borel set and（a）in Definition 1 holds．Hence， as a consequence of（d）in Definition 1，

$$
\begin{aligned}
& G \times Z_{p} \ni(g, \zeta) \rightarrow\left(U(\zeta) T(g) U\left(t\left(g^{-1}\right) \zeta\right)^{-1},\right. \\
& U\left(t\left(g^{-1}\right) \zeta\right) \times\left(t\left(g^{-1}\right) \zeta\right) \in U\left(H_{p}\right) \times H_{p}
\end{aligned}
$$

is also a Borel map and this in turn implies that

$$
G \times Z_{p} \ni(g, \zeta) \rightarrow U(\zeta) T(g) x\left(t\left(g^{-1}\right) \zeta\right) \in H_{p}
$$

is a Borel map，as $U\left(H_{p}\right) \times H_{p} \ni(V, u) \rightarrow V u \in H_{p}$ is easily shown to be a continuous map with respect to the strong operator topology and to the norm of $H_{p}$ ．Therefore，for each $g \in G, V_{g} x$ is an element of $\Pi_{G} \in Z_{Z} H(\zeta)$ which lies in $\sigma$［as follows from（c）in Definition 1］．In fact，it is an element of $H$ ，since square integrability follows from
$\int_{Z}\left\|T(g) x\left(t\left(g^{-1}\right) \zeta\right)\right\|^{2} d \mu(\zeta)=\int_{Z}\|x(\zeta)\|^{2} d \mu(\zeta)=\|x\|^{2}$, which is a consequence of（c）in Definition 1 and of the invariance of $\mu$ ．

For each $g \in G$ it is trivial to show that $V_{g}$ is an iso－ metric operator on $H$ and that $V_{g}\left(V_{g-1} x\right)=x, \forall x \in H$ ， from which it follows that $V_{g}$ is indeed a unitary opera－ tor．Moreover，$V_{g_{1} g_{2}}=V_{g_{1}} V_{g_{2}}, \forall g_{1}, g_{2} \in G$ ，as can be shown by an easy computation．Hence $V$ is a unitary representation of $G$ in $H$ ．To complete the proof of the proposition we have to show that $V$ is continuous．

Now，let $\nu$ be a finite measure on $G$ equivalent to a Haar measure on $G$ ．Such a finite measure exists since in al．c．s．c．group a Haar measure is $\sigma$－finite ${ }^{19}$ We notice also that，for any $x$ and $y$ in $H$ ，

$$
\varphi_{:} G \times Z \rightarrow \mathbb{C}_{g} \quad \varphi(g, \zeta)=\left(\left(V_{\xi} x\right)(\zeta) \mid y(\zeta)\right)
$$

is a Borel map．In fact，since $G \times Z_{p} \ni(g, \zeta) \rightarrow U(\zeta)\left(V_{\boldsymbol{e}} x\right)$ $\times(\zeta) \in H_{p}$ has been previously proved to be a Borel map and $G \times Z_{p} \ni(g, \zeta) \rightarrow U(\zeta) y(\zeta) \in H_{p}$ is a Borel map by de－ finition of $\sigma$ in Proposition 1，it can be easily shown that $\varphi$ restricted to $G \times Z_{p}$ is a Borel map for any $p$ ，whence $\varphi$ itself is a Borel map as the $Z_{p}$＇s are Borel sets whose （countable）union is $Z$ ．Then，by Tonelli theorem，${ }^{22}$ the integral

$$
I=\int_{G}\left(\int_{z}|\varphi(g, \zeta)| d \mu(\zeta)\right) d \nu(\zeta)
$$

exists．Moreover，by Schwarz and Hölder inequalities，

$$
\begin{aligned}
\int_{Z} \mid & \varphi(g, \zeta) \mid d \mu(\zeta) \leqslant\left(\int_{z}\left\|\left(V_{g} x\right)(\zeta)\right\|^{2} d \mu(\zeta)\right)^{1 / 2} \\
& \times\left(\int_{z}\|y(\zeta)\|^{2} d \mu(\zeta)\right)^{1 / 2}=\|x\|\|y\|
\end{aligned}
$$

whence $I \leqslant \nu(G)\|x\|\|y\|$ ．Then，again by Tonelli＇s theorem，$\varphi$ is $\nu \times \mu$－integrable on $G \times Z$ ．Therefore，by Fubini＇s theorem，${ }^{23}$

$$
G \ni g \rightarrow \int_{Z} \varphi(g, \zeta) d \mu(\zeta)=\left(V_{\boldsymbol{g}} x \mid y\right)
$$

is $\nu$－measurable for all $x, y \in H$ ．Since this amounts to the continuity of $V,{ }^{24}$ the proposition is proved．

To conclude this mathematical section，we point out that Proposition 2 would hold in a similar form also if the measure $\mu$ were not actually invariant，but just quasi－invariant．Anyway，since in the quasi－invariant case the proof is slightly more involved than in the in－ variant one and since the measure we shall use in the next section is invariant，we have preferred to assume $\mu$ invariant．

## 4．A＂LABORATORY＂GALILEI－HILBERT BUNDLE AND THE INNER ENERGY AS A SUPERSELECTION RULE

In this section we shall be concerned with the de－ scription of an isolated elementary system with spin， namely of a free system with no inner variables other than spin．In fact，we shall study its kinematical prop－ erties in the framework of Galilean relativity．

We shall present here a way to deduce，from the ＂laboratory＂kinematical properties of a free elemen－ tary system of spin $j$ and mass $m$ ，its quantum mechan－ ical kinematical properties in the following sense。A triple of values of the energy，the momentum，and the spin can be assumed to be a＂laboratory state＂of the system，while its quantum kinematical properties are completely described in the framework of a unitary representation of the Galilei group $G$ in a Hilbert space。 Then，we shall deduce a unitary representation of $\mathcal{G}$ from the behavior of the energy，the momentum，and the spin of the system with respect to the transformations of $G$ ．In this deduction we shall use the theory expounded in Sec． 3 。

From the conclusions of Sec．2，the＂right＂group to study the physical representations of $G$ is the extended group $\mathcal{G}^{m}$ ．Then，the approach to Galilean invariance
from the point of view of the Hilbert bundle techniques is to construct a $G^{m}-$ Hilbert bundle and a CUR of $G^{m}$ therein.

With the notations of Definition 1, we assume $Z=\mathbf{R}^{4}$ and construct on it a field of Hilbert spaces $\left\{H\left(p_{0}, \mathrm{p}\right)\right\}$ $\left(\left(p_{0}, \mathbf{p}\right) \in \mathbb{R}^{4}\right)$ setting $H\left(p_{0}, \mathrm{p}\right)=\mathbb{C}^{2 \ell+1}$ for each $\left(p_{0}, \mathbf{p}\right) \in \mathbb{R}^{4}$. On $\mathbf{R}^{4}$ and $G^{m}$ we take the standard Borel structures generated by the respective topologies. Moreover, we define a homomorphism $t$ of $\mathcal{G}^{m}$ into the group of the automorphisms of $\mathbb{R}^{4}$ setting $t(z, g)\left(p_{0}, \mathfrak{p}\right)=\left(p_{0}^{\prime}, p^{\prime}\right)$, where $p_{0}^{\prime}=p_{0}+(m / 2) \mathbf{v}^{2}+D^{(1)}(u) \mathbf{p v}$ and $\mathbf{p}^{\prime}=D_{u}^{(1)} \mathbf{p}+m \mathbf{v}$, for each $(z, g) \in \mathcal{G}^{m}$ and $\left(p_{0}, \mathbf{p}\right) \in \mathbf{R}^{4}$. We also construct a homomorphism $T$ of $G^{m}$ into the group of the automorphisms of $B=U_{\left(p_{0}, p\right) \in \mathfrak{R}^{4} H} H\left(p_{0}, p\right)$, defining $T(z, g) s$ to be the element $\varphi\left(p_{0}, \mathbf{p} ; z, g\right) D^{(f)}(u)$ s of $H\left(p_{0}^{\prime}, \mathbf{p}^{\prime}\right)$, where $\varphi\left(p_{0}, \mathbf{p} ; z, g\right)=z \exp \left[i\left(-p_{0}^{\prime} t+\mathbf{p}^{\prime} \mathbf{a}\right)\right]$, for each $(z, g) \in G^{m}$ and each $\mathbf{s} \in B$ which lies in $H\left(p_{0}, p\right) .{ }^{25}$ Finally, for each $\left(p_{0}, \mathfrak{p}\right) \in \mathbb{R}^{4}$, we choose the identity map of $\mathbb{C}^{2 j+1}$ to be the unitary isomorphism $U\left(p_{0}, p\right)$ of Definition 1. Then, all the conditions of Definition 1 are easily shown to hold. ${ }^{26}$

The action $t$ we assume on the "base space" $\mathbb{R}^{4}$ can be easily interpreted from the "laboratory" viewpoint. In fact, $t(z, g)\left(p_{0}, p\right)$ depends only upon the element $g$ of the Galilei group and not upon $z$ and represents the transformation of the laboratory values $p_{0}$ of the energy and p of the momentum of the system for two Galilean observers related by $g$. The action $T$ we assume on the "total space" $B$ is related to the laboratory behavior of the values of the spin, but it cannot be interpreted as easily as $t$ could. Indeed, the rays in $\mathbb{C}^{2 j+1}$ and not the vectors represent the spin states. Therefore, in the "laboratory" determination of an action on $B$, a phase factor is at our disposal. We have in fact introduced the function $\varphi$ in the definition of $T$. A motivation for the " $z$ " part of $\varphi$ can be found in the link between the representations of $G^{m}$ and the projective representations of $G$, which has been explained in Sec. 1. The convenience of adding to $z$ the exponential part in $\varphi$ can be understood after the following considerations. In fact, without this exponential part, $T$ would provide a trivial action of time and space translations. Therefore, from the $G^{m}$-Hilbert bundle a CUR of $G^{m}$ would be drawn in which the translations are represented in a trivial way. This is hardly acceptable since it can be easily shown to lead to a quantum mechanical picture without a position operator and without evolution. Finally, the definite form we have adopted for the exponential part is suggested by the classical relation of energy and momentum with time and space translations.

To draw a CUR of $G^{m}$ from the Galilei-Hilbert bundle constructed above, according to Proposition 2 we need a $\sigma$-finite invariant measure on $\mathbb{R}^{4}$. Let $\nu^{4}$ be the Lebesgue measure on $\mathbb{R}^{4}$ and $\alpha$ the Borel automorphism of $\mathbb{R}^{4}$ defined as $\alpha\left(p_{0}, \mathfrak{p}\right)=\left(\mathbf{p}^{2}-2 m p_{0}, \mathbf{p}\right)$. The function $\mu$ on the Borel structure of $\mathbb{R}^{4}$, defined as $\mu(\Delta)$ $=\nu^{4}(\alpha(\Delta))$ for each Borel set $\Delta$ of $\mathbb{R}^{4}$, is obviously a $\sigma$-finite measure on $\mathbb{R}^{4}$. Moreover, a brief calculation proves that $\mu$ is invariant with respect to $t$, since $\nu^{4}$ is invariant with respect to the action $\tau(z, g)\left(p_{0}, \mathrm{p}\right)$ $=\left(p_{0}, D^{(1)}(u) \mathbf{p}+m \mathbf{v}\right)$ of $\mathcal{G}^{m}$ on $\mathbb{R}^{4}$ and $\tau=\alpha \circ t \circ \alpha^{-1}$.

Then, from Proposition 2 it follows that

$$
\begin{aligned}
& V_{(\varepsilon, g)}: H \rightarrow H,\left(V_{(\varepsilon, g)} f\right)\left(p_{0}, \mathbf{p}\right)=z \exp \left[i\left(-p_{0} t+\mathbf{p a}\right)\right] \\
& \quad \times D^{(f)}(u) f\left(p_{0}+\frac{m}{2} \mathbf{v}^{2}-\mathbf{p v}, D^{(1)}\left(u^{-1}\right)(\mathbf{p}-m \mathbf{v})\right),
\end{aligned}
$$

is a unitary operator on $H=\int_{\mathbb{P}^{4}}^{\oplus} H\left(p_{0}, \mathrm{p}\right) d \mu\left(p_{0}, \mathrm{p}\right)$ for each $(z, g) \in \mathcal{G}^{m}$ which gives rise to ${ }^{\mathbb{R}^{4}}$ CUR $V$ of $\mathcal{G}^{m}$. We shall now show that $V$ contains all the physical representations of $G$ for the values $m$ for the mass and $j$ for the spin.

Let $H_{0}$ denote the Hilbert space $L_{\mathbf{C}^{2 j+1}}^{2}\left(\mathbb{R}^{3}, \nu^{3}\right)$. Take the field of Hilbert spaces $\{H(\epsilon)\}(\epsilon \in \mathbb{R})$, where $H(\epsilon)=H_{0}$ for each $\epsilon \in \mathbb{R}$. It is a Borel field with respect to the set of the fields of vectors which are Borel maps from $\mathbb{R}$ into $H_{0}$. Then we define $H^{(1)}=\int_{\mathbb{R}}^{\oplus} H(\epsilon) d \nu(\epsilon)$, where $\nu$ stands for the Lebesgue measure $\mathbb{O}_{\mathrm{R}} \mathbb{R}$. This will result in a Hilbert space where $V$ decomposes into a direct integral of all the CUIR's of $G^{m}$ which give rise to physical representations of $G$. Construct in fact the map

$$
W: H \rightarrow H^{(1)},(W f)(\epsilon)=\int_{\mathbb{R}}^{\oplus} f\left(\alpha^{-1}(\epsilon, \mathrm{p})\right) d \nu^{3}(\mathrm{p})
$$

It is shown to be a unitary isomorphism of $H$ onto $H^{(1)}$ in the following way. First, after some technicalities the definition of $W$ is shown to be consistent. Next, $W$ is shown to be isometric from the following equalities:

$$
\begin{aligned}
& \int_{\mathbb{R}}\|(W f)(\epsilon)\|^{2} d \nu(\epsilon)=\int_{\mathbb{R}}\left(\int_{\mathbb{R}^{3}} \| f\left(\alpha^{-1}(\epsilon, \mathfrak{p}) \|^{2} d \nu^{3}(\mathrm{p})\right) d \nu(\epsilon)\right. \\
& \quad=\int_{\mathbb{R}^{4}}\left\|f\left(\alpha^{-1}(\epsilon, \mathrm{p})\right)\right\|^{2} d \nu^{4}(\epsilon, \mathrm{p})=\int_{\mathbb{R}^{4}}\left\|f\left(p_{0}, \mathfrak{p}\right)\right\|^{2} d \mu\left(p_{0}, \mathrm{p}\right),
\end{aligned}
$$

of which the second one follows from Fubini's theorem and the third one from 111.10. 8 in Ref. 27. Finally, take three orthonormal bases $\left\{f_{n}\right\},\left\{g_{r}\right\}$ and $\left\{u_{k}\right\}$ for $L^{2}(\mathbb{R}, \nu), L^{2}\left(\mathbb{R}^{3}, \nu^{3}\right)$ and $\mathbb{C}^{2 i+1}$, respectively. Then $\left\{f_{n, r, k}\right\}$, where

$$
f_{n, r, k}=\int_{\mathbb{T R}}^{\oplus} f_{n}\left(\mathfrak{p}^{2}-2 m p_{0}\right) g_{r}(\mathfrak{p}){u_{k}} d \mu\left(p_{0}, \mathbf{p}\right),
$$

is an orthonormal basis for $H_{0}{ }^{28}$ Moreover $\left\{\psi_{n, r, k}\right\}_{9}$ where $\psi_{n, r, k}=W f_{n, r, k}$ is an orthonormal basis for $H^{(1)}$, since

$$
\begin{aligned}
& \left(W f_{n, r, k}\right)(\epsilon) \\
& \quad=f_{n}(\epsilon) \int_{\mathbb{R}^{3}}^{\oplus} g_{r}(\mathfrak{p}) u_{k} d \nu^{3}(\mathbf{p})
\end{aligned}
$$

and $\left\{g_{r, k}\right\}$, where

$$
g_{r, k}=\int_{\mathbb{R}_{3}}^{\oplus} g_{r}(\mathfrak{p}) u_{k} d \nu^{3}(\mathbf{p})
$$

is an orthonormal basis for $H_{0} .{ }^{28}$ This completes the proof that $W$ is unitary.

Now, we can determine the form taken by the representation $V$, when it is transferred in $H^{(1)}$ through the unitary isomorphism $W$. We have, for each $(z, g) \in \mathcal{G}^{m}$ and for any $\psi_{n, r, k}$,

$$
\begin{aligned}
& \left(W V_{(z, s)} W^{-1} \psi_{n, r, k}\right)(\epsilon) \\
& \quad=\int_{\mathbb{R}^{3}}^{\oplus}\left(V_{(z, k)} W^{-1} \psi_{n, r, k}\right)\left(\alpha^{-1}(\epsilon, \mathbf{p})\right) d \nu^{3}(\mathbf{p})
\end{aligned}
$$

$$
\begin{aligned}
= & \int_{\mathbb{R}^{3}}^{\oplus} z \exp \left[i\left(\left(-\frac{1}{2} m\right)\left(\mathbf{p}^{2}-\epsilon\right) t+\mathbf{p} \mathbf{a}\right)\right] \\
& \times D^{(j)}(u)\left(W^{-1} \psi_{n, r, k}\right)\left(\frac{1}{2 m}\left(\mathbf{p}^{2}-\epsilon\right)+\frac{m}{2} \mathbf{v}^{2}-\mathbf{p} \mathbf{v}\right. \\
& \left.D^{(1)}\left(u^{-1}\right)(\mathbf{p}-m \mathbf{v})\right) d \nu^{3}(\mathbf{p}) \\
= & V_{(\varepsilon, g)}^{(\epsilon)} \int_{\mathbb{R}^{3}}^{\oplus} \psi_{n, r, k}(\epsilon, \mathbf{p}) d \nu^{3}(\mathbf{p}) \\
= & \left.V_{(\varepsilon, g)}^{(\epsilon)} \psi_{n, r, k}(\epsilon) \quad \text { Ref. } 29\right)
\end{aligned}
$$

where $V^{(\epsilon)}$ is the CUIR of $\mathcal{G}^{m}$ introduced in Sec．2。 ${ }^{30}$ First of all，from these results it follows that $\epsilon \rightarrow V^{(\epsilon)}$ is a $\nu$－measurable field of CUR＇s of $G^{m}$（for the definition of $\nu$－measurable field of CUR＇s，see 18．7．1 in Ref，31； hereafter cited as DC）．The field of unitary operators $\epsilon \rightarrow V_{(z, g)}^{(\epsilon)}$ is in fact $\nu$－measurable for each $(z, g) \in \mathcal{G}^{m}$ ，as $W V_{(z, s)} W^{-1} \psi_{n, r, k}$ is obviously an element of $H^{(1)}$ for any $\psi_{n, r, k}$ and the representatives of $\psi_{n, r, k}$ make up a funda－ mental sequence of $\nu$－measurable fields of vectors（DW－ 11．1．Proposition 4，11．2．Proposition 1）．Moreover， $W V_{(z, g)} W^{-1}$ coincides with $\int_{\text {mi }}^{\oplus} V_{\substack{(\epsilon) \\(\epsilon)}}^{(z)} d \nu(\epsilon)$ for each $(z, g)$ $\in G^{m}$, since they are two unitary operators which transform in the same way the vectors of an orthonor－ mal basis of $H^{(1)}$ ．Therefore，the representation $V$ is unitarily equivalent，by means of $W$ ，to the CUR $V^{(1)}$ $=\int_{\mathbb{T R}}^{\oplus} V^{(\epsilon)} d \nu(\epsilon)$ of $G^{m}$ in $H^{(1)}$ ．

In fact，the discussion above is the proof of the fol－ lowing theorem．

Theorem：For a Galilei－invariant free elementary system of mass $m$ and spin $j$ it is possible to introduce in a fairly natural way a Galilei－Hilbert bundle with a $\sigma$－finite invariant measure，which leads to the construc－ tion of a CUR $V$ of $G^{m}$ in a Hilbert space $H$ ．By a unitary isomorphism of $H$ onto a direct integral of Hilbert spaces $H^{(1)}=\int_{\mathbb{R}}^{\ominus} H(\epsilon) d \nu(\epsilon)$ ，where $H(\epsilon)=L_{\mathbf{E} 2 j+1}^{2}\left(\mathbb{R}^{3}, \nu^{3}\right)$ for each $\epsilon \in \mathbb{R}, \mathbb{R}$ can be decomposed into the direct integral $\int_{\mathbb{R}}^{\oplus} V^{(\epsilon)} d \nu(\epsilon)$ of the CUIR＇s $V^{(\epsilon)}$ ，which are all the spin $j$ ${ }_{\text {representations of } G^{m}}^{\mathbb{R}}$ whose restrictions to $G$ are the physical representations of $G$ for the fixed values of the mass and the spin．

Hence，a representation of $\mathcal{G}^{m}$ has been constructed which contains any physical representation of $\mathcal{G}$ relative to the values $m$ for the mass and $j$ for the spin．We re－ mark now that in correspondence to the decomposition of $V$ into $\int_{\mathbb{R}} V^{(\epsilon)} d \nu(\epsilon)$ we get a continuous infinity of copies of the same projective representation of $G$ in $H_{0}$ ， as in $V^{(\epsilon)}$ the index $\epsilon$ is completely embodied by the term $\exp [i(\epsilon / 2 m) t]$ which is of no significance in passing to projective representations．Therefore，the quantum mechanical description of a free elementary system of mass $m$ and spin $j$ which is provided by $V$ splits into a continuous infinity of mutually equivalent quantum mechanical descriptions．We shall now set forth an interpretation of this fact in the framework of the algebraic formulation of the foundations of quantum mechanics．

From a foundational standpoint，the algebraic ap－ proach to quantum mechanics based on $W^{*}$－algebras ${ }^{32}$ is a very good one as it can be drawn in a sense from the
logical approach，${ }^{33}$ which in turn is directly inherent in the phenomenological interpretation of the physical ex－ periments．${ }^{34}$ We expound here just the few elements of the algebraic formulation based on $W^{*}$－algebras that are used in the sequel．A detailed treatment can be found in Refs． 5 and 33 ．To a physical system a $W^{*}$－algebra $A$ of operators in a Hilbert space $K$ is assigned，such that the self－adjoint operators affiliated with $A$（namely whose spectral projections belong to $A$ ）are a representation of the observables of the system；they are briefly called， in fact，observables of $A$ ．The observables which are not multiples of the identity operator and are affiliated with the center $C(A)=A^{\prime} \cap A$ of $A$ are called superob－ servables．${ }^{35}$ When superobservables exist，namely when $C(A)$ is not trivial，the picture based on $A$ is said to have superselection rules．In this framework not every $W^{*}$－algebra is assumed to be a sensible algebra of ob－ servables．It seems in fact necessary to assume that algebra of observables contains a complete system of commuting observables ${ }^{36}$ This assumption seemed to be denied in its generality by the case of parastatistics．${ }^{37}$ On the contrary，a correct interpretation of the algebra of observables in parastatistics shows that no contradic－ tion arises between this case and the general assump－ tion made above about complete systems．${ }^{38}$

In a $W^{*}$－algebra of observables $A$ ，the existence of a complete system of commuting observables is equiva－ lent to $A^{\prime} \subset A$ ．When this condition holds，a unitary isomorphism of $K$ with a direct integral of Hilbert spaces $K^{(1)}=\int_{\Lambda}^{\oplus} K(\lambda) d \rho(\lambda)(\Lambda$ denotes a locally compact space and $\rho$ a measure on it）exists through which $C(A)$ can be identified with the $W^{*}$－algebra $D\left(K^{(1)}\right)(Z$ in the notation of DW）of the diagonal operators on $K^{(1)}$ ．In this isomorphism $A$ is found to correspond to the $W^{*}$－ algebra $R\left(K^{(1)}\right)=D\left(K^{(1)} y\right.$ of the decomposable operators on $A$ ．Hence，decomposing $C(A)$ ，we get in fact a de－ composition of $A$ ．Moreover，the operator

$$
S^{(1)}: D^{(1)} \rightarrow K^{(1)},\left(S^{(1)} \psi\right)(\lambda)=\lambda \psi(\lambda),
$$

with $D^{(1)}=\left\{\psi \in K^{(1)} ; \int_{\mathbb{R}} \lambda^{2}\|\psi(\lambda)\|^{2} d \rho(\lambda)<\infty\right\}$ ，is easily shown to be a self－adjoint operator which generates $D\left(K^{(1)}\right)$ ，since the range of its projection－valued measure coincides with the family of the projections of $D\left(K^{(1)}\right)$ 。 Hence any superobservable is a function of $S$ ，denoting by $S$ the operator in $K$ corresponding to $S^{(1)}$ 。For this reason $S$ can be called＂the＂superobservable of the system represented by $A$ ．The physical interpretation of $S$ depends obviously on the specific situation under consideration．As $A$ corresponds to $R\left(K^{(1)}\right)$ ，it reduces to the family of the algebras of the bounded operators on the $K(\lambda)$＇s，which are called superselected sectors relative to the values $\lambda$ of $S$ ．

We shall now associate to $V$ a $W^{*}$－algebra in such a way that it will be interpreted in a natural way as the algebra of the observables of the system described by $V$ ．

Take the $W^{*}$－algebra $A=V\left(G^{m}\right)^{\prime \prime}$ of operators on $H_{0}{ }^{39}$ It will be possible to consider $A$ as an algebra of ob－ servables according to the scheme outlined above only if a complete system of commuting observables can be found in $A$ ，namely only if $A^{\prime} \subset \mathcal{A}$ ．To state that this is
indeed the case, we need the following proposition as a technical lemma.

Proposition 3: Let $\phi_{w}$ be the isomorphism of the algebra $L(H)$ of the bounded operators on $H$ with the algebra $L\left(H^{(1)}\right)$ of the bounded operators on $H^{(1)}$ defined as $\phi_{w}(A)=W A W^{-1}$ for each $A \in L(H)$. When restricted to $V\left(G^{m} y^{\prime}\right.$ it is an isomorphism of $V\left(G^{m}\right)^{\prime}$ onto the $W^{*}$-algebra $D\left(H^{(1)}\right)$ of the diagonal operators on the direct integral of Hilbert spaces $H^{(1)}$.

Proof: First we notice that $G^{m}$ is a group of type I. It is in fact a regular semidirect product whose little groups are $S U(2)$, the two-dimensional and the threedimensional Euclidean group. Besides, for these Euclidean groups the little groups are, for the twodimensional case, the one-element group and the group of the rotations in two dimensions and, for the threedimensional case, the groups of the rotations in two and in three dimensions. Moreover, from DC-15.5.2,4.3.1, and 13.9.4, it follows that a s.c. compact group is of type I. Then, as a consequence of Th. 11.1 in Ref. 40, $G^{m}$ results in a group of type $I$.

We shall now construct a direct integral of Hilbert spaces which will be suitable to study $V\left(G^{m}\right)^{y}$ in a convenient way. For any positive integer $p$ let $H_{p}$ be a definite $p$-dimensional Hilbert space and let $H_{\infty}=H_{0}$. Let $\operatorname{Rep} \mathcal{G}^{m}, \operatorname{Irr} \mathcal{G}^{m}, \hat{G}^{m}$ have the same meaning as in DC18. Take the map.

$$
\eta: \mathbb{R} \rightarrow \hat{G}^{m}, \quad \eta(\epsilon)=\hat{V}^{(\epsilon)},
$$

where $\hat{V}^{(\epsilon)}$ denotes the element of $\hat{G}^{m}$ which contains $V^{(\epsilon)}$. This is a Borel map, since it results from the composition of the canonical map of $\operatorname{Irr} G^{m}$ onto $\hat{G}^{m}$ with $\mathbb{R} \ni \epsilon$ $\rightarrow V^{(\epsilon)} \in \operatorname{Irr} \mathcal{G}^{m}$, which is a Borel map. ${ }^{41}$ Moreover, $\eta$ is one-to-one as the CUIR's $V^{(\epsilon)}$ of $\mathcal{G}^{m}$ are mutually inequivalent. As $G^{m}$ is of type $I$, both $\mathbb{R}$ and $\mathcal{G}^{m}$ are standard Borel spaces (see DC-18.5.3, 4.6.1, 13.9.4). Then, from DC-B21 it follows that $\eta(\mathbb{R})$ is a Borel subset of $\mathcal{G}^{m}$ and that $\eta$ is a Borel isomorphism of $\mathbb{R}$ onto $\eta(\mathbb{R})$. Take now the measure $\tilde{\nu}$ on $\hat{S}^{m}$ defined as $\tilde{\nu}(\Delta)$ $=\nu\left(\eta^{-1}(\Delta)\right)$ for each Borel subset $\Delta$ of $\hat{\mathcal{G}}^{m}$. It is $\sigma$-finite as $\nu$ is $\sigma$-finite. Take also the field of Hilbert spaces $\{H(\hat{g})\}\left(\hat{g} \in \hat{G}^{m}\right)$ with $H(\hat{g})=H_{d(\hat{g})}$, where $d(\hat{g})$ denotes the common dimension of the representations of $\hat{g}$. As $\{\hat{g}$ $\left.\in \hat{G}^{m} ; d(\hat{g})=p\right\}$ is a Borel subset of $\hat{G}^{m}$ for any $p$ (as it follows from DC-18.5.1.), the set of the elements of $\mathrm{II}_{g} \in \hat{G}^{m} H(\hat{g})$ which are Borel maps from $\hat{G}^{m}$ into the sum Borel space of the $H_{p}$ 's makes $\{H(\hat{g})\}\left(\hat{g} \in \hat{G}^{m}\right)$ a Borel field of Hilbert spaces. Then we can define $\tilde{H}=\int_{\mathcal{G}^{m}}^{\oplus} H(\hat{g})$ $\times d \tilde{\nu}(\hat{g})$ 。

We shall now construct a direct integral of CUIR's of $\mathcal{G}^{m}$ on the direct integral of Hilbert spaces $\bar{H}$. Such a CUR of $\mathcal{G}^{m}$ will be found to be unitarily equivalent to $V^{(1)}$. Define then the field $\{\tilde{V}(\hat{g})\}\left(\hat{g} \in \hat{G}^{m}\right)$ of CUIR's of $G^{m}$ setting, for $\hat{V}(\hat{g}), V^{\left(T^{1}(\hat{g})\right)}$ if $\hat{g} \in \eta(\mathbb{R})$ and any representation of $\hat{g}$ if $\hat{g} \notin \eta(\mathbb{R})$. This field of representations is $\tilde{\nu}_{-}$ measurable as easily follows from $\nu$-measurability of $\epsilon$ $\rightarrow V^{(\epsilon)}$ and from the definition of $\tilde{\nu}$. Then it is integrable (DC-18,7) and we can define $\tilde{V}=\int_{\zeta^{m}}^{\Phi^{m}} \tilde{V}(\hat{g}) d \bar{\nu}(\hat{g})$. To show the equivalence of $\tilde{V}$ with $V^{(1)}$, construct the map
$U: \tilde{H} \rightarrow H^{(1)}, \quad(U \psi)(\epsilon)=\psi(\eta(\epsilon))$.

This definition makes sense, since $\psi \cdot \eta$ is a Borel map of $\mathbb{R}$ into $H_{0}$ whenever $\psi \in \tilde{H}$ as $\eta$ is a Borel map and $d(\eta(\epsilon))=\infty$ for each $\epsilon \in \mathbb{R}$, and since

$$
\begin{aligned}
& \int_{\mathbb{R}}\|\psi(\eta(\epsilon))\|^{2} d \nu(\epsilon) \\
& \quad=\int_{\eta \mathbb{R})}\|\psi(\hat{g})\|^{2} d \bar{\nu}(\hat{g})=\hat{\zeta}^{m}\|\psi(\hat{g})\|^{2} d \tilde{\nu}(\hat{g})<\infty
\end{aligned}
$$

which follows from 111.10.8 in Ref. 27, as $\eta$ is one-toone and $\eta(\mathbb{R})$ is a Borel subset of $\hat{\mathcal{G}}^{m}$, and from $\tilde{\nu}\left(\hat{G}^{m}\right.$ $-\eta(\mathbb{R}))=0$. Since $U$ is obviously linear, it is an isometric operator of $\bar{H}$ into $H^{(1)}$. Moreover, for each $f$ $\in H^{(1)}$ construct $\tilde{f} \in \Pi_{\hat{g} \in \hat{G}^{m} H(\hat{g})}$ setting $\tilde{f}(\hat{g})=f\left(\eta^{-1}(\hat{g})\right)$ if $\hat{g} \in \eta(\mathbb{R})$ and $f(\hat{g})=0$ if $\hat{g} \notin \eta(\mathbb{R})$. It follows from an easy
 a unitary isomorphism of $\tilde{H}$ onto $H^{(1)}$. Finally, for each $\psi \in \bar{H}$ and $(z, g) \in \mathcal{G}^{m}$ we have

$$
\begin{aligned}
\left(U \tilde{V}_{(z, g)} \psi\right)(\epsilon) & =\left(\tilde{V}_{(z, g)} \psi\right)(\eta(\epsilon))=\tilde{V}_{(z, g)}(\eta(\epsilon)) \psi(\eta(\epsilon)) \\
& =V_{(\varepsilon, g)}^{(\epsilon)}(U \psi)(\epsilon)=\left(V_{(z, g)}^{(1)} U \psi\right)(\epsilon), \forall \epsilon \in \mathbb{R},
\end{aligned}
$$

whence

$$
U \tilde{V}_{(z, g)} U^{-1}=V_{(z, g)}^{(1)}, \quad \forall(z, g) \in G^{m} .
$$

The main point of the present proof is that $\tilde{V}\left(G^{m}\right)=$ $=D(\tilde{H})$, where $D(\tilde{H})$ denotes the $W^{*}$-algebra of the diagonal operators on $\tilde{H}$. In fact, $\mathcal{G}^{m}$ has been previously proved to be a group of type I and $\tilde{V}(\hat{g})$ belongs to the class $\hat{g}$ for each $\hat{g} \in \hat{G}^{m}$, since $\left.V^{(\eta-1}(\hat{g})\right) \in \hat{g}$ by definition of $\eta$. The result then follows from DC-18.7.6, 8.6.4, 13.9.4.

It is now easy to prove that $V^{(1)}\left(\mathcal{G}^{m}\right)^{\gamma}=D\left(H^{(1)}\right)$, where $D\left(H^{(1)}\right)$ denotes the $W^{*}$-algebra of the diagonal operators on $H^{(1)}$. Since $V^{(1)}$ and $\bar{V}$ have been proved to be unitarily equivalent through $U$, we have in fact that $A \in L\left(H^{(1)}\right)$ is an element of $V^{(1)}\left(\mathcal{G}^{m}\right)^{\prime}$ iff $U^{-1} A U \in D(\tilde{H})$, namely iff $\lambda$ $\in L^{\infty}\left(\hat{G}^{m}, \tilde{\nu}\right)$ exists such that $\left(U^{-1} A U \psi\right)(\hat{g})=\lambda(\hat{g}) \psi(\hat{g})$ for each $\hat{g} \in \hat{G}^{m}$ and $\psi \in \hat{H}$, which is equivalent to $(A f)(\epsilon)$ $=\lambda(\eta(\epsilon)) f(\epsilon)$ for each $\epsilon \in \mathbb{R}$ and $f \in H^{(1)}$. Besides, by definition of $\tilde{\nu}$, we have that $\left\{\lambda \circ \eta ; \lambda \in L^{\infty}\left(\hat{\mathcal{G}}^{m}, \tilde{\nu}\right)\right\}=L^{\infty}(\mathbb{R}, \nu)$. Therefore, we can conclude that $A \in V^{(1)}\left(\mathcal{G}^{m}\right)^{\prime}$ iff $l$ $\in L^{\infty}(\mathbb{R}, \nu)$ exists such that $(A f)(\epsilon)=l(\epsilon) f(\epsilon)$ for each $\epsilon$ $\in \mathbb{R}$ and $f \in H^{(1)}$. This shows that $V^{(1)}\left(\mathcal{G}^{m}\right)$ and $\left.D H^{(1)}\right)$ in fact coincide.

Finally, since $V$ and $V^{(1)}$ are unitarily equivalent through $W$, a brief calculation leads to $\phi_{w}\left(V\left(G^{m}\right)^{\prime}\right)$ $=V^{(1)}\left(G^{m}\right)$, which, along with the result of the last para . graph, completes the proof of the proposition.

We are now in the position to prove that $A^{\prime} \subset A$. We have in fact $D\left(H^{(1)}\right) \subset R\left(H^{(1)}\right)=D\left(H^{(1)}\right)^{\prime}$ (see the Corollary in DW-11.2.5), whence $\phi_{w}\left(V\left(G^{m}\right)^{\gamma}\right) \subset \phi_{w}\left(V\left(G^{m}\right)^{\prime \prime}\right)$ and this in turn amounts to $A^{\prime}=\left(V\left(G^{m}\right)^{\prime \prime}\right\rangle=V\left(G^{w}\right)^{\prime} \subset V\left(G^{m}\right)^{\prime \prime}=A$ [the second equality holds as $V\left(\mathcal{G}^{m}\right)^{\prime}$ is a $W^{*}$-algebra]. Therfore $A$ is suitable to be assumed as an algebra of observables.

We shall now show how it is indeed possible to interpret $A$ as the algebra of the observables of the free elementary system of mass $m$ and spin $j$ described by $V$. First, we notice that from $V$ a representation of the Lie algebra $L G^{m}$ of $G^{m}$ can be drawn. For each $\alpha \in L G^{m}$ we have in fact a strongly continuous one-parameter group $\mathbb{R} \ni t \rightarrow V(\exp t \alpha) \in U(H)$ of unitary operators on
H. By a theorem of Stone there is a unique skew-adjoint operator $T(\alpha)$ in $H$ such that $V(\exp t \alpha)=\exp [t T(\alpha)]$ for each $t \in \mathbb{R} .^{42}$ a linear subspace $M$ of $H$ exists which is dense in $H$ and contained in the domain of each $T(\alpha)^{43}$ The restriction of each $T(\alpha)$ to $M$ is essentially skewadjoint ${ }^{44}$ Moreover, $M$ is invariant with respect to each $T(\alpha)$ and the mapping $L \mathcal{G}^{m} \ni \alpha \rightarrow T(\alpha)_{r}$ [the restriction of $T(\alpha)$ to $M]$ is a representation of $L G^{m}$. Next, as the "right" Lie algebra for a free elementary system of mass $m$ is the mass $m$ extension of the Galilei Lie algebra and this in turn coincides with $L \mathcal{G}^{m},{ }^{45}$ it is sensible to associate with the representation $V$ of $\mathcal{G}^{m}$ the $W^{*}$-algebra $B$ generated by the self-adjoint operators $(1 / i) T(\alpha), \alpha \in L G^{m}$, as the algebra of the observables of the elementary system of mass $m$ and spin $j$. We point out that, since $T(\alpha)$ is not in general bounded, $B$ is generated in fact by the spectral projections of the operators $(1 / i) T(\alpha)$, and these observables are thus affiliated with $B$. Finally, we can prove that $A=B$. In fact, the spectral projections of $(1 / i) T(\alpha)$ coincide with the spectral projections of $V(\exp \alpha)$, as $V(\exp \alpha)$ $=\exp T(\alpha)$. Hence they are included in $V\left(G^{m}\right)^{\prime \prime}=A$, whence $B \subset A$. Take conversely any element $(z, g) \in \mathcal{G}^{m}$ 。 Then elements $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ of $L G^{m}$ exist such that $(z, g)=\left(\exp \alpha_{1}\right)\left(\exp \alpha_{2}\right) \cdots\left(\exp \alpha_{n}\right),{ }^{46}$ whence $V_{(z, g)}=[\exp$ $\left.\times T\left(\alpha_{1}\right)\right] \cdots[\exp T(\alpha)]$. Therefore, $V_{(z, g)} \in B$ for each $(z, g) \in G^{m}$, namely $V\left(G^{m}\right) \subset B$, whence $A=V\left(G^{m}\right)^{\prime \prime} \subset B^{\prime \prime}$ $=B$.

Thus, we have related in a definite way the algebra of observables $A=V\left(G^{m}\right)^{\prime \prime}$ to the representation $V$. We notice that $C(A)=V\left(G^{m}\right)^{\prime}$, as $A^{\prime} \subset A$. Hence the reducibility of $V$ amounts to the presence of superselection rules in the picture based on $A$. Therefore, a decomposition of $A$ through $C(A)$ is possible in the way explained above, with $H$ in the place of $K$. From Proposition 3 we get that $H^{(1)}$ is a direct integral of Hilbert spaces in which $C(A)$ diagonalizes, since $C(A)=V\left(\mathcal{G}^{m}\right)^{\prime}$. Correspondingly, $A$ splits into a continuous infinity of algebras of observables. The superobservable which rules this decomposition is $S=W^{-1} S^{(1)} W$, where $S^{(1)}$ is defined as above, with $H^{(1)}$ in the place of $K^{(1)}$. Its physical interpretation is easily performed by simply looking at its form. It can be shown, in fact, in a rather trivial but lengthy way, that

$$
(S f)\left(p_{0}, \mathbf{p}\right)=\left(\mathbf{p}^{2}-2 m p_{0}\right) f\left(p_{0}, \mathbf{p}\right)
$$

for each $f$ in the domain $W^{-1}\left(D^{(1)}\right)$ of $S$. Hence it is natural to interpret $S$ as the "inner energy" observable of the system, since p and $p_{0}$ have been introduced just from the outset as the momentum and the energy [to be definite, the inner energy would be the multiple - ( $1 /$ $2 m$ )S of $S]$. Therefore, the superselected sectors are in this case relative to the values of the inner energy.

Finally, as to the problem from which our discussion has originated, we can conclude that the continuous family of representations into which $V$ decomposes is in correspondence with all the possible values of the inner energy of the free elementary system of mass $m$ and spin $j$ whose kinematical group has been assumed to be the Galilei group. Therefore, the fact that all these representations generate the same quantum mechanical description for an elementary system amounts to the
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#### Abstract

The differential equations and boundary conditions describing the behavior of a finitely deformable, polarizable and magnetizable heat conducting and electrically semiconducting continuum in interaction with the electromagnetic field are derived by means of a systematic application of the laws of continuum physics to a well-defined macroscopic model. The model consists of five suitably defined interpenetrating continua. The relative displacement of the bound electronic continuum with respect to the lattice continuum produces electrical polarization, and electrical conduction results from the motion of the charged free electronic and hole fluids. Since partial pressures are taken to act in the conducting fluids, semiconduction boundary conditions arise, which have not appeared previously. The resulting rather cumbersome system of equations is reduced to that for the quasistatic electric field and static homogeneous magnetic field. In the absence of heat conduction, for the $n$-type semiconductor, nonlinear equations quadratic in the small field variables, for small fields superposed on a bias, are obtained from the latter, more tractable, system of equations. These small field equations reduce to four equations in four dependent variables. The linear portion of the small field equations is applied in the analysis of the propagation of both plane and surface waves in piezoelectric semiconductors subject to a static biasing electric field. On account of the aforementioned semiconduction boundary condition, the assumption of zero electric surface charge employed in previous treatments of the surface wave problem is not employed here.


## 1. INTRODUCTION

Subsequent to the work of Toupin ${ }^{1}$ on the interaction of the electric field with a polarizable and deformable solid in the static case, numerous authors ${ }^{2-13}$ have obtained rotationally invariant descriptions of the interaction of the electric, magnetic, and electromagnetic fields with deformable solids under a variety of circumstances. A discussion interrelating much of this work from the viewpoint of the present authors is given in Ref. 12. Although insulators, both electric and magnetic, and ohmic type electrical conductors have been treated in the aforementioned rotationally invariant descriptions of the interaction of the electric and magnetic fields with deformable solids, none of that work treats semiconductors. Existing theoretical descriptions ${ }^{14-18}$ of deformable semiconductors simply consist of the equations of linear piezoelectricity coupled to the somewhat nonlinear current density relation from semiconductor physics. ${ }^{19}$ Although this theory has been useful in the description of the behavior of piezoelectric semiconductors for small fields under a variety of circumstances, it is not rotationally invariant, lacks consistency in certain other respects also, and does not provide proper electrical boundary conditions, which are required when surfaces are present, as in the case of surface wave propagation among other circumstances. Consequently, only linear deformation can be treated within the framework of the existing theory, and other limitations inherent in the description are unclear.

In this paper the differential equations and boundary conditions describing the behavior of a finitely deformable, polarizable, magnetizable, heat conducting and electrically semiconducting continuum in interaction with the electromagnetic field are determined by means of a systematic application of the laws of continuum
physics to a well-defined macroscopic model. The model consists of five suitably defined interpenetrating continua. The five continua consist of the positively charged lattice continuum coupled to four distinct charged continua. The four electrically charged continua are referred to as the bound electronic continuum, the free electronic continuum, the hole continuum, and the impurity continuum, respectively. The negatively charged bound electronic continuum can displace slightly with respect to the positively charged lattice continuum and, thereby, produce the electric polarization. The impurity continuum, which can be positively or negatively charged and is required for the general balance of electric charge in the semiconductor, is rigidly attached to the lattice continuum. Both the free electronic continuum and hole continuum are charged fluids that can move with respect to the lattice continuum while experiencing a force of resistance. Naturally, the two conducting fluids are allowed to interchange charge with each other and with the impurity continuum in order to allow for a variable degree of semiconduction. Electric current arises as a result of the motion of the free electronic and hole fluids and magnetization is taken to arise from a circulating current density as in Ref. 12. Since no material resonance effects are considered, the lattice continuum is assumed to possess all mass, i. e. , linear momentum, and all other continua are taken to be massless, i. e. , to have negligible linear momentum. The rates of supply of linear momentum and energy from the electromagnetic field to the deformable semiconductor are determined from the Lorentz force in the manner set forth in Ref. 12.

As in all continuum descriptions, the application of the appropriate equations of balance of charge, mass, and momentum to the respective continua yields the
material equations of motion, which, with the electromagnetic field equations, constitutes an underdetermined system. The application of the equation of conservation of energy to the combined material continuum results in the first law of thermodynamics which, with the aid of the second law of thermodynamics ${ }^{20-22}$ and the principle of material objectivity, ${ }^{23,24}$ enables the determination of the constitutive equations. These constitutive equations along with the aforementioned equations of motion and electromagnetism and the thermodynamic dissipation equation result in a properly determined system, which can readily be reduced to 18 equations in 18 dependent variables. In order to complete the system of equations, jump (or boundary) conditions across moving, not necessarily material, surfaces of discontinuity are determined from the appropriate integral forms of the field equations, which are taken to be valid even when the differential forms from which they were obtained are not. These integral forms result in definitions of electromagnetic quantities, such as the Maxwell stress tensor, which are identical with those employed in Ref. 12. Since the very important fluid pressure terms, ${ }^{25}$ which are directly related ${ }^{26}$ to the chemical potentials occurring in conventional semiconductor theory, are included in the description of the conducting fluids in a rather fundamental manner, semiconduction boundary conditions occur at the surface of the semiconductor, which have not appeared in other works on this subject. Moreover, previous work ${ }^{16}$ in this area tacitly assumes that the electric surface charge density vanishes at an interface between a semiconductor and the surrounding space. Since the material is a semiconductor and not an insulator, this is a restrictive assumption. By virtue of the aforementioned semiconduction boundary condition, this restrictive assumption on electric surface charge density does not exist in the description of the semiconductor presented here.

When the electric field is assumed to be quasistatic, ${ }^{27}$ the number of dependent variables, differential equations, and boundary conditions, respectively, is reduced by five. Furthermore, in the special case of an $n$-type semiconductor, which conducts by means of the free electronic continuum only, in the absence of heat conduction and magnetic effects, the number of differential equations is further reduced to four equations in four dependent variables. From these latter equations nonlinear differential equations and boundary conditions for small dynamic fields superposed on large static biasing fields have been obtained in the same manner as in Ref. 28. The small field equations are nonlinear because they include terms quadratic in the small field variables. The linear version of these small field equations under a homogeneous biasing electric field is applied to the problems of the propagation of plane and surface waves in piezoelectric semiconductors with hexagonal symmetry. The plane wave analysis indicates the existence of a term in the propagation relation not present in previous work ${ }^{15}$ on the subject. The term, which is probably small in all practical cases, is due essentially to a mechanical body force caused by the dc electric field and oscillating electric charge density. The surface wave analysis employs the aforementioned
semiconduction boundary condition and does not make the assumption of zero electric surface charge density on the surface of the semiconductor, which was made in previous work on this problem. ${ }^{16-18}$ Furthermore, previous work ${ }^{16-18}$ in this area does not exhibit the dependence of the effective material coefficients on the biasing dc electric field, which arises naturally in this consistent treatment and in principle can serve to change the symmetry properties completely in many cases. However, the formalism presented here requires the measurement of material coefficients for the semiconduction boundary condition, which are not presently available.

Finally, it should be noted that the present theory, which is for a semiconductor with one valence band only, can readily be extended to semiconductors with any number of valence bands simply by increasing the number of hole and free electronic continua. In the absence of deformation this theory should be applicable in the description of high field effects in rigid semiconductors.

## 2. THE INTERACTING CONTINUA

As stated in the Introduction, the macroscopic model of the deformable semiconductor consists of five interacting, interpenetrating continua. The five identifiable continua consist of the following:

1. The lattice continuum, which has a positive charge density and, since material resonance effects are not taken into account, is assumed to be the only continuum possessing a nonzero mass density. All other continua experience force interactions with this continuum only and not with each other. This continuum is denoted by the superscript $l$.
2. The bound electronic continuum, which has a negative charge density and a circulating current density and is denoted by the superscript $b$. In a (finite) motion this continuum can displace slightly with respect to the lattice continuum and thus produce electric polarization. It produces magnetization also by virtue of the circulating current density it possesses.
3. The impurity continuum, ${ }^{19}$ which is rigidly bound to the lattice continuum and not allowed to displace at all with respect to it and is denoted by the superscript $i$. The impurity continuum can have either a positive or negative charge density and for many purposes can be regarded essentially as a part of the lattice continuum. However, since it is a source of electric charge and is required in order that the degree of semiconduction can be variable, it is advisable to treat it as a separate continuum.
4. The free electronic continuum, which has a negative charge density and is denoted by the superscript $e$. This continuum is a conducting compressible fluid possessing negligible inertia and experiencing a force of resistance from its motion with respect to the lattice continuum.
5. The hole continuum, ${ }^{19}$ which has a positive charge density and is denoted by the superscript $h$. This continuum also is a conducting compressible fluid possessing negligible inertia and experiencing a force of re-


FIG. 1. Schematic diagram showing the relative displacement of the bound electronic continuum with respect to the lattice continuum.
sistance from its motion with respect to the lattice continuum.

Initially, the lattice continuum, the impurity continuum, and the bound electronic continuum all occupy the same region of space and, hence, have the same reference coordinates $X_{L}$. The motion of a point of the lattice continuum is described by the mapping

$$
\begin{equation*}
y_{i}=y_{i}\left(X_{L}, t\right), \quad \mathbf{y}=\mathbf{y}(\mathbf{X}, t) \tag{2.1}
\end{equation*}
$$

which is one-to-one and differentiable as often as required. In (2.1) the $y_{i}$ denote the present coordinates of material (lattice continuum) points and $X_{L}$, the reference coordinates, and $t$ denotes the time. We consistently use the convention that capital indices denote the Cartesian components of $\mathbf{X}$ and lower case indices, the Cartesian components of $y$. Both dyadic and Cartesian tensor notation are used interchangeably. A comma followed by an index denotes partial differentiation with respect to a coordinate, i. e. ,

$$
\begin{equation*}
y_{i, L}=\frac{\partial y_{i}}{\partial X_{L}}, \quad X_{K, j}=\frac{\partial X_{K}}{\partial y_{j}} \tag{2.2}
\end{equation*}
$$

and the summation convention for repeated tensor indices is employed. In a (finite) motion the bound electronic continuum is permitted to displace with respect to the lattice continuum by an infinitesimal displacement field $\eta=\eta(\mathrm{y}, t)$, which, by virtue of the charge density in the bound electronic continuum, accounts for the electric polarization. A schematic diagram indicating the relative displacement of the bound electronic continuum with respect to the lattice continuum is shown in Fig. 1. Although the bound electronic continuum and lattice continuum can displace with respect to each other, $\eta$ is constrained to satisfy

$$
\begin{equation*}
\eta_{k, k}=0 \tag{2.3}
\end{equation*}
$$

in order that the two continua have equal volumes at all times and the proper electric charge equation may be
obtained ${ }^{29}$ from the present bound charge model of the polarization. The lattice continuum is assumed to have a positive charge density $\mu^{l}$ and the bound electronic continuum, a negative charge density $\mu^{b}$, which differ by a residual lattice charge density $\mu^{r}$, which in elementary conduction is simply the positive charge density that neutralizes the negative charge density of the free electronic continuum. Since the total lattice charge and bound electronic charge, respectively, are constants, we have the conservation of charge for the lattice and bound electronic continua, which, with (2.3), yields

$$
\begin{equation*}
\mu^{l}(y)+\mu^{b}(y+\eta)=\mu^{r}(y) \tag{2.4}
\end{equation*}
$$

In addition to possessing a negative charge density the bound electronic continuum possesses at each point a circulating current density, which in the appropriate limit accounts for the magnetization in the manner set forth in Ref. 12, i. e., we have

$$
\begin{equation*}
\lim _{\substack{r \rightarrow 0 \\ i \rightarrow-\infty \\ c^{\prime} \rightarrow 0 \text { in a plane }}} \oint^{\prime} \mathbf{r} \times i^{\prime} d \mathbf{s}=\lim _{\substack{S \\ f^{\prime} \rightarrow 0 \\ n^{\prime} \neq \infty \\ \operatorname{limed}^{\prime}}} i^{\prime} \mathrm{n} S_{0}^{\prime}=\mathbf{M}^{\prime} \tag{2.5}
\end{equation*}
$$

where $i^{\prime}$ is the current in magnetic units, $C^{\prime \prime}$ is an arbitrary vanishingly small circulating current loop taken to be stationary with respect to the instantaneous local rest system of inertia, ${ }^{30}$ and $\mathrm{M}^{\prime}$ is the magnetization referred to the same instantaneous rest system. At this point it should be noted that with the exception of the circulating current density $i^{\prime}$, which is in magnetic units, and Secs. 8 and 9 , in which MKS units are employed, Gaussian electromagnetic units are employed throughout this paper. Although the lattice continuum and bound electronic continuum have no charge source densities, the free electronic continuum, the hole continuum, and the impurity continuum all have charge source densities, which are denoted by $\gamma^{e}, \gamma^{h}$, and $\gamma^{i}$, respectively. Then, in order to satisfy the overall conservation of charge, we must have

$$
\begin{equation*}
\gamma^{e}+\gamma^{h}+\gamma^{i}=0 \tag{2.6}
\end{equation*}
$$



FIG. 2. Schematic diagram showing the linear momentum and force and couple vectors acting in the lattice continuum.


FIG. 3. Schematic diagram showing the force and couple vectors acting in the bound electronic continuum

Since the free electronic and hole continua are fluids, only the present position is meaningful, which naturally is taken to be the present position of the lattice continuum $y_{i}$. The charge densities of the free electronic and hole continua are denoted by $\mu^{e}$ and $\mu^{h}$, respectively. Clearly, the present and reference locations of the impurity continuum, which has charge density $\mu^{i}$, are identical with those of the lattice continuum.

The free electronic and hole continua interact with the local lattice continuum by means of defined local electric material fields denoted by $\mathrm{E}^{e}$ and $\mathrm{E}^{h}$, respectively, which cause equal and opposite forces $\pm \mu^{e} \mathbf{E}^{e}$ and $\pm \mu^{h} \mathbf{E}^{h}$ to be exerted between the lattice continuum and each of the respective conducting fluids. Each conducting fluid interacts with neighboring elements of the same fluid by means of pressure forces $p^{e}$ and $p^{h}$, which act across the surface of separation in the respective fluids. The impurity and bound electronic continua interact with the local lattice continuum by means of defined local electric material fields $\mathrm{E}^{i}$ and $\mathrm{E}^{b}$, respectively, which cause equal and opposite forces $\pm \mu^{i} \mathbf{E}^{i}$ and $\pm \mu^{b} \mathbf{E}^{b}$ to be exerted between the lattice continuum and each of the two respective continua. No force of interaction is assumed to exist across a surface of separation in either the impurity or bound electronic


FIG. 4. Schematic diagram showing the force vectors acting in the impurity continuum.


FIG. 5. Schematic diagram showing the force vectors acting in the free electronic continuum.
continuum. While the fields $\mathbf{E}^{e}, \mathbf{E}^{h}$, and $\mathrm{E}^{i}$ act through the point $y_{i}$, the field $\mathbf{E}^{b}$ acts through the point ( $y_{i}+\eta_{i}$ ). In addition a defined local magnetic material field $\mathbf{B}^{L}$ exists, which causes equal and opposite couples $\pm \mathbf{M}^{\prime}$ $\times \mathrm{B}^{L}$ to be exerted between the lattice continuum and bound electronic continuum, which contains a circulating current density $i^{\prime}$ as in Ref. 12. The lattice continuum, which experiences the above mentioned forces and couples from its interaction with the other continua, interacts with neighboring elements of the lattice continuum by means of the usual traction force per unit area $t$ acting across the surface of separation. As noted in the Introduction, the Maxwell electric field $\mathbf{E}$ and magnetic induction field B exert the usual Lorentz force on all elements of charge and current density. Schematic diagrams illustrating the above-mentioned interactions in the model are shown in Figs. 2-6.

## 3. THE EQUATIONS OF BALANCE AND ELECTROMAGNETISM

Since, as noted in the Introduction, all mass is considered to reside in the lattice continuum, the equation of the conservation of mass may be written in the form


FIG. 6. Schematic diagram showing the force vectors acting in the hole continuum

$$
\begin{equation*}
\frac{d}{d t} \int_{V} \rho d V=0 \tag{3.1}
\end{equation*}
$$

where $d / d t$ denotes the material derivative ${ }^{31}$ for the lattice continuum, $V$ is an arbitrary element of material volume of the lattice continuum, and $\rho$ is the mass density. The conservation of electric charge for the lattice and bound electronic continua, which do not interchange charge with the three other continua, has been discussed in Sec. 2, and the result is given in (2.4). Since the remaining constituents of the model consist of two conducting fluids with different velocities and the impurity continuum which moves with a third velocity, all of which interchange charge with each other, the only meaningful way to write the equations of the conservation of charge for the three continua is to consider a stationary element of volume. Accordingly, the equations of the conservation of charge for the impurity, free electronic, and hole continua, respectively, may be written in the integral forms

$$
\begin{align*}
& \frac{\partial}{\partial t} \int_{V} \mu^{i} d V+\int_{s} \mathrm{n} \cdot \mathrm{v} \mu^{i} d s=\int_{V} \gamma^{i} d V  \tag{3,2}\\
& \frac{\partial}{\partial t} \int_{V} \mu^{e} d V+\int_{s} \mathrm{n} \cdot \mathrm{v}^{e} \mu^{e} d s=\int_{V} \gamma^{e} d V  \tag{3.3}\\
& \frac{\partial}{\partial t} \int_{V} \mu^{h} d V+\int_{s} \mathrm{n} \cdot \mathrm{v}^{h} \mu^{h} d s=\int_{V} \gamma^{h} d V \tag{3.4}
\end{align*}
$$

where $\mathrm{v}=d \mathrm{y} / d t$ is the velocity of the lattice continuum and $\boldsymbol{v}^{e}$ and $\mathbf{v}^{h}$ denote the velocities of the free electronic and hole continua, respectively. From (3.2)-(3.4), with the aid of the divergence theorem and the arbitrariness of the spatial volume $V$, we obtain

$$
\begin{align*}
& \frac{\partial \mu^{i}}{\partial t}+\nabla \cdot\left(\mu^{i} v\right)=\gamma^{i}  \tag{3.5}\\
& \frac{\partial \mu^{e}}{\partial t}+\nabla \cdot\left(\mu^{e} v^{e}\right)=\gamma^{e}  \tag{3.6}\\
& \frac{\partial \mu^{h}}{\partial t}+\nabla \cdot\left(\mu^{h} v^{h}\right)=\gamma^{h} \tag{3.7}
\end{align*}
$$

where $\boldsymbol{\nabla}=\mathbf{e}_{i} \partial / \partial y_{i}$ and $\mathbf{e}_{i}$ is a unit base vector in the $i$ th Cartesian direction。Equations (3.5)-(3.7) constitute the differential equations of the conservation of charge for the impurity, free electronic, and hole continua, respectively. Since, as noted in Sec. 2, the conservation of charge holds for the bound electronic continuum and lattice continuum separately, we have, with the aid of (2.4), the conservation of residual lattice charge $\mu^{r}$, which may be written in the form

$$
\begin{equation*}
\frac{\partial \mu^{r}}{\partial t}+\nabla \cdot\left(\mu^{r} \mathbf{v}\right)=0 \tag{3.8}
\end{equation*}
$$

Since the electric charge equation derived in the Appendix indicates that the total actual electric charge density $\mu$ is given by

$$
\begin{equation*}
\mu=\mu^{r}+\mu^{i}+\mu^{e}+\mu^{h} \tag{3,9}
\end{equation*}
$$

the total electric current density $J$ is given by

$$
\begin{equation*}
\mathbf{J}=\mu^{r} \mathbf{v}+\mu^{i} \mathbf{v}+\mu^{e} \mathbf{v}^{e}+\mu^{h} \mathbf{v}^{h} \tag{3,10}
\end{equation*}
$$

which, with $(3.5)-(3.9)$ and (2.6), enables us to write

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{J}+\partial \mu / \partial t=0 \tag{3.11}
\end{equation*}
$$

which is the equation of the conservation of total electric charge ${ }^{32}$ that must be satisfied for consistency with Maxwells equations. In most cases the material velocity $\mathbf{v}$ is negligible compared with the velocities $\mathrm{v}^{e}$ and $\mathrm{v}^{h}$ of the free electronic and hole continua, and, consequently, for practical purposes the current density $J$ can be written as

$$
\begin{equation*}
\mathbf{J}=\mu^{e} \mathbf{v}^{e}+\mu^{h} \mathbf{v}^{h} \tag{3.12}
\end{equation*}
$$

The equations of the conservation of linear momentum for the five continua are, respectively,

$$
\begin{align*}
& \int_{s} \mathrm{t} d s+\int_{V}\left[\mu^{i}\left(\mathbf{E}+\frac{1}{C} \mathrm{v} \times \mathbf{B}\right)-\mu^{b} \mathrm{E}^{b}-\mu^{e} \mathbf{E}^{e}-\mu^{h} \mathbf{E}^{h}-\mu^{i} \mathrm{E}^{i}\right] d V \\
& \quad=\frac{d}{d t} \int_{V} \rho \mathbf{v} d V  \tag{3.13}\\
& \int_{V} \mu^{b}\left[\mathbf{E}(\mathrm{y}+\eta)+\frac{1}{C}\left(\mathbf{v}+\frac{d \eta}{d t}\right) \times \mathbf{B}(\mathbf{y}+\eta)+\mathbf{E}^{b}\right] d V \\
& \quad+\int_{V} \oint_{C^{\prime}} i^{\prime} d \mathbf{s} \times \mathbf{B} d V=0  \tag{3.14}\\
& \quad \int_{V} \mu^{i}\left(\mathbf{E}+\frac{1}{C} \mathrm{v} \times \mathbf{B}+\mathbf{E}^{i}\right) d V=0  \tag{3.15}\\
& \quad-\int_{s} \mathrm{n} p^{e} d s+\int_{V} \mu^{e}\left(\mathbf{E}+\frac{1}{C} \mathrm{v}^{e} \times \mathbf{B}+\mathbf{E}^{e}\right) d V=0  \tag{3.16}\\
& \quad-\int_{s} \mathrm{n} p^{h} d s+\int_{V} \mu^{h}\left(\mathbf{E}+\frac{1}{C} \mathrm{v}^{h} \times \mathbf{B}+\mathbf{E}^{h}\right) d V=0 \tag{3.17}
\end{align*}
$$

The equation of the conservation of angular momentum for the bound electronic continuum takes the form

$$
\begin{align*}
& \int_{V}(\mathbf{y}+\eta) \times \mu^{b}\left[\mathbf{E}(\mathbf{y}+\eta)+\frac{1}{C}\left(\mathrm{v}+\frac{d \eta}{d t}\right) \times \mathbf{B}(\mathbf{y}+\eta)+\mathrm{E}^{b}\right] d V \\
& \quad+\int_{V}(\mathrm{y}+\eta) \times \oint_{C^{\prime}} i^{\prime} d \mathbf{s} \times \mathbf{B} d V \\
& \quad+\int_{V}\left(\oint_{C^{\prime}} \mathbf{r} \times\left(i^{\prime} d \mathbf{s} \times \mathbf{B}\right)+\mathbf{M}^{\prime} \times \mathbf{B}^{L}\right) d V=0 \tag{3.18}
\end{align*}
$$

We do not write the equation of the conservation of angular momentum for the other continua because for three of them- the two conducting fluids and the impurity continuum-the conservation of angular momentum yields the identical information as the conservation of linear momentum and later we impose the condition of invariance of a thermodynamic state function in a rigid rotation, which has been shown to be equivalent to, although more far reaching ${ }^{33,34}$ than, the conservation of angular momentum in many circumstances, ${ }^{1-13}$ including one ${ }^{12}$ considerably more complicated than the one treated here. In the case treated here only the lattice and bound electronic continua are involved in any significant way and the result is well known. We have written the one equation of the conservation of angular momentum in (3.18) because one result of this equation, which is independent of the above considerations, is needed for our purposes. Since $\eta$ is an infinitesimal displacement field, we expand $E(y+\eta)$ and $B(y+\eta)$ in a Taylor series about $y$ and retain the first term to obtain

$$
\begin{align*}
& \mathbf{E}(\mathrm{y}+\eta)=\mathbf{E}(\mathrm{y})+\eta \cdot \nabla \mathbf{E}(\mathrm{y})  \tag{3.19}\\
& \mathbf{B}(\mathrm{y}+\eta)=\mathbf{B}(\mathrm{y})+\eta \cdot \nabla \mathbf{B}(\mathrm{y}) \tag{3.20}
\end{align*}
$$

However, as in Ref. 12, since the infinitesimal dis-
placement field $\eta$ constitutes an integral part of the model of the polarization, but bears no relation to the model of the magnetization $\mathrm{M}^{\prime}$, which consists of the circulating current density terms $i^{\prime} d s$, the expression (3.20) is employed in charge density terms only and not in current density terms. In Ref. 12 it is shown that

$$
\begin{align*}
& \lim _{\substack{i^{\prime} \rightarrow \infty \\
c^{\prime}-0 \text { in a plane }}} \oint_{\mathcal{C}^{\prime}} i^{\prime} d \mathbf{s} \times \mathbf{B}=\mathbf{M}^{\prime} \cdot \mathrm{B} \nabla,  \tag{3.21}\\
& \lim _{\substack{r+0 \\
i^{\prime}-\infty \\
c^{\prime}-0 \text { in a plane }}} \oint_{C^{\prime}} \mathbf{r} \times i^{\prime} d \mathbf{s} \times \mathbf{B}=\mathbf{M}^{\prime} \times \mathbf{B} . \tag{3.22}
\end{align*}
$$

Application of (3.13) to an elementary tetrahedron in the usual manner yields the definition of the ordinary mechanical stress tensor $\tau$; thus

$$
\begin{equation*}
\mathbf{t}=\mathrm{n} \cdot \boldsymbol{\tau}, \quad t_{j}=n_{i} \boldsymbol{\tau}_{i j} \tag{3.23}
\end{equation*}
$$

Substituting from (3.23) into (3.13), taking the material time derivative of (3.13) while employing (3.1), applying the divergence theorem to the surface integral terms in (3.13), (3.16), and (3.17), and employing (3.19)-(3.22) and the arbitrariness of $V$, we obtain

$$
\boldsymbol{\nabla} \cdot \boldsymbol{\tau}+\mu^{t} \mathbf{E}+\frac{\mu^{l}}{C} \mathbf{v} \times \mathbf{B}-\mu^{b} \mathbf{E}^{b}-\mu^{e} \mathbf{E}^{e}-\mu^{h} \mathbf{E}^{h}-\mu^{i} \mathbf{E}^{i}=\rho \frac{d \mathbf{v}}{d t},
$$

$$
\begin{align*}
& \mu^{b} \mathbf{E}+\mu^{b} \eta \cdot \nabla \mathbf{E}+\frac{\mu^{b}}{C} \mathbf{v} \times \mathbf{B}+\frac{\mu^{b}}{\mathbf{C}} \mathbf{v} \times(\eta \cdot \nabla \mathbf{B})  \tag{3.24}\\
& \quad+\frac{\mu^{b}}{C} \frac{d \eta}{d t} \times \mathbf{B}+\mu^{b} \mathbf{E}^{b}+\mathbf{M}^{\prime} \cdot \mathbf{B} \boldsymbol{\nabla}=0  \tag{3.25}\\
& \mu^{i} \mathbf{E}+\frac{\mu^{i}}{C} \mathbf{v} \times \mathbf{B}+\mu^{i} \mathbf{E}^{i}=0  \tag{3.26}\\
& -\nabla p^{e}+\mu^{e} \mathbf{E}+\frac{\mu^{e}}{C} \mathbf{v}^{e} \times \mathbf{B}+\mu^{e} \mathbf{E}^{e}=0  \tag{3.27}\\
& -\nabla p^{h}+\mu^{h} \mathbf{E}+\frac{\mu^{h}}{C} \mathbf{v}^{h} \times \mathbf{B}+\mu^{h} \mathbf{E}^{h}=0 \tag{3.28}
\end{align*}
$$

which constitute the differential equations of motion of the five defined continua consisting of the lattice continuum, the bound electronic, the impurity, the free electronic, and the hole continua, respectively. Substituting from ( 3.19 ) - (3.22) into (3.18) and employing (3.25) and the arbitrariness of $V$ and $\mathbf{M}^{\prime}$, we obtain

$$
\begin{equation*}
\mathrm{B}^{L}=-\mathrm{B} . \tag{3.29}
\end{equation*}
$$

Adding (3.24)-(3.26), defining the electric polarization P by

$$
\begin{equation*}
\mathbf{P}=\mu^{b} \eta \tag{3.30}
\end{equation*}
$$

employing (2.4) and the relation ${ }^{35}$

$$
\begin{equation*}
\rho \frac{d \pi}{d t}=\mu^{b} \frac{d \eta}{d t}, \tag{3,31}
\end{equation*}
$$

where $\pi$ is the polarization per unit mass given by

$$
\begin{equation*}
\pi=\mathbf{P} / \rho \tag{3.32}
\end{equation*}
$$

and retaining terms linear in $\eta$ only, we obtain

$$
\begin{align*}
& \nabla \cdot \boldsymbol{\tau}+\mathbf{P} \cdot \nabla \mathbf{E}+\frac{\mathbf{v}}{C} \times(\mathbf{p} \cdot \nabla \mathbf{B})+\frac{\rho}{C} \frac{d \pi}{d t} \times \mathbf{B}+\mathbf{M}^{\prime} \cdot \mathbf{B} \boldsymbol{\nabla} \\
& \quad+\left(\mu^{r}+\mu^{i}\right) \mathbf{E}+\left(\mu^{r}+\mu^{i}\right) \frac{\mathbf{v}}{C} \times \mathbf{B}-\mu^{e} \mathbf{E}^{e}-\mu^{h} \mathbf{E}^{h}=\rho \frac{d \mathbf{v}}{d t} \tag{3.33}
\end{align*}
$$

which are the stress equations of motion for our deformable solid. The differ ential equations of linear momentum for the semiconductor system consist of (3.27), (3.28), and (3.33). We now note for later use that adding (3.27), (3.28), and (3.33) and employing (3.9) and (3.10) yields
$\nabla \cdot \tau-\nabla p^{e}-\nabla p^{h}+\mathbf{P} \cdot \nabla \mathbf{E}+\frac{\mathrm{v}}{C} \times(\mathbf{P} \cdot \nabla \mathbf{B})+\frac{\rho}{C} \frac{d \pi}{d t} \times \mathbf{B}$

$$
\begin{equation*}
+\mathbf{M}^{\prime} \cdot \mathbf{B} \nabla+\mu \mathbf{E}+\frac{\mathbf{J}}{C} \times \mathbf{B}=\rho \frac{d \mathbf{v}}{d t} \tag{3.34}
\end{equation*}
$$

which are the stress equations of motion for the combined semiconductor continuum consisting of the deformable solid and free electronic and hole fluids.

The equations of electromagnetism, which must be included in the theory, consist of the Maxwell field equations, which in Gaussian units take the form ${ }^{36}$

$$
\begin{align*}
& C \nabla \times \mathrm{H}=\partial \mathrm{D} / \partial t+4 \pi \mathrm{~J},  \tag{3.35}\\
& C \nabla \times \mathrm{E}=-\partial \mathrm{B} / \partial t, \tag{3.36}
\end{align*}
$$

where $C$ is the speed of light,

$$
\begin{equation*}
\mathrm{D}=\mathrm{E}+4 \pi \mathrm{P}, \quad \mathrm{H}=\mathrm{B}-4 \pi \mathbf{M}, \tag{3,37}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{M}=\mathbf{M}^{\prime}-(\mathbf{v} / \mathbf{C}) \times \mathbf{P}^{\prime}, \quad \mathbf{P}=\mathbf{P}^{\prime}+(\mathbf{v} / \mathbf{C}) \times \mathbf{M}^{\prime}, \quad \mathbf{J}=\mathbf{J}^{\prime}+\mu \mathbf{v}, \tag{3.38}
\end{equation*}
$$

are the low velocity limits of the relativistic transformations ${ }^{37}$ from one inertial coordinate system to another. In (3.38) $\mathrm{P}^{\prime}, \mathrm{M}^{\prime}$, and $\mathbf{J}^{\prime}$ are the polarization, magnetization, and current density, respectively, in the instantaneous local rest system of inertia for the point $\mathbf{y}(\mathbf{X}, t)$ moving with velocity v relative to our rest system of inertia and $\mathbf{P}, \mathbf{M}$, and J are the polarization, magnetization, and current density in our rest system of inertia. In addition to (3.35) and (3.36), the auxiliary Maxwell equations

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{B}=0, \quad \boldsymbol{\nabla} \cdot \mathbf{D}=4 \pi \mu \tag{3.39}
\end{equation*}
$$

are satisfied identically. From (3.9), (3.10), and $(3.38)_{3}$ it is clear that

$$
\begin{equation*}
\mathbf{J}^{\prime}=\mu^{e}\left(\mathbf{v}^{e}-\mathbf{v}\right)+\mu^{h}\left(\mathbf{v}^{h}-\mathbf{v}\right) \tag{3.40}
\end{equation*}
$$

Equations (3.35), (3.36), and (3.39), respectively, may properly be regarded as consequences of the integral forms

$$
\begin{align*}
& C \oint_{C} \mathrm{H} \cdot d \mathrm{y}=(\partial / \partial t) \int_{s} \mathrm{n} \cdot \mathrm{D} d s+4 \pi \int_{s} \mathrm{n} \cdot \mathbf{J} d s,  \tag{3.41}\\
& C \oint_{C} \mathrm{E} \cdot d \mathrm{y}=-(\partial / \partial t) \int_{s} \mathrm{n} \cdot \mathrm{~B} d s  \tag{3.42}\\
& \int_{S} \mathrm{n} \cdot \mathbf{B} d s=0, \quad \int_{S} \mathrm{n} \cdot \mathrm{D} d s=4 \pi \int_{V} \mu d V \tag{3.43}
\end{align*}
$$

which are taken to be valid even when the field vectors are not differentiable, such as across moving surfaces of discontinuity. In (3.41)-(3.43) C denotes a closed curve surrounding an open area $s$, and $S$ denotes a closed surface surrounding a volume $V$, all of which are stationary with respect to our inertial reference system.

By means of a procedure essentially identical with the one employed in Sec. 4 of Ref. 12, the electromagnetic body force term

$$
\begin{align*}
& f_{j}=P_{k} E_{j, k}+e_{j k i} \frac{v_{k}}{C} P_{i} B_{i, i}+\frac{\rho}{C} e_{j k i} \frac{d \pi_{k}}{d t} B_{z} \\
& +M_{k}^{\prime} B_{k, j}+\mu E_{j}+e_{j k i} \frac{J_{k}}{\mathrm{C}} B_{1} \tag{3.44}
\end{align*}
$$

in (3.34) may be written in the form

$$
\begin{equation*}
f_{j}=T_{i j, i}^{E M}-\partial g_{j} / \partial t, \tag{3.45}
\end{equation*}
$$

where

$$
\begin{align*}
& T_{i j}^{\mathrm{EM}}=(1 / 4 \pi)\left[4 \pi P_{i} E_{j}^{\prime}+E_{i} E_{j}+B_{i} B_{j}-4 \pi B_{i} M_{j}^{\prime}\right. \\
&\left.-\frac{1}{2}\left(E_{k} E_{k}+B_{k} B_{k}-8 \pi M_{k}^{\prime} B_{k}\right) \delta_{i j}\right],  \tag{3.46}\\
& g_{j}=e_{j i} E_{i} B_{l} / 4 \pi C,
\end{align*}
$$

nd

$$
\begin{equation*}
E_{j}^{\prime}=E_{j}+e_{j k \imath} v_{k} B_{\imath} / C . \tag{3.48}
\end{equation*}
$$

The quantity $T_{i j}^{E M}$ is the Maxwell electromagnetic stress tensor for our polarizable, magnetizable, and deformable charged semiconducting continuum and $g_{j}$ is the linear momentum of the electromagnetic field. Thus, as expected, the Maxwell electromagnetic stress tensor is identical with the one obtained for the insulator in Sec. 4 of Ref. 12. Substituting from (3.44) and (3.45) into (3.34), integrating over an arbitrary material region, and employing the divergence theorem, the transport theorem, ${ }^{38}$ and (3.1), we obtain the material integral form

$$
\begin{equation*}
\int_{s} \mathrm{n} \cdot\left[\boldsymbol{\tau}-\left(p^{e}+p^{h}\right) \mathbf{I}+\mathbf{T}^{\mathrm{EM}}+\mathrm{vg}\right] d s=\frac{d}{d t} \int_{V}(\rho \mathrm{v}+\mathrm{g}) d V, \tag{3.49}
\end{equation*}
$$

where I is the idemfactor. Similarly, integrating over a spatial region, which instantaneously coincides with the aforementioned arbitrary material region, we obtain the spatial integral form

$$
\int_{s} \mathrm{n} \cdot\left[\boldsymbol{\tau}-\left(p^{e}+p^{h}\right) \mathbf{I}+\mathbf{T}^{E M}-\mathbf{v} \rho \mathbf{v}\right] d s=\frac{\partial}{\partial t} \int_{V}(\rho \mathbf{v}+\mathbf{g}) d V,(3.50)
$$

which is entirely equivalent to (3.49). We now take either (3.49) or (3.50), it does not matter which, ${ }^{39}$ to be valid even when the field variables are not differentiable and the differential form (3.34) cannot be obtained, such as across moving surfaces of discontinuity. As usual in any continuum theory, at this stage the system is underdetermined and constitutive equations are required in order to obtain a determinate system. To this end we consider the conservation of energy for the deformable semiconductor in the next section.

## 4. THERMODYNAMIC CONSIDERATIONS

The principle of the conservation of energy for the combined semiconducting material medium-consisting of the lattice, the bound electronic, the impurity, the free electronic, and hole continua, respectively-states that, in any stationary volume $V$ bounded by a surface $s$ with unit outward normal $n$, the rate of increase of energy, which consists of the kinetic plus the stored internal energy of the deformable solid (lattice + bound electronic + impurity) plus the stored internal energies of the free electronic and hole fluids, is equal to the rate at which work is done by the mechanical surface tractions and fluid pressures acting across $s$, less the
flux of heat outward across $s$, less the convective flux of energies of the deformable solid and conducting fluids outward across $s$, plus the rate at which energy is supplied to the combined semiconducting continuum from the electromagnetic field. Thus

$$
\begin{align*}
& \frac{\partial}{\partial t} \int_{V}\left(\frac{1}{2} \rho \mathbf{v} \cdot \mathbf{v}+\rho \epsilon+\mu^{e} \epsilon^{e}+\mu^{h} \epsilon^{h}\right) d V \\
& \quad=\int_{s}\left[\mathrm{t} \cdot \mathrm{v}-p^{e} \mathbf{n} \cdot \mathbf{v}^{e}-p^{h} \mathrm{n} \cdot \mathbf{v}^{h}-\mathrm{n} \cdot \mathrm{q}\right. \\
& \left.\quad-\mathrm{n} \cdot\left(\mathrm{v} \frac{1}{2} \rho \mathbf{v} \cdot \mathbf{v}+\mathbf{v} \boldsymbol{\rho} \epsilon+\mathbf{v}^{e} \mu^{e} \epsilon^{e}+\mathbf{v}^{h} \mu^{h} \epsilon^{h}\right)\right] d s+\int_{V} \Sigma d V \tag{4.1}
\end{align*}
$$

where $\frac{1}{2} \mathrm{v} \cdot \mathrm{v}$ is the kinetic energy per unit mass, $\epsilon$ is the stored internal energy per unit mass of the deformable solid (lattice + bound electronic + impurity), $\epsilon^{e}$ is the stored internal energy per unit charge of the free electronic fluid, $\epsilon^{h}$ is the stored internal energy per unit charge of the hole fluid, $t \cdot v$ is the rate at which work is done per unit area by the mechanical surface tractions, $-p^{e} \mathrm{n} \cdot v^{e}$ and $-p^{h} \mathrm{n} \cdot \mathrm{v}^{h}$ are the rates at which work is done per unit area by the pressures acting in the free electronic and hole fluids, respectively, $q$ is the heat flux vector, $n \cdot v \rho\left(\frac{1}{2} v \cdot v+\epsilon\right)$ is the convective flux of energy of the deformable solid, $\mathrm{n} \cdot \mathrm{v}^{e} \mu^{e} \epsilon^{e}$ and $\mathrm{n} \cdot \mathrm{v}^{h} \mu^{h} \epsilon^{h}$ are the convective fluxes of energy of the free electronic and hole fluids, respectively, and $\Sigma$ is the rate of supply of energy per unit volume to the entire semiconducting continuum from the electromagnetic field. In order to obtain the expression for $\Sigma$, we must return to our model of the combined semiconducting continuum.

From the fundamental electric charge, current, and circulating current model of the continuum, the rate of supply of energy from the Maxwell electromagnetic field is

$$
\begin{align*}
\Sigma= & \mu^{l} \mathbf{E} \cdot \mathbf{v}+\mu^{b}(\mathbf{E}+\eta \cdot \nabla \mathbf{E}) \cdot\left(\mathbf{v}+\frac{d \eta}{d t}\right)+\mu^{i} \mathbf{E} \cdot \mathbf{v} \\
& +\mu^{e} \mathbf{E} \cdot \mathbf{v}^{\boldsymbol{e}}+\mu^{h} \mathbf{E} \cdot \mathbf{v}^{h}+C \oint_{C^{\prime}} i^{\prime} d \mathbf{s} \cdot \mathbf{E} \tag{4,2}
\end{align*}
$$

in which the entire supply is from the Maxwell electric field E. There is no rate of supply of energy from the magnetic induction field $B$ because fundamentally the force exerted on any moving charge element is always normal to the instantaneous total velocity of that charge element. The constant $C$ appears in the last term of (4.2) because $i^{\prime}$ is in magnetic units. In Sec. 5 of Ref. 12 it is shown that

$$
\begin{equation*}
\lim _{\substack{i^{\prime} \rightarrow \infty \\ C^{\prime}-0 \text { in a plane }}} C \oint_{C^{\prime}} i^{\prime} d \mathbf{s} \cdot \mathbf{E}=-\mathbf{M}^{\prime} \cdot \frac{\partial \mathrm{B}}{\partial t} \tag{4.3}
\end{equation*}
$$

Substituting from (2.4), (3.30), (3.31), and (4.3) into (4.2), we obtain

$$
\begin{align*}
& \Sigma=\left(\mu^{r}+\mu^{i}\right) \mathbf{E} \cdot \mathbf{v}+\mathbf{P} \cdot \boldsymbol{\nabla} \mathbf{E} \cdot \mathbf{v}+\mathbf{E} \cdot \rho \frac{d \pi}{d t} \\
& -\mathbf{M}^{\prime} \cdot \frac{\partial \mathbf{B}}{\partial t}+\mu^{e} \mathbf{E} \cdot \mathbf{v}^{\boldsymbol{e}}+\mu^{h} \mathbf{E} \cdot \mathbf{v}^{h} . \tag{4.4}
\end{align*}
$$

Taking the time derivative in (4.1), substituting from (3.23) and (4.4), employing the divergence theorem, (3.6), (3.7), (3.27), (3.28), (3.33), (3.48), the arbi-
trariness of $V$, and the relations
$\frac{d}{d t}=\frac{\partial}{\partial t}+v_{k} \frac{\partial}{\partial y_{k}}, \quad \frac{d^{e}}{d t}=\frac{\partial}{\partial t}+v_{k}^{e} \frac{\partial}{\partial y_{k}}, \quad \frac{d^{h}}{d t}=\frac{\partial}{\partial t}+v_{k}^{h} \frac{\partial}{\partial y_{k}}$,
and assuming

$$
\begin{equation*}
\epsilon^{e}=\epsilon^{e}\left(\mu^{e}\right), \quad \epsilon^{h}=\epsilon^{h}\left(\mu^{h}\right) \tag{4.6}
\end{equation*}
$$

we obtain

$$
\begin{align*}
\rho \frac{d \epsilon}{d t} & +\left(\mu^{e} \frac{\partial \epsilon^{e}}{\partial \mu^{e}}-\frac{p^{e}}{\mu^{e}}\right) \frac{d^{e} \mu^{e}}{d t}+\left(\mu^{h} \frac{\partial \epsilon^{h}}{\partial \mu^{h}}-\frac{p^{h}}{\mu^{h}}\right) \frac{d^{h} \mu^{h}}{d t} \\
= & \tau_{i j} v_{j, i}+\rho \frac{d \pi_{i}}{d t} E_{i}^{\prime}-M_{i}^{\prime} \frac{d B_{i}}{d t}-\mu^{e} E_{i}^{e}\left(v_{i}^{e}-v_{i}\right) \\
& -\mu^{h} E_{i}^{h}\left(v_{i}^{h}-v_{i}\right)-\left(\epsilon^{e}+\frac{p^{e}}{\mu^{e}}\right) \gamma^{e}-\left(\epsilon^{h}+\frac{p^{h}}{\mu^{h}}\right) \gamma^{h}-q_{i, i} \tag{4.7}
\end{align*}
$$

which is the first law of thermodynamics for the deformable semiconducting continuum.

Since we are considering a heat conducting, electrically semiconducting, polarizable and magnetizable, deformable elastic continuum with a first law of thermodynamics of the form shown in (4.7), the mathematical expression of the second law of thermodynamics may be written in the form ${ }^{40-42}$
$\rho \frac{d \epsilon}{d t}+\left(\mu^{e} \frac{\partial \epsilon^{e}}{\partial \mu^{e}}-\frac{p^{e}}{\mu^{e}}\right) \frac{d^{e} \mu^{e}}{d t}+\left(\mu^{h} \frac{\partial \epsilon^{h}}{\partial \mu^{h}}-\frac{p^{h}}{\mu^{h}}\right) \frac{d^{h} \mu^{h}}{d t}-\tau_{i j} v_{j, i}$

$$
\begin{equation*}
-E_{i}^{\prime} \rho \frac{d \pi_{i}}{d t}+M_{i}^{\prime} \frac{d B_{i}}{d t}=\rho \theta \frac{d \eta}{d t} \tag{4.8}
\end{equation*}
$$

where $\theta$ is the absolute temperature and $\eta$ is the entropy per unit mass. From (4.7) and (4.8), we have the dissipation equation

$$
\begin{align*}
& -\mu^{e} E_{i}^{e}\left(v_{i}^{e}-v_{i}\right)-\mu^{h} E_{i}^{h}\left(v_{i}^{h}-v_{i}\right)-\left(\epsilon^{e}+\frac{p^{e}}{\mu^{e}}\right) \gamma^{e} \\
& -\left(\epsilon^{h}+\frac{p^{h}}{\mu^{h}}\right) \gamma^{h}-q_{i, i}=\rho \theta \frac{d \eta}{d t} \tag{4.9}
\end{align*}
$$

and the entropy inequality may be written in the form

$$
\begin{align*}
\rho \frac{d \eta}{d t}+\left(\frac{q_{i}}{\theta}\right)_{, i}= & -\frac{1}{\theta}\left[\frac{q_{i} \theta_{y i}}{\theta}+\mu^{e} E_{i}^{e}\left(v_{i}^{e}-v_{i}\right)+\mu^{h} E_{i}^{h}\left(v_{i}^{h}-v_{i}\right)\right. \\
& \left.+\left(\epsilon^{e}+\frac{p^{e}}{\mu^{e}}\right) \gamma^{e}+\left(\epsilon^{h}+\frac{p^{h}}{\mu^{h}}\right) \gamma^{h}\right]=\rho \Gamma \geqslant 0 \tag{4.10}
\end{align*}
$$

where $\Gamma$ is the (positive) rate of entropy production. At this point it should be noted that this theory can readily be generalized $d^{43,44}$ to account for more general functional constitutive response in the manner set forth in Ref. 11.

Before proceeding to a determination of the constitutive equations, we will write the equation of the conservation of energy in a particularly interesting integral form in which no volume source terms appear. To this end we substitute from (3.10) into (4.4) and follow a procedure essentially identical with the one employed in Sec. 5 of Ref. 12 to obtain

$$
\begin{equation*}
\Sigma=E_{i} J_{i}+E_{i} \frac{\partial P_{i}}{\partial t}-M_{i} \frac{\partial B_{i}}{\partial t}+\left(v_{k} P_{i} E_{i}\right)_{k} \tag{4.11}
\end{equation*}
$$

From (3.35) and (3.36) in the usual way, with the aid of (3.37), we obtain

$$
\begin{equation*}
-h_{i, i}=\frac{\partial U^{F}}{\partial t}+E_{i} J_{i}+E_{i} \frac{\partial P_{i}}{\partial t}-M_{i} \frac{\partial B_{i}}{\partial t} \tag{4.12}
\end{equation*}
$$

where

$$
h_{i}=-(C / 4 \pi) e_{i j k} E_{j} H_{k}, \quad U^{F}=(1 / 8 \pi)\left(E_{k} E_{k}+B_{k} B_{k}\right),
$$

and $U^{F}$ may be interpreted as the electromagnetic field energy and $h_{i}$ is the usual Poynting vector. Equation (4.12) is a particularly interesting and useful form of Poynting's theorem for conducting, polarizable and magnetizable continua. Since the form in (4.12) depends only on the validity of Maxwell's equations [Eqs. (3.35) and (3.36)] and the relations (3.37), and is independent of any particular constitutive assumption, it is always valid. Substituting from (4.11) and (4.12) into (4.1) and employing the divergence theorem and the transport theorem, ${ }^{38}$ we obtain

$$
\begin{align*}
& \frac{d}{d t} \int_{V}\left(\frac{1}{2} \rho \mathrm{v} \cdot \mathrm{v}+\rho \epsilon+\mu^{e} \epsilon^{e}+\mu^{h} \epsilon^{h}+U^{F}\right) d V \\
& \quad=\int_{s} \mathrm{n} \cdot\left[\boldsymbol{\tau} \cdot \mathbf{v}-p^{e} \mathrm{v}^{e}-p^{h} \mathrm{v}^{h}-\mathrm{h}-\mathrm{q}-\left(\mathrm{v}^{e}-\mathrm{v}\right) \mu^{e} \epsilon^{e}\right. \\
& \left.\quad-\left(\mathbf{v}^{h}-\mathrm{v}\right) \mu^{h} \epsilon^{h}+\mathbf{v P} \cdot \mathbf{E}+\mathrm{v} U^{F}\right] d s \tag{4.14}
\end{align*}
$$

which is the particularly interesting integral form of the equation of the conservation of energy we have been after. Similarly, integrating over a spatial region, which instantaneously coincides with the material region considered in (4.14), we obtain the entirely equivalent spatial integral form of the equation of the conservation of energy for our deformable semiconductor

$$
\begin{align*}
& \frac{\partial}{\partial t} \int_{V}\left(\frac{1}{2} \rho \mathbf{v} \cdot \mathbf{v}+\rho \epsilon+\mu^{e} \epsilon^{e}+\mu^{h} \epsilon^{h}+U^{F}\right) d V \\
& \quad=\int_{s} \mathrm{n} \cdot\left[\boldsymbol{\tau} \cdot \mathbf{v}-p^{e} \mathbf{v}^{e}-p^{h} \mathbf{v}^{h}-\mathbf{h}-\mathbf{q}-\mathbf{v} \rho\left(\frac{1}{2} \mathbf{v} \cdot \mathbf{v}+\epsilon\right)\right. \\
& \quad-\mathbf{v}^{e} \mu^{e} \epsilon^{e}-\mathbf{v}^{h} \mu^{\left.h^{h} \epsilon^{h}+\mathbf{v} \mathbf{P} \cdot \mathbf{E}\right] d s} . \tag{4.15}
\end{align*}
$$

## 5. CONSTITUTIVE EQUATIONS

The state function constitutive equations may be determined from the thermodynamic state function equation (4.8), which, by virtue of the relation

$$
v_{j, i}=X_{M, i} d\left(y_{j, M}\right) / d t
$$

may be written in the form

$$
\begin{align*}
\rho \frac{d \epsilon}{d t} & +\left(\mu^{e} \frac{\partial \epsilon^{e}}{\partial \mu^{e}}-\frac{p^{e}}{\mu^{e}}\right) \frac{d^{e} \mu^{e}}{d t}+\left(\mu^{h} \frac{\partial \epsilon^{h}}{\partial \mu^{h}}-\frac{p^{h}}{\mu^{h}}\right) \frac{d^{h} \mu^{h}}{d t} \\
& =\tau_{i j} X_{M_{, i}} \frac{d}{d t}\left(y_{j, M}\right)+E_{i}^{\prime} \rho \frac{d \pi_{i}}{d t}-M_{i}^{\prime} \frac{d B_{i}}{d t}+\rho \theta \frac{d \eta}{d t} \tag{5.1}
\end{align*}
$$

Since the entropy inequality is of the form shown in (4.10) and Faraday's law (3.36) contains the electromagnetic field variables $E$ and $B$ only, it turns out to be convenient to define the thermodynamic state function $\chi$ by the Legendre transformation

$$
\begin{equation*}
\chi=\epsilon-E_{i}^{\prime} \pi_{i}-\eta \theta \tag{5.2}
\end{equation*}
$$

The substitution of the material time derivative of (5.2) into (5.1) yields
$\rho \frac{d \chi}{d t}+\left(\mu^{e} \frac{\partial \epsilon^{e}}{\partial \mu^{e}}-\frac{p^{e}}{\mu^{e}}\right) \frac{d^{e} \mu^{e}}{d t}+\left(\mu^{h} \frac{\partial \epsilon^{h}}{\partial \mu^{h}}-\frac{p^{h}}{\mu^{h}}\right) \frac{d^{h} \mu^{h}}{d t}$

$$
\begin{equation*}
=\tau_{i j} X_{M, i} \frac{d}{d t}\left(y_{j, M}\right)-\rho \pi_{i} \frac{d E_{i}^{\prime}}{d t}-M_{i}^{\prime} \frac{d B_{i}}{d t}-\rho \eta \frac{d \theta}{d t} \tag{5.3}
\end{equation*}
$$

Since (5.3) is a state function equation, we must have

$$
\begin{equation*}
\chi=\chi\left(y_{j, M} ; E_{i}^{\prime} ; B_{i} ; \theta\right) \tag{5.4}
\end{equation*}
$$

Substituting the material time derivative of (5.4) into (5.3), we obtain

$$
\begin{align*}
& \left(\tau_{i j} X_{M, i}-\rho \frac{\partial \chi}{\partial\left(y_{j, h}\right)}\right) \frac{d}{d t}\left(y_{j, H}\right)-\rho\left(\pi_{i}+\frac{\partial \chi}{\partial E_{i}^{\prime}}\right) \frac{d E_{i}^{\prime}}{d l} \\
& \quad-\rho\left(\nu_{i}^{\prime}+\frac{\partial \chi}{\partial B_{i}}\right) \frac{d B_{i}}{d t}-\rho\left(\eta+\frac{\partial \chi}{\partial \theta}\right) \frac{d \theta}{d t} \\
& \quad-\left(\mu^{e} \frac{\partial \epsilon^{e}}{\partial \mu^{e}}-\frac{p^{e}}{\mu^{e}}\right) \frac{d^{e} \mu^{e}}{d t}-\left(\mu^{h} \frac{\partial \epsilon^{h}}{\partial \mu^{h}}-\frac{p^{h}}{\mu^{h}}\right) \frac{d^{h} \mu^{h}}{d t}=0 \tag{5.5}
\end{align*}
$$

in which the magnetization per unit mass $\nu_{i}^{\prime}$ in the instantaneous local rest system of inertia, defined by

$$
\begin{equation*}
\nu_{i}^{\prime}=M_{i}^{\prime} / \rho \tag{5.6}
\end{equation*}
$$

has been introduced.
Since all the material time derivatives appearing in (5.5) are independent and (5.5) holds for arbitrary $d\left(y_{j, M}\right) / d l, d E_{i}^{\prime} / d t, d B_{i} / d l, d \theta / d t, d^{e} \mu^{e} / d t$, and $d^{h} \mu^{h} / d t$, we have

$$
\begin{align*}
& X_{M, i} \tau_{i j}=\rho \partial \chi / \partial\left(v_{j, u}\right)  \tag{5.7}\\
& \pi_{i}=-\partial \chi / \partial E_{i}^{\prime}, \quad \nu_{i}^{\prime}=-\partial \chi / \partial B_{i}, \quad \eta=-\partial \chi / \partial \theta  \tag{5.8}\\
& p^{e}=\left(\mu^{e}\right)^{2} \partial \epsilon^{e} / \partial \mu^{e}, \quad p^{h}=\left(\mu^{h}\right)^{2} \partial \epsilon^{h} / \partial \mu^{h} \tag{5.9}
\end{align*}
$$

Solving (5.7) for $\tau$, with the aid of the chain rule of differentiation, we find

$$
\begin{equation*}
\tau_{i j}=\rho y_{i, M} \partial \chi / \partial\left(y_{j, M}\right) \tag{5.10}
\end{equation*}
$$

Although $\epsilon^{e}$ and $\epsilon^{h}$ can be arbitrary functions of $\mu^{e}$ and $\mu^{h}$, respectively, because such functions are automatically invariant in a rigid rotation, $\chi$ cannot be an arbitrary function of $y_{k_{p} L}, E_{k}, B_{k}$, and $\theta$ because in order to satisfy the principle of material objectivity, ${ }^{45,46}$ $\epsilon$ and, hence, $\chi$ must be a scalar invariant under rigid rotations ${ }^{47}$ of the deformed, polarized and magnetized body, and any arbitrary function of the 16 variables (five vectors and a scalar at the point $y_{k}$ ) will not be so invariant. However, there is a theorem on invariant functions of several vectors due to Cauchy, ${ }^{48}$ which says that $\chi$ may be an arbitrary single-valued function of the scalar products of the vectors and the determinants of their components taken three at a time. ${ }^{49}$ Application of this theorem shows that $\chi$ is expressible as an arbitrary function of 15 scalar products and ten determinants, as well as $\theta$, for a total of 26 quantities. However, the 26 quantities are not all functionally independent, and it can be shown, by means of procedures similar to those employed in Sec. 6 of Ref. 4, that the 26 variables are expressible in terms of the 13 arguments consisting of

$$
\begin{equation*}
C_{K L}=y_{i, K} y_{i, L}, \quad W_{L}=y_{i, L} E_{i}^{\prime}, \quad N_{L}=y_{i, L} B_{i}, \quad \theta . \tag{5.11}
\end{equation*}
$$

Thus we find that $\chi$ may be reduced to the form

$$
\begin{equation*}
\chi=\chi\left(E_{K L}, W_{L}, N_{L}, \theta\right) \tag{5.12}
\end{equation*}
$$

in place of the form shown in (5.4), and we have replaced Green's deformation tensor $C_{K L}$, which does not vanish in the undeformed state, by the entirely equivalent material strain tensor $E_{K L}$, which does vanish in
the undeformed state, and is related to $C_{K L}$ by

$$
\begin{equation*}
E_{K L}=\frac{1}{2}\left(C_{K L}-\delta_{K L}\right) \tag{5.13}
\end{equation*}
$$

From (5.8) and (5.10)-(5.13), we obtain

$$
\begin{align*}
& \tau_{i j}=\rho y_{i, L} y_{j, M} \frac{\partial \chi}{\partial E_{L M}}+\rho y_{i, L} \frac{\partial \chi}{\partial W_{L}} E_{j}^{\prime}+\rho y_{i, L} \frac{\partial \chi}{\partial N_{L}} B_{j} \\
& \pi_{i}=-y_{i, L} \frac{\partial \chi}{\partial W_{L}}, \quad \nu_{i}^{\prime}=-y_{i, L} \frac{\partial \chi}{\partial N_{L}}, \quad \eta=-\frac{\partial \chi}{\partial \theta} \tag{5.15}
\end{align*}
$$

in which we have introduced the convention $\partial \chi / \partial E_{K L}$ $=\partial \chi / \partial E_{L K}$, and it is to be assumed that $\partial E_{R N} / \partial E_{N R}=0$ in differentiating $\chi$. From (5.14), (5.15) $)_{1,2},(3.32)$, and (5.6) note that

$$
\begin{equation*}
\tau_{i j}^{A}=\frac{1}{2}\left(E_{i}^{\prime} P_{j}-P_{i} E_{j}^{\prime}+B_{i} M_{j}^{\prime}-M_{i}^{\prime} B_{j}\right), \tag{5.16}
\end{equation*}
$$

which is the equation that would have been obtained from the conservation of angular momentum had it been employed.

This brings us to a consideration of the dissipative constitutive equations, which are obtained from the entropy inequality (4.10) which with the aid of (5.9) may be written in the form

$$
\begin{align*}
& \left(q_{i} \theta, i / \theta\right)+\mu^{e} E_{i}^{e}\left(v_{i}^{e}-v_{i}\right)+\mu^{h} E_{i}^{h}\left(v_{i}^{h}-v_{i}\right) \\
& \quad+\gamma^{e} \partial\left(\mu^{e} \epsilon^{e}\right) / \partial \mu^{e}+\gamma^{h} \partial\left(\mu^{h} \epsilon^{h}\right) / \partial \mu^{h} \leqslant 0 \tag{5.17}
\end{align*}
$$

Motivated by (5.17), we take the dissipative constitutive equations in the form

$$
\begin{align*}
& q_{i}=q_{i}\left(\theta_{i}, \mu^{e}, \mu^{h}, E_{i}^{e}, E_{i}^{h}\right) \\
& v_{i}^{e}-v_{i}=V_{i}^{e}\left(\theta_{i}, \mu^{e}, \mu^{h}, E_{i}^{e}, E_{i}^{h}\right), \\
& v_{i}^{h}-v_{i}=V_{i}^{h}\left(\theta_{i}, \mu^{e}, \mu^{h}, E_{i}^{e}, E_{i}^{h}\right), \\
& \gamma^{e}=\gamma^{e}\left(\theta_{i}, \mu^{e}, \mu^{h}, E_{i}^{e}, E_{i}^{h}\right), \\
& \gamma^{h}=\gamma^{h}\left(\theta_{i}, \mu^{e}, \mu^{h}, E_{i}^{e}, E_{i}^{h}\right), \tag{5.18}
\end{align*}
$$

but since the nondissipative constitutive equations (5.14), (5.15) depend on the $y_{i, M}, E_{i}^{\prime}, B_{i}$ and $\theta$, there is no logical reason to exclude them from the dissipative constitutive equations. ${ }^{50}$ Hence, on account of the chain rule of differentiation, we may write

$$
\begin{align*}
& q_{i}=q_{i}\left(\theta, M, \mu^{e}, \mu^{h}, E_{i}^{e}, E_{i}^{h}, y_{i, M}, E_{i}^{\prime}, B_{i}, \theta\right) \\
& v_{i}^{e}-v_{i}=V_{i}^{e}\left(\theta, M, \mu^{e}, E_{i}^{e}, y_{i, M}, E_{i}^{\prime}, B_{i}, \theta\right) \\
& v_{i}^{h}-v_{i}=V_{i}^{h}\left(\theta, M, \mu^{h}, E_{i}^{h}, y_{i, M}, E_{i}^{\prime}, B_{i}, \theta\right) \\
& \gamma^{e}=\gamma^{e}\left(\theta, M, \mu^{e}, E_{i}^{e}, y_{i, M}, E_{i}^{\prime}, B_{i}, \theta\right)  \tag{5.19}\\
& \gamma^{h}=\gamma^{h}\left(\theta, M, \mu^{h}, E_{i}^{h}, y_{i, M}, E_{i}^{\prime}, B_{i}, \theta\right)
\end{align*}
$$

for the general functional dependence of the dissipative constitutive equations. Since the free electronic and hole fluids have been assumed not to interact directly with each other, we have excluded the dependence of $V_{i}^{e}$ and $\gamma^{e}$ on $\mu^{h}$ and $E_{i}^{h}$ and $V_{i}^{h}$ and $\gamma^{h}$ on $\mu^{e}$ and $E_{i}^{e}$. Now, in order that the dissipative constitutive equations ( 5.19 ) may be able to satisfy the principle of material objectivity, ${ }^{45,46}$ all variables in ( 5.19 ) must be objective, ${ }^{51} \mathrm{i}_{\iota}$ e. , they must transform as tensors under time-dependent proper orthogonal transformations. ${ }^{47}$ All variables in (5.19), save $\left(v_{i}^{e}-v_{i}\right)$ and $\left(v_{i}^{h}-v_{i}\right)$, satisfy this latter requirement trivially, since they are not time-differentiated quantities, and $\left(v_{i}^{e}-v_{i}\right)$ and $\left(v_{i}^{h}-v_{i}\right)$ may readily be shown to be objective vectors. To see this, consider

$$
\begin{equation*}
y_{i}^{*}=Q_{i j}(t) y_{j}+b_{i}(t), \quad\left(y_{i}^{e}\right)^{*}=Q_{i j}(t) y_{j}^{e}+b_{i}(t), \tag{5.20}
\end{equation*}
$$

where $Q_{i j}(t)$ represents an arbitrary time-dependent proper orthogonal transformation and $b_{i}(t)$ represents an arbitrary time-dependent translation. In (5.20) the starred quantities represent either the motion as seen from an orthogonal coordinate system in arbitrary rigid motion with respect to ours or the motion plus a superposed rigid motion as seen from our coordinate system. From (5.20), we obtain

$$
\begin{equation*}
\left(v_{i}^{e}-v_{i}\right)^{*}=Q_{i j}\left(v_{j}^{e}-v_{j}\right)+\left(d Q_{i j} / d t\right)\left(y_{j}^{e}-y_{j}\right) \tag{5.21}
\end{equation*}
$$

but since at the point under consideration,

$$
\begin{equation*}
y_{j}^{e}=y_{j}, \tag{5.22}
\end{equation*}
$$

we have

$$
\begin{equation*}
\left(v_{i}^{e}-v_{i}\right)^{*}=Q_{i j}\left(v_{j}^{e}-v_{j}\right) \tag{5.23}
\end{equation*}
$$

which shows that $\left(v_{i}^{e}-v_{i}\right)$ is an objective vector. In the same way we may readily show that $\left(v_{i}^{h}-v_{i}\right)$ is an objective vector. Now, the quantities on the left-hand sides of ( 5.19 ) cannot be arbitrary functions of the variables shown because arbitrary functions of the variables shown will not satisfy the principle of material objectivity, ${ }^{45,46}$ which requires the constitutive equations to transform appropriately under proper orthogonal transformations. However, if $q_{i}, V_{i}^{e}$, and $V_{i}^{h}$ are expressed in the form

$$
\begin{equation*}
q_{i}=y_{i, K} L_{K}, \quad V_{i}^{e}=y_{i, K} \Omega_{K}^{e}, \quad V_{i}^{h}=y_{i, K} \Omega_{K}^{h} \tag{5.24}
\end{equation*}
$$

where $L_{K}, \Omega_{K}^{e}$, and $\Omega_{K}^{h}$ are functions of the variables shown on the respective right-hand sides of (5.19), it may readily be shown using established methods ${ }^{52}$ that the principle of material objectivity is satisfied if $L_{K}$, $\Omega_{K}^{e}$, and $\Omega_{K}^{h}$ are vector invariants in a rigid motion and $\gamma^{e}$ and $\gamma^{h}$ are scalar invariants in a rigid motion. Then the previous application of Cauchy's theorem on invariant functions of vectors shows that the required invariance is assured if $L_{K}, \Omega_{K}^{e}, \Omega_{K}^{h}, \gamma^{e}$, and $\gamma^{h}$, respectively, are of the form

$$
\begin{align*}
& L_{K}=L_{K}\left(\theta, M, \mu^{e}, \mu^{h}, u_{L}^{e}, w_{L}^{h}, E_{L M}, W_{L}, N_{L}, \theta\right), \\
& \Omega_{K}^{e}=\Omega_{K}^{e}\left(\theta, M, \mu^{e}, u_{L}^{e}, E_{L M}, W_{L}, N_{L}, \theta\right) \\
& \Omega_{K}^{h}=\Omega_{K}^{h}\left(\theta, M, \mu^{h}, w_{L}^{h}, E_{L M}, W_{L}, N_{L}, \theta\right)  \tag{5.25}\\
& \gamma^{e}=\gamma^{e}\left(\theta, M, \mu^{e}, w_{L}^{e}, E_{L M}, W_{L}, N_{L}, \theta\right) \\
& \gamma^{h}=\gamma^{h}\left(\theta, M, \mu^{h}, w_{L}^{h}, E_{L M}, W_{L}, N_{L}, \theta\right), \tag{5.26}
\end{align*}
$$

where

$$
\begin{equation*}
w_{L}^{e}=y_{i, L} E_{i}^{e}, \quad u_{L}^{h}=y_{i, L} E_{i}^{h} \tag{5.27}
\end{equation*}
$$

and $E_{L M}, W_{L}$, and $N_{L}$ are defined in (5.13) and (5.11) ${ }_{2,3}$, respectively. Now, it must be remembered that, although the dependence of $L_{K}, \Omega_{K}^{e}, \Omega_{K}^{h}, \gamma^{e}$, and $\gamma^{h}$ on $E_{K L}$, $W_{K}, N_{L}$, and $\theta$ is arbitrary, there are conditions on their dependence on $\theta_{, M}, w_{L}^{e}, w_{L}^{h}, \mu^{e}$, and $\mu^{h}$ on account of the Clausius-Duhem inequality ( 5.17 ). Thus the dissipative constitutive equations in the general case are given by (5.26) and

$$
\begin{equation*}
q_{i}=y_{i, K} L_{K}, \quad v_{i}^{e}-v_{i}=y_{i, K} \Omega_{K}^{e}, \quad v_{i}^{h}-v_{i}=y_{i, K} \Omega_{K}^{h}, \tag{5.28}
\end{equation*}
$$

with $L_{K}, \Omega_{K}^{e}$, and $\Omega_{K}^{h}$ as given in (5.25).
Equations (5.14), (5.15), (5.26), and (5.28) determine the constitutive equations for our heat conducting, polarizable and magnetizable, deformable semiconduct-
ing continuum. Thus, all that remains in the determination of explicit constitutive equations is the selection of specific forms for $\epsilon^{e}, \epsilon^{h}, \chi, L_{K}, \Omega_{K}^{e}, \Omega_{K}^{h}, \gamma^{e}$, and $\gamma^{h}$. At this point it should be noted that the generation rates $\gamma^{e}$ and $\gamma^{h}$ implicitly determine the degree of impurity of the semiconducting continuum. If $\gamma^{e}+\gamma^{h}=0$, we have a pure (intrinsic) semiconductor, but if $\gamma^{e}+\gamma^{h} \neq 0$ we have a semiconductor with either a donor or acceptor density. Once the constitutive equations have been determined, we have a determinate theory, which by appropriate substitution can readily be reduced to 18 equations in the 18 dependent variables $y_{j}, \theta, E_{i}, B_{i}, E_{i}^{e}, E_{i}^{h}, \mu^{e}$, and $\mu^{h}$. The 18 equations are the three each of (3.27), (3.28), (3.33), (3.35), and (3.36) and (3.6), (3.7), and (4.9). Clearly, the system can be reduced further to 16 equations in 16 dependent variables with the aid of the electromagnetic potentials. ${ }^{53}$ In order to have a complete field theory, the boundary (or jump) conditions at moving surfaces of discontinuity have to be adjoined to the aforementioned system of equations. This is done in the next section.

Before proceeding we note that the quantities $\partial\left(\mu^{e} \epsilon^{e}\right) / \partial \mu^{e}$ and $\partial\left(\mu^{h} \epsilon^{h}\right) / \partial \mu^{h}$ are identical with the chemical potentials $\varphi^{e}$ and $\varphi^{h}$ for the free electronic and hole continua, respectively, which are used in place of the partial pressures $p^{e}$ and $p^{h}$ in most literature ${ }^{19,54}$ on semiconductors. Indeed, from (5.9) and

$$
\begin{equation*}
\varphi^{e}=\partial\left(\mu^{e} \epsilon^{e}\right) / \partial \mu^{e}, \quad \varphi^{h}=\partial\left(\mu^{h} \epsilon^{h}\right) / \partial \mu^{h} \tag{5.29}
\end{equation*}
$$

it is relatively easy to show that

$$
\begin{equation*}
\left(1 / \mu^{e}\right) p_{, i}^{e}=\varphi_{, i}^{e}, \quad\left(1 / \mu^{h}\right) p_{, i}^{h}=\varphi_{, i}^{h} \tag{5.30}
\end{equation*}
$$

which indicates that in the equations of the conservation of linear momentum (or conductivity equations) for the free electronic continuum (3.27) and hole continuum (3.28), the terms containing the pressure gradients are identical with the gradients of the respective chemical potentials. However, the use of the partial pressures, which are more fundamental than the chemical potentials, indicates the existence and proper form of semiconductor boundary conditions, as shown in the next section, and results in the correct rates of working and attendant thermodynamic description appearing in Sec. 4, which underlies the constitutive equations of this section. Moreover, it should be noted that the substitution of (5.29) in the last two terms on the lhs of the rate of entropy production inequality (5.17), which was obtained from a systematic continuum thermodynamic treatment, results in terms identical with those presented in Section 3.5 of Ref. 54 for the equivalent situation, which terms were obtained in a completely different manner.

## 6. THE BOUNDARY CONDITIONS

In this section we determine the boundary conditions which must be adjoined to the system of differential equations, as noted in Sec. 5, in order to formulate boundary value problems. As usual, these boundary (or jump) conditions are determined by applying the integral forms of the pertinent field equations to appropriate limiting regions surrounding the moving (not necessarily material) surface of discontinuity ${ }^{55}$ with normal velocity $u_{n}$, and assuming that certain variables
remain bounded. The pertinent integral forms are (3.1)-(3.4), the integral form associated with (3.8), (3.41)-(3.43), either (3.49) or (3.50), the integral form of (4.10), which takes the form

$$
\begin{equation*}
\frac{d}{d t} \int_{V} \rho \eta d V+\int_{s} \frac{n_{i} q_{i}}{\theta} d s=\int_{V} \rho \Gamma d V \geqslant 0 \tag{6.1}
\end{equation*}
$$

where $\rho \Gamma$ is defined in (4.10) and integral forms are associated with (3.27) and (3.28), neither of which can be used directly to find integral forms for the determination of jump conditions without making some sort of physical assumption about the manner in which the Lorentz force for each conducting fluid and $\mathbf{E}^{e}$ and $\mathrm{E}^{h}$ become unbounded. However, before proceeding we observe that since we have the correct integral form (3.50) for the combined semiconducting continuum, any assumptions concerning the integral forms for the conducting fluids must be consistent with (3.50) and, indeed, can be expected to be related to the Maxwell tensor $\mathrm{T}^{\mathrm{EM}}$, which results in the force exerted across the surface by the electromagnetic field on the combined semiconducting continuum. Since the conducting fluids possess no polarization or magnetization, the aforementioned surface force on each conducting fluid should be directly related to the Maxwell stress tensor $\mathrm{T}^{\mathrm{ES}}$ which contains the terms in $\mathbf{T}^{E M}$ independent of $\mathbf{P}$ and $\mathbf{M}^{\prime}$, i. e.,

$$
\begin{equation*}
T_{i j}^{\mathrm{ES}}=(1 / 4 \pi)\left[E_{i} E_{j}+B_{i} B_{j}-\frac{1}{2}\left(E_{k} E_{k}+B_{k} B_{k}\right) \delta_{i j}\right] . \tag{6.2}
\end{equation*}
$$

Although the jump in the Maxwell tensor across a surface of discontinuity depends only on the discontinuity in the field vectors and is not directly dependent on the surface charge, from a discrete microscopic viewpoint the resultant macroscopic surface force is due to the sum of the microscopic volumetric forces exerted by the electromagnetic field on the free electrons (and/or holes) and lattice charge in a microscopic volumetric region that can be identified with the macroscopic surface. As a consequence of this reasoning, the surface force on, say, the free electronic continuum and the residual charge of the lattice continuum must be oppositely directed because the above-mentioned microscopic charges are of opposite sign. In fact it can be reasoned that the magnitude of the surface forces on the separate continua can be considerably larger than the magnitude of the resultant force due to the jump in the Maxwell tensor $\mathrm{T}^{\mathrm{ES}}$ on the two mentioned continua combined. In view of the above discussion it seems reasonable to assume that there are scalar material coefficients $\alpha^{e}, \alpha^{h}$, and $\alpha^{s}$, which are related to appropriate ratios of the above-mentioned microscopic volumetric charge densities within the macroscopic surface of the semiconductor, that when multiplied by the Maxwell tensor $\mathrm{T}^{\mathrm{ES}}$ in (6.2) give the forces exerted by the electromagnetic field across the surfaces of the respective continua. Thus, we postulate that the integral forms associated with the differential forms (3.27) and (3.28), respectively, which are valid in the vicinity of a surface of discontinuity are

$$
\begin{align*}
& \int_{s} \mathbf{n} \cdot\left(-p^{e} \mathbf{I}+\alpha^{e} \mathbf{T}^{\mathbb{E S}}\right) d s+\int_{V} \mu^{e} \mathbf{E}^{e s} d V=\frac{\partial}{\partial t} \int_{V} \alpha^{e} \mathbf{g} d V \\
& \int_{s} \mathbf{n} \cdot\left(-p^{h} \mathbf{I}+\alpha^{h} \mathbf{T}^{E S}\right) d s+\int_{V} \mu^{h} \mathbf{E}^{h s} d V=\frac{\partial}{\partial t} \int_{V} \alpha^{h} \mathbf{g} d V \tag{6.3}
\end{align*}
$$

where $\mathrm{E}^{e s} \neq \mathbf{E}^{e}$ and $\mathrm{E}^{h s} \neq \mathrm{E}^{h}$ in order that (6.3) and (6.4) be consistent with (3.50), and we have introduced $\mathbf{g}$ in (6.3) and (6.4), even though we deem it to be negligible in actual cases, also for logical consistency with (3.50). Clearly then, in the vicinity of a surface of discontinuity in addition to (6.3), (6.4), and (3.50), we have

$$
\begin{align*}
& \int_{s} \mathrm{n} \cdot\left[\tau+\mathbf{T}^{\mathrm{EM}}+\left(\alpha^{s}-1\right) \mathbf{T}^{\mathrm{ES}}-\mathbf{v} \rho \mathbf{v}\right] d s-\int_{V}\left(\mu^{e} \mathbf{E}^{e s}+\mu^{h} \mathbf{E}^{h s}\right) d V \\
& \quad=\frac{\partial}{\partial t} \int_{V}\left(\rho \mathbf{v}+\alpha^{s} \mathbf{g}\right) d V \tag{6.5}
\end{align*}
$$

as the integral form associated with the differential form (3.33), where

$$
\begin{equation*}
\alpha^{e}+\alpha^{h}+\alpha^{s}=1 \tag{6.6}
\end{equation*}
$$

which assures that the sum of (6.3)-(6.5) yields (3.50). The scalar material coefficients $\alpha^{e}, \alpha^{h}$, and $\alpha^{s}$ can be regarded as either macroscopic quantities to be measured or coefficients to be determined from a microscopic quantum mechanical surface state calculation. ${ }^{56}$ In any event in this description they are taken to be known parameters, which may be determined by either of the above mentioned means.

Since the normal component of electric displacement can be discontinuous even across nonmaterial surfaces of discontinuity, the charge density $\mu$ and, hence, all the other charge densities, as well as the charge generation rates, can become unbounded at nonmaterial, as well as material, surfaces of discontinuity. However, at nonmaterial surfaces of discontinuity the material fields $\mathrm{E}^{e s}$ and $\mathrm{E}^{h s}$ are assumed to remain bounded, while at material surfaces of discontinuity they can become unbounded. For all integral forms considered, except (3.41) and (3.42), a volumetric region is taken in the usual way, ${ }^{55}$ and it is assumed that all pertinent variables remain bounded except the aforementioned charge densities and charge generation rates. The jump conditions obtained from the respective integral forms consisting of (3.1)-(3.4), the integral form associated with (3.8), (3.43), either (3.49) or (3.50), (6.1), (6.3), and (6.4) are

$$
\begin{align*}
& \mathbf{n} \cdot[\rho \mathbf{v}]-u_{n}[\rho]=0,  \tag{6,7}\\
& \mathbf{n} \cdot\left[\mu^{i} \mathbf{v}\right]-u_{n}\left[\mu^{i}\right]+\partial Q^{i} / \partial t=\Gamma^{i},  \tag{6.8}\\
& \mathbf{n} \cdot\left[\mu^{e} \mathbf{v}^{e}\right]-u_{n}\left[\mu^{e}\right]+\partial Q^{e} / \partial t=\Gamma^{e},  \tag{array}\\
& \mathbf{n} \cdot\left[\mu^{h} \mathbf{v}^{h}\right]-u_{n}\left[\mu^{h}\right]+\partial Q^{h} / \partial l=\Gamma^{h},  \tag{6.10}\\
& \mathbf{n} \cdot\left[\mu^{r} \mathbf{v}\right]-u_{n}\left[\mu^{r}\right]+\partial Q^{r} / \partial t=\Gamma^{r},  \tag{6.11}\\
& \mathbf{n} \cdot[B]=0, \mathbf{n} \cdot[\mathbf{D}]=4 \pi Q,  \tag{6.12}\\
& \mathbf{n} \cdot\left[\tau-\left(p^{e}+p^{h}\right) \mathbf{I}+\mathbf{T}^{E M}-\mathbf{v} \rho \mathbf{v}\right]+u_{n}[\rho \mathbf{v}+\mathbf{g}]=0,  \tag{6.13}\\
& \mathbf{n} \cdot[(\mathbf{q} / \theta)+\mathbf{v} \rho \eta]-u_{n}[\rho \eta] \geqslant 0,  \tag{6.14}\\
& \mathbf{n} \cdot\left[-p^{e} \mathbf{I}+\alpha^{e} \mathbf{T}^{E S}\right]+u_{n}\left[\alpha^{e} \mathbf{g}\right]=0,  \tag{6.15}\\
& \mathbf{n} \cdot\left[-p^{h} \mathbf{I}+\alpha^{h} \mathbf{T}^{E S}\right]+u_{n}\left[\alpha^{h} \mathbf{g}\right]=0, \tag{6.16}
\end{align*}
$$

where we have introduced the conventional notation [C] for $\mathrm{C}^{+}-\mathrm{C}^{-}, \mathrm{n}$ denotes the unit normal directed from the - to the + side of the surface of discontinuity, $Q^{i}, Q^{e}$, $Q^{h}$, and $Q^{r}$ denote the surface charge densities for the impurity, free electronic, hole and lattice continua, respectively, while $Q$ is the net surface charge density, ${ }^{57}$ i. $e_{\text {。 }}$,

$$
\begin{equation*}
Q=Q^{r}+Q^{i}+Q^{e}+Q^{h}, \tag{6.17}
\end{equation*}
$$

and $\Gamma^{r}, \Gamma^{i}, \Gamma^{e}$, and $\Gamma^{h}$ are the respective surface charge generation rates, which satisfy

$$
\begin{equation*}
\Gamma^{r}+\Gamma^{i}+\Gamma^{e}+\Gamma^{h}=0 \tag{6.18}
\end{equation*}
$$

The jump conditions on H and E , respectively, are determined from (3.41) and (3.42) by considering the circulation around a limiting open surface intersecting the moving surface of discontinuity in the usual way, ${ }^{58}$ and are given by

$$
\begin{equation*}
\mathrm{n} \times[\mathrm{H}]+\left(u_{n} / C\right)[\mathrm{D}]=0, \quad \mathrm{n} \times[\mathrm{E}]-\left(u_{n} / \mathrm{C}\right)[\mathrm{B}]=0 \tag{6.19}
\end{equation*}
$$

If the surface of discontinuity is material,

$$
\begin{equation*}
u_{n}=\mathrm{n} \cdot \mathrm{v}^{+}=\mathrm{n} \cdot \mathrm{v}^{-} \tag{6.20}
\end{equation*}
$$

and (6.7) evaporates, (6.8)-(6.11) and (6.13) reduce to

$$
\begin{align*}
& \partial Q^{i} / \partial t=\Gamma^{i}, \\
& \mathrm{n} \cdot\left[\mu^{e}\left(v^{e}-\mathrm{v}\right)\right]+\partial Q^{e} / \partial t=\Gamma^{e}, \\
& \mathrm{n} \cdot\left[\mu^{h}\left(\mathbf{v}^{h}-\mathrm{v}\right)\right]+\partial Q^{h} / \partial t=\Gamma^{h},  \tag{16}\\
& \partial Q^{r} / \partial t=\Gamma^{r},  \tag{6.23}\\
& \mathrm{n} \cdot\left[\tau-\left(p^{e}+p^{h}\right) \mathrm{I}+\mathrm{T}^{\mathrm{EM}}+\mathrm{vg}\right]=0, \tag{6.24}
\end{align*}
$$

(6.12) remain unchanged, and (6.15) and (6.16) take the respective forms

$$
\begin{align*}
& \mathbf{n} \cdot\left[-p^{e} \mathbf{I}+\alpha^{e} \mathbf{T}^{E \mathbf{S}}+\mathbf{v} \alpha^{e} \mathbf{g}\right]+\mathcal{F}^{e}=0  \tag{6.26}\\
& \mathbf{n} \cdot\left[-p^{h} \mathbf{I}+\alpha^{h} \mathbf{T}^{E \mathbf{s}}+\mathbf{v} \alpha^{h} \mathbf{g}\right]+\mathcal{F}^{h}=0 \tag{6.27}
\end{align*}
$$

where

$$
\begin{equation*}
\int_{s} \mathcal{F}^{e} d s=\lim _{V \rightarrow 0} \int_{V} \mu^{e} \mathbf{E}^{e s} d V, \quad \int_{s} \mathcal{F}^{h} d s=\lim _{V \rightarrow 0} \int_{V} \mu^{h} \mathbf{E}^{h s} d V . \tag{6.28}
\end{equation*}
$$

The vectors $\mathcal{F}^{e}$ and $\mathcal{F}^{h}$ denote the surface forces that are exerted by the deformable solid on the free electronic and hole fluids, respectively. Now, from (4.10), (3.27), and (3.28), with the aid of (5.29), (5.30), (3.6), (3.7), the divergence theorem and an integration over an arbitrary volume, we can write

$$
\begin{align*}
\int_{V} & {\left[\rho \frac{d \eta}{d t}+\frac{1}{\theta}\left(\varphi^{e} \frac{\partial \mu^{e}}{\partial t}+\varphi^{h} \frac{\partial \mu^{h}}{\partial t}\right)\right] d V } \\
& +\int_{s} n_{i} \frac{1}{\theta}\left(q_{i}+\varphi^{e} \mu^{e} v_{i}^{e}+\varphi^{h} \mu^{h} v_{i}^{h}\right) d s \\
& =\int_{V}\left(-\frac{1}{\theta^{2}}\left(q_{i}+\varphi^{e} \mu^{e} v_{i}^{e}+\varphi^{h} \mu^{h} v_{i}^{h}\right) \theta_{, i}+\frac{1}{\theta}\left(\mu^{e} v_{i}^{e}+\mu^{h} v_{i}^{h}\right) E_{i}\right. \\
& \left.\quad+\frac{1}{\theta}\left(\mu^{e} E_{i}^{e}+\mu^{h} E_{i}^{h}\right) v_{i}\right) d V \tag{6.29}
\end{align*}
$$

If $\theta$ is continuous, i. e.,

$$
\begin{equation*}
[\theta]=0, \tag{6.30}
\end{equation*}
$$

across the surface of discontinuity, the application of (6.29) to the appropriate limiting region surrounding the moving material surface of discontinuity, along with the assumption that all current terms remain bounded, yields the jump condition

$$
\begin{align*}
\mathbf{n} \cdot & {\left[\mathbf{q}+\varphi^{e} \mu^{e} \mathbf{v}^{e}+\varphi^{h} \mu^{h} \mathbf{v}^{h}\right]+\frac{1}{2}\left(\varphi^{e \varphi}+\varphi^{e-}\right) \frac{\partial Q^{e}}{\partial t} } \\
& +\frac{1}{2}\left(\varphi^{h+}+\varphi^{h-}\right) \frac{\partial Q^{h}}{\partial t}=0 \tag{6.31}
\end{align*}
$$

provided we assume that the terms containing $\mathbf{v}$, i. e., $\mu^{e} \mathbf{E}^{e} \cdot \mathbf{V}$ and $\mu^{h} \mathbf{E}^{h} \cdot \mathbf{v}$ are bounded in the limit even though $\mathrm{E}^{e}$ and $\mathrm{E}^{h}$ are not bounded. This is a reasonable physical assumption since $|v|$ is so much smaller than $\left|v^{e}\right|$ and $\left|\mathbf{v}^{h}\right|$. This latter situation, consisting of the jump conditions (6.12), (6.19), (6.21)-(6.27), (6.30), and (6.31) along with Eqs. (6.17) and (6.18), is of primary interest to us and these jump conditions are sufficient if the semiconductor abuts free space. However, if the semiconductor abuts another semiconductor, the additional condition

$$
\begin{equation*}
[y]=0 \tag{6.32}
\end{equation*}
$$

which states that the two bodies are attached, must be satisfied. The normal components of the surface forces $\mathcal{F}^{e}$ and $\mathcal{F}^{h}$ exerted by the deformable solid on the respective conducting fluids must be determined from constitutive relations, which, by virtue of considerations discussed in Sec. 5, may be written in the form ${ }^{59}$

$$
\begin{equation*}
n_{j} 7_{j}^{e}=n_{j} y_{j, K} G_{K}^{e}, \quad n_{j} 7_{j}^{h}=n_{j} y_{j, K} G_{K}^{h}, \tag{6.33}
\end{equation*}
$$

where

$$
\begin{align*}
& G_{K}^{e}=G_{K}^{e}\left(\theta_{, M}, \mu^{e}, w_{L}^{e}, E_{L M}, W_{L}, N_{L}, \theta\right), \\
& G_{K}^{h}=G_{K}^{h}\left(\theta_{, M}, \mu^{h}, w_{L}^{h}, E_{L M}, W_{L}, N_{L}, \theta\right) . \tag{6.34}
\end{align*}
$$

Since, by virtue of ( 5.9 ), $(3,27)$ and (3.28) constitute first-order differential equations in $\mu^{e}$ and $\mu^{h}$, respectively, the boundary conditions

$$
\begin{align*}
& {\left[-p^{e}+\alpha^{e} \mathrm{n} \cdot\left(\mathrm{~T}^{\mathrm{ES}}+\mathrm{vg}\right) \cdot \mathrm{n}\right]+\mathrm{n} \cdot \mathcal{F}^{e}=0,}  \tag{6.35}\\
& {\left[-p^{h}+\alpha^{h} \mathrm{n} \cdot\left(\mathrm{~T}^{E S}+\mathrm{vg}\right) \cdot \mathrm{n}\right]+\mathrm{n} \cdot \mathcal{F}^{h}=0,} \tag{6.36}
\end{align*}
$$

which are obtained by taking the normal components of (6.26) and (6.27), respectively, are sufficient when the semiconductor abuts either free space or another semiconductor. The tangential components of the surface forces $\mathcal{F}^{e}$ and $\mathcal{F}^{h}$, i. e., $n \times \mathcal{F}^{e}$ and $n \times \mathcal{F}^{n}$, may be determined a posteriori if desired when a solution has been obtained. Now, all terms in boundary expressions, which are not prescribed, may be expressed in terms of the same 18 field variables as the 18 equations mentioned near the end of Sec. 5 by making the appropriate straightforward substitutions.

Thus, at this point we have obtained the nonlinear differential equations and boundary conditions describing the interaction of the electromagnetic field with polarizable and magnetizable, heat conducting, deformable semiconductors. The description consists of the aforementioned 18 equations and 20 boundary conditions, which are the one each of $(6.12)_{1,2},(6.21)-(6.24)$, $(6.30),(6.31),(6.35)$, and (6.36), the two each of $(6.19)_{1,2}$, and the three each of (6.25) and (6.32), all expressed in terms of the 18 field variables $y_{i}, \theta, E_{i}$, $B_{i}, E_{i}^{e}, E_{i}^{h}, \mu^{e}$, and $\mu^{h}$. In addition, at a boundary, Eqs. (6.17) and (6.18) must be satisfied. All that remains is the selection of specific forms for $\epsilon^{e}, \epsilon^{h}, L_{K}, \Omega_{K}^{e}, \Omega_{K}^{h}, \gamma^{e}, \gamma^{h}, G_{K}^{e}, G_{K}^{h}, \Gamma^{e}$, and $\Gamma^{h}$.

## 7. THE QUASISTATIC ELECTRIC FIELD

Since the wavelengths of elastic waves are much shorter than the wavelengths of electromagnetic waves at the same frequency and we are concerned with solutions at the shorter wavelengths, it proves convenient
to reduce the equations that have already been derived to those that hold when the electric field is quasistatic. ${ }^{27}$ Although in this section the magnetization $\mathbf{M}$ is assumed to vanish, the magnetic induction field $\mathbf{B}$ is permitted to exist but must be static and homogeneous. At this point it should be noted that since the velocity $v$ of the lattice continuum is very much smaller than the speed of light $C$, to this approximation terms containing $\mathrm{v} / \mathrm{C}$ may be neglected without loss in accuracy and, from (3.38) ${ }_{1,2}$, (3.48), and (5.6), we have

$$
\begin{equation*}
\mathbf{M}=0, \quad \mathbf{P}=\mathbf{P}^{\prime}, \quad \mathbf{E}=\mathrm{E}, \quad \nu=0 \tag{7.1}
\end{equation*}
$$

In this approximation in place of $(3,36)$ we have

$$
\begin{equation*}
E_{i}=-\varphi_{1 i} \tag{7,2}
\end{equation*}
$$

where $\varphi$ is the electric scalar potential, and the
Poynting vector $h$ defined in $(4,13)_{1}$ reduces to

$$
\begin{equation*}
h_{i}=-(\varphi / 4 \pi) \partial D_{i} / \partial t \tag{7,3}
\end{equation*}
$$

Moreover, the electromagnetic momentum $g$ defined in (3.47) can be neglected. Under these circumstances the resulting description becomes Galilean invariant.

When the electric field is quasistatic and the magnetic induction is a static homogeneous field, Eqs. (2.6), (3.1), (3.5)-(3.12), (3.23), (3.27)-(3.32), (3.37), $(3.38)_{3},(3.39),(3.40)$, and (3.43) remain unchanged, Eqs. (3.33) and (3.34) take the respective forms

$$
\begin{align*}
& \nabla \cdot \tau+\mathbf{P} \cdot \nabla \mathbf{E}+\left(\mu^{r}+\mu^{i}\right) \mathbf{E}+\frac{\rho}{C} \frac{d \pi}{d t} \times \mathbf{B}+\left(\mu^{r}+\mu^{i}\right) \frac{\mathbf{v}}{\mathrm{C}} \times \mathbf{B} \\
& \quad-\mu^{e} \mathbf{E}^{e}-\mu^{h} \mathbf{E}^{h}=\rho \frac{d \mathbf{v}}{d t},  \tag{7.4}\\
& \nabla \cdot \tau-\nabla p^{e}-\nabla p^{h}+\mathbf{P} \cdot \nabla \mathbf{E}+\mu \mathbf{E}+\frac{\rho}{\mathrm{C}} \frac{d \pi}{d t} \times \mathbf{B}+\frac{\mathrm{J}}{\mathrm{C}} \times \mathbf{B}=\rho \frac{d \mathbf{v}}{d t} \tag{7.5}
\end{align*}
$$

and it is understood that the prescribed homogeneous magnetic induction field $B$ has a character in the description mathematically analogous to that of a prescribed gravitational field in mechanical systems. In this description, primarily because of (7.2), Eq. (3.35) may be replaced by

$$
\begin{equation*}
\nabla \cdot[(\partial \mathbf{D} / \partial t)+4 \pi J]=0 \tag{7.6}
\end{equation*}
$$

Equations (3.41), (3.42), (3.44)-(3.46), (3.49), and (3.50), respectively, are replaced by

$$
\begin{align*}
& (\partial / \partial l) \int_{s} \mathrm{n} \cdot \mathrm{D} d s+\int_{s} \mathrm{n} \cdot \mathrm{~J} d s=0  \tag{7.7}\\
& \oint_{C} \mathrm{E} \cdot d \mathrm{y}=0  \tag{7.8}\\
& f_{j}=P_{k} E_{j, k}+\mu E_{j}+\frac{\rho}{C} e_{j k l} \frac{d \pi_{k}}{d t} B_{l}+e_{j k l} \frac{J_{k}}{C} B_{l},  \tag{7.9}\\
& P_{k} E_{j_{v} k}+\mu E_{j}=T_{i j, i}^{E}  \tag{7.10}\\
& T_{i j}^{E}=\frac{1}{4 \pi}\left(4 \pi P_{i} E_{j}+E_{i} E_{j}-\frac{1}{2} E_{k} E_{k} \delta_{i j}\right),  \tag{7.11}\\
& \int_{s} \mathrm{n} \cdot\left[\tau-\left(p^{e}+p^{h}\right) \mathrm{I}+\mathrm{T}^{E}\right] d s+\int_{V} \frac{1}{C} \mathrm{~J} \times \mathrm{B} d V \\
& =\frac{d}{d t} \int_{V} \rho\left(\mathrm{v}-\frac{1}{C} \pi \times \mathrm{B}\right) d V  \tag{7.12}\\
& \int_{s} \mathrm{n} \cdot\left(\tau-\left(p^{e}+p^{h}\right) \mathrm{I}+\mathrm{T}^{E}-\mathrm{v} \rho \mathrm{v}+\frac{\mathrm{v}}{C} \mathbf{P} \times \mathrm{B}\right) d s
\end{align*}
$$

$$
\begin{equation*}
+\int_{V} \frac{1}{C} J \times \mathrm{B} d V=\frac{\partial}{\partial t} \int_{V} \rho\left(v-\frac{1}{C} \pi \times \mathrm{B}\right) d V \tag{7.13}
\end{equation*}
$$

Except for the fact that the magnetic terms in Sec. 4 are dropped and $h_{i}$ in (4.13) is replaced by (7.3), all equations in Sec. 4 are unchanged. Aside from the fact that the magnetic terms are dropped in Sec. 5 also and $E^{\prime}$ is replaced by $E$, the constitutive equations in Sec. 5 are unchanged. The resulting theory in this section can readily be reduced by appropriate substitutions to 13 equations in the 13 dependent variables $y_{j}, \theta, \varphi$, $E_{i}^{e}, E_{i}^{h}, \mu^{e}$, and $\mu^{h}$. The 13 equations are the three each of (3.27), (3.28), and (7.4) and (3.6), (3.7), (4.9), and (7.6).

At a moving nonmaterial surface of discontinuity the jump conditions ( 6.7 ) $-(6.12)$ and ( 6.14 ) remain unchanged, $(6.13),(6.15)$, and $(6.16)$, respectively, are replaced by

$$
\begin{align*}
\mathrm{n} \cdot & {\left[\tau-\left(p^{e}+p^{h}\right) \mathbf{I}+\mathbf{T}^{E}-\mathbf{v} \rho \mathbf{v}+(\mathbf{v} / C) \mathbf{P} \times \mathbf{B}\right] } \\
& +u_{n}[\rho \mathbf{v}-(1 / C) \mathbf{P} \times \mathbf{B}]=0  \tag{7.14}\\
\mathrm{n} \cdot & {\left[-p^{e} \mathbf{I}+\alpha^{e} \mathbf{T}^{\mathrm{EQ}}\right]=0 }  \tag{7,15}\\
\mathrm{n} \cdot & {\left[-p^{h} \mathrm{I}+\alpha^{h} \mathrm{~T}^{\mathrm{EQ}}\right]=0 } \tag{7,16}
\end{align*}
$$

where

$$
\begin{equation*}
T_{i j}^{\mathrm{EQ}}=(1 / 4 \pi)\left(E_{i} E_{j}-\frac{1}{2} E_{k} E_{k} \delta_{i j}\right) \tag{7,17}
\end{equation*}
$$

Equations (6.17) and (6.18) remain in effect, (6.19) is nonexistent, and $(6.19)_{2}$ is replaced by

$$
\begin{equation*}
[\varphi]=0 \tag{7.18}
\end{equation*}
$$

At a material surface of discontinuity Eqs. (6.20)(6.24) remain in effect and (6.25)-(6.27), respectively, are replaced by

$$
\begin{align*}
& \mathrm{n} \cdot\left[\boldsymbol{\tau}-\left(p^{e}+p^{h}\right) \mathrm{I}+\mathrm{T}^{E}\right]=0  \tag{7.19}\\
& \mathrm{n} \cdot\left[-p^{e} \mathrm{I}+\alpha^{e} \mathrm{~T}^{\mathrm{EQ}}\right]+\mathcal{F}^{e}=0  \tag{7.20}\\
& \mathrm{n} \cdot\left[-p^{h} \mathrm{I}+\alpha^{h} \mathrm{~T}^{\mathrm{EQ}}\right]+\mathcal{y}^{h}=0 \tag{7.21}
\end{align*}
$$

The remaining equations, i. e., (6.28)-(6.34) are unchanged except for the fact that the dependence on $N_{L}$ in (6.34) is omitted and the vector $g$ in (6.35) and (6.36) is omitted.

## 8. NONLINEAR EQUATIONS FOR SMALL FIELDS SUPERPOSED ON A BIAS

In this section we obtain the nonlinear equations in the small field variables for small dynamic fields superposed on a static bias for the $n$-type semiconductor from the equations for the quasistatic electric field presented and discussed in Sec. 7. For an $n$-type semiconductor $\mu^{h}=\gamma^{h}=0$ and since the semiconductor is intrinsic, $\gamma^{i}$ $=0$ and, hence, from $(2,6) \gamma^{e}=0$ 。We ignore all temperature effects and thus eliminate $\theta$ and the dissipation equation (4.9) and take the static homogeneous magnetic field $B$ to vanish. Under these circumstances from $(3,6)$, $(3.9),(3.27),(3.38)_{3},(3.39)_{2},(3.40),(5.14),(5.15)_{1}$, ( 5.30 ), $(7.1)_{3},(7.5)$, and (7.10), we may write the governing differential equations in the form

$$
\begin{align*}
& \partial \mu^{e} / \partial t+\left(\mu^{e} v_{i}^{e}\right)_{, i}=0  \tag{8.1}\\
& \left(\tau_{i j}^{S}+T_{i j}^{\mathrm{ES}}-p^{e} \delta_{i j}\right)_{, i}=\rho d v_{j} / d t  \tag{8.2}\\
& E_{i}^{e}=\left(\varphi+\varphi^{e}\right)_{, i}, \quad D_{i, i}=\mu, \quad \mu=\mu^{r}+\mu^{e} \tag{8.3}
\end{align*}
$$

$$
\begin{equation*}
J_{i}=\mu v_{i}+\mu^{e}\left(v_{i}^{e}-v_{i}\right) \tag{8.4}
\end{equation*}
$$

where

$$
\begin{align*}
& \tau_{i j}^{S}=\rho y_{i, K} y_{j, L} \partial \chi / \partial E_{K L}  \tag{8.5}\\
& T_{i j}^{\mathrm{ES}}=\epsilon_{0} E_{i} E_{j}-\frac{1}{2} \epsilon_{0} E_{k} E_{k} \delta_{i j}  \tag{8.6}\\
& D_{i}=\epsilon_{0} E_{i}-\rho y_{i, L} \partial \chi / \partial W_{L}  \tag{8.7}\\
& v_{i}^{e}-v_{i}=V_{i}^{e}=y_{i, K} \Omega_{K}^{e}, \quad J \mu^{r}={ }_{0} \mu^{r}  \tag{8.8}\\
& \Omega_{K}^{e}=\Omega_{K}^{e}\left(\mu^{e}, w_{L}^{e}, E_{L M}, W_{L}\right), \quad J=\operatorname{det} y_{i, K} \tag{8.9}
\end{align*}
$$

and in this section we employ MKS units in place of Gaussian units, $\epsilon_{0}$ is the permittivity of free space, ${ }^{60}$ and ${ }_{0} \mu^{r}$ is a constant for a given material. From (3.11), $(8.3)_{2,3}$, and (8.4) we obtain

$$
\begin{equation*}
\left[\mu^{e}\left(v_{i}^{e}-v_{i}\right)+\left(\partial D_{i} / \partial t\right)+D_{k, k} v_{i}\right]_{, i}=0 \tag{8.10}
\end{equation*}
$$

which with ( 8,2 ) constitute four governing differential equations for the $n$-type semiconductor. From (5.9) ${ }_{1}$, $(5.11)_{2},(5.13),(5.27)_{1},(5.29),(7.1)_{3},(7.2),(8.3)$, and $(8.5)-(8.9)$ it is clear that the four differential equations can readily be expressed in terms of the four dependent variables $y_{j}$ and $\varphi$. At a moving material surface of discontinuity the pertinent boundary conditions that remain are

$$
\begin{align*}
& \frac{\partial Q^{e}}{\partial t}+n_{i}\left[\mu^{e}\left(v_{i}^{e}-v_{i}\right)\right]=\Gamma^{e}, \quad \frac{\partial Q^{r}}{\partial t}=\Gamma^{r}  \tag{8.11}\\
& n_{i}\left[\tau_{i j}^{S}+T_{i j}^{\mathrm{ES}}-p^{e} \delta_{i j}\right]=0  \tag{8.12}\\
& {\left[-p^{e}+\alpha^{e} n_{i} T_{i j}^{\mathrm{ES}} n_{j}\right]+n_{i} 7_{i}^{e}=0}  \tag{8.13}\\
& n_{i}\left[D_{i}\right]=Q, \quad n_{i}\left[J_{i}\right]+\partial Q / \partial t=0, \quad[\varphi]=0 \tag{8.14}
\end{align*}
$$

where

$$
\begin{equation*}
Q=Q^{e}+Q^{r}, \quad \Gamma^{e}+\Gamma^{r}=0 \tag{8.15}
\end{equation*}
$$

Clearly, the boundary conditions (8.11)-(8.14) can readily be expressed in terms of the same four dependent variables as the differential equations.

At this point we note that in obtaining the equations for small fields superposed on a bias, certain results and equations contained in Secs. I-III of Ref. 28 are employed here. In fact the content of Secs. I-III of Ref. 28 is assumed known in this section and the notation is the same. As in Ref. 28, $\xi_{\alpha}$ denotes the intermediate coordinates of material points and is related to the reference coordinates $X_{L}$ and present coordinates $y_{i}$ as shown in Eqs. (35) and (36) of Ref. 28. The small mechanical displacement field $u_{B}$ and small dynamic increment of electric potential $\tilde{\varphi}$ are defined in Eqs. (37) and (38), respectively, of Ref. 28. Equations (39) - (59), (61), and (62) of Ref. 28 and the discussion associated therewith apply here without essential change, and in place of (60) and (63) we have

$$
\begin{align*}
& \kappa_{\alpha j, \alpha}-P_{\alpha j, \alpha}=\rho^{t} d v_{j} / d t  \tag{8.16}\\
& \Delta_{\alpha, \alpha}=\widetilde{J} \mu \tag{8.17}
\end{align*}
$$

where

$$
\begin{align*}
& \kappa_{\alpha j}=\rho^{1} \xi_{\alpha_{i} L} y_{j_{0} M}\left(\partial \chi / \partial E_{L M}\right)+\tilde{J} \xi_{\alpha_{0} i} T_{i j}^{E S}  \tag{8.18}\\
& p_{\alpha j}=\tilde{J} \xi_{\alpha, j} p^{e} \tag{8.19}
\end{align*}
$$

We now define the intermediate relative velocity $U_{\alpha}^{e}$ of the free electronic fluid by

$$
\begin{equation*}
U_{\alpha}^{e}=\xi_{\alpha_{0} i} V_{i}^{e} \tag{8.20}
\end{equation*}
$$

from which, with (3.11), (8.4), the chain rule of differentiation and the identity

$$
\begin{equation*}
\left(\tilde{J} \xi_{\alpha, i}\right)_{, \alpha}=0 \tag{8.21}
\end{equation*}
$$

we may write

$$
\begin{equation*}
\left(\mu^{e} \tilde{J} U_{\alpha}^{e}\right)_{, \alpha}+\left(\mu \tilde{J} \xi_{\alpha, i} v_{i}\right)_{, \alpha}+\tilde{J} \partial \mu / \partial t=0 \tag{8.22}
\end{equation*}
$$

which, with (8.3), (8.17), the chain rule of differentiation, (8.21), (4.5), and

$$
\begin{equation*}
v_{i, i}=(1 / J) d J / d t=(1 / \tilde{J}) d \tilde{J} / d t \tag{8.23}
\end{equation*}
$$

enables us to write

$$
\begin{equation*}
\left[\left(\Delta_{\beta, \beta}-\mu^{r \mathrm{i}}\right) U_{\alpha}^{e}\right]_{, \alpha}+d\left(\Delta_{\alpha, \alpha}\right) / d t=0 \tag{8.24}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu^{r 1}=\widetilde{J} \mu^{r} \tag{8.25}
\end{equation*}
$$

Referred to the known intermediate coordinates, the jump (or boundary) conditions (8.12)- $(8,14)_{1}$ at moving material surfaces of discontinuity take the respective forms

$$
\begin{align*}
& \nu_{\alpha}\left[\kappa_{\alpha j}-p_{\alpha j}\right]+f_{j}^{a}=0  \tag{8.26}\\
& {\left[-\nu_{\alpha} p_{\alpha j} n_{j}+\alpha^{e} \nu_{\alpha} \tilde{J} \xi_{\alpha, i} T_{i j}^{\mathrm{ES}} n_{j}\right]+F_{j}^{e} n_{j}=0}  \tag{8.27}\\
& \nu_{\alpha}\left[\Delta_{\alpha}\right]=q \tag{8.28}
\end{align*}
$$

where $f_{j}^{a}$ and $q$ are defined in Eq. (97) of Ref. 28, $d \sigma$ and $\nu_{\alpha}$ denote the magnitude of and unit normal to the differential element of material area in the intermediate configuration, the relation between $n_{i}$ and $\nu_{\alpha}$ is given in Eq. (94) of Ref. 28, and $F_{j}^{e}$ is defined by

$$
\begin{equation*}
\exists_{j}^{e} d s=F_{j}^{e} d \sigma \tag{8.29}
\end{equation*}
$$

In order to refer the boundary condition on current $(8.14)_{1,2}$ to the known intermediate configuration, it is advantageous to consider the integral from of the conservation of charge

$$
\begin{equation*}
\int_{s} n_{i} J_{i} d s=-(\partial / \partial t) \int_{V} \mu d V \tag{8.30}
\end{equation*}
$$

where $V$ is an element of volume fixed in space and $J_{i}$ is given in (8.4). With the aid of the transport theorem, ${ }^{38}$ Eq. (8.30) can be written in the form

$$
\begin{equation*}
\int_{s} n_{i} J_{i} d s=-(d / d t) \int_{V} \mu d V+\int_{s} n_{i} \mu v_{i} d s \tag{8.31}
\end{equation*}
$$

where $V$ in (8.31) is an element of volume, which instantaneously coincides with $V$ in (8.30) but is moving with the velocity $v$ of the lattice continuum. Substituting from Eq. (89) of Ref. 28 into (8.31), employing (8. 4) and (8.20) and defining the surface charge densities $Q$ and $q$, we obtain

$$
\begin{equation*}
\int_{\sigma} \nu_{\alpha} \tilde{J} \mu^{e} U_{\alpha}^{e} d \sigma=-(d / d t) \int_{\sigma} q d \sigma \tag{8.32}
\end{equation*}
$$

The application of (8.32) to a limiting region surrounding the moving material surface of discontinuity, with the aid of $(8.3)_{2},(8.17),(8.25)$, and the material derivative of (8.28), yields

$$
\begin{equation*}
\nu_{\alpha}\left[\left(\Delta_{B, B}-\mu^{r 1}\right) U_{\alpha}^{e}+d \Delta_{\alpha} / d t\right]=0 \tag{8.33}
\end{equation*}
$$

which is the most appropriate form of the jump condition on current for the electroelastic semiconductor.

Since the equilibrium intermediate state is assumed known, we have Eqs. (64)-(70) of Ref. 28 along with

$$
\begin{align*}
& \mu^{e}=\mu^{e l}+\tilde{\mu}^{e}, \quad p^{e}=p^{e 1}+\tilde{p}^{e},  \tag{8.34}\\
& p_{\alpha j}=p_{\alpha j}^{1}+\tilde{p}_{\alpha j}, \quad U_{\alpha}^{e}=U_{\alpha}^{e 1}+\tilde{U}_{\alpha}^{e}, \tag{8.35}
\end{align*}
$$

where

$$
\begin{equation*}
p^{e 1}=\left(\mu^{e 1}\right)^{2} \partial \epsilon^{e} / \partial \mu^{e 1}, \quad p_{\alpha j}^{1}=p^{e 1} \delta_{\alpha j}, \quad V_{\alpha}^{e 1}=\delta_{\alpha i} V_{i}^{e 1}, \tag{8.36}
\end{equation*}
$$

and $\mu^{e 1}$ denotes the static intermediate free electronic charge density and $p^{e 1}$ the associated pressure, and $\tilde{\mu}^{e}$ and $\widetilde{p}^{e}$ denote the small dynamic increments of free electronic charge density and pressure, respectively, $\tilde{p}_{\alpha j}$ is the small dynamic increment of intermediate Piola-Kirchhoff traction due to the free electronic pressure, $V_{i}^{e 1}$ is the steady relative velocity of the free electronic fluid, $\widetilde{U}_{\alpha}^{e}$ is the small dynamic increment of the relative velocity of the free electronic fluid in the intermediate configuration, and $\xi_{\alpha}$ and $E_{\alpha}^{1}$ are known and $t_{\alpha \beta}^{1}, \Delta_{\alpha}^{1}, p_{\alpha \beta}^{1}, p^{e 1}$, and $U_{\alpha}^{e 1}$ satisfy

$$
\begin{align*}
& t_{\alpha \beta, \alpha}^{1}-p_{\alpha \beta, \alpha}^{1}=0, \quad \Delta_{\alpha, \alpha}^{1}=\mu^{r 1}+\mu^{e 1}, \quad\left(\mu^{e 1} V_{\alpha}^{e 1}\right)_{, \alpha}=0, \\
& \nu_{\alpha}\left[t_{\alpha \beta}^{1}-p_{\alpha \beta}^{1}\right]+t_{\beta}^{a 1}=0, \quad\left[-p^{e 1}+\alpha^{e} \nu_{\alpha} T_{\alpha \beta}^{\mathrm{ES} 1} \nu_{\beta}\right]+F_{\alpha}^{e 1} \nu_{\alpha}=0, \\
& \nu_{\alpha}\left[\Delta_{\alpha}^{1}\right]=q^{1}, \quad\left[\varphi^{1}\right]=0, \quad \nu_{\alpha}\left[\mu^{e 1} V_{\alpha}^{e 1}\right]=0, \tag{8.38}
\end{align*}
$$

and the quantities not defined here are defined in Sec. II of Ref. 28. The small field dynamic variables satisfy the dynamic differential equations

$$
\begin{align*}
& \tilde{\kappa}_{\alpha j, \alpha}-\tilde{p}_{\alpha j, \alpha}=\boldsymbol{\rho}^{1} \delta_{j \gamma} \partial^{2} u_{\gamma} / \partial t^{2},  \tag{8.39}\\
& \tilde{\Delta}_{\alpha, \alpha}=(\tilde{J}-1) \mu^{e 1}+\tilde{J} \tilde{\mu}^{e}  \tag{8.40}\\
& {\left[\left(\mu^{e 1}+\tilde{\Delta}_{\beta, \beta}\right)\left(V_{\alpha}^{e 1}+\widetilde{U}_{\alpha}^{e}\right)\right], \alpha+(\partial / \partial t) \tilde{\Delta}_{\alpha, \alpha}=0 .} \tag{8.41}
\end{align*}
$$

The small field constitutive equations for $\widetilde{\kappa}_{\alpha j}$ and $\widetilde{\Delta}_{\alpha}$ are given in Eqs. (75) and (76) with the coefficients defined in Eqs. (77) and (78) of Ref. 28. The small field constitutive equations for $P_{\alpha j}$ and $\widetilde{U}_{\alpha}^{e}$ may be written in the form

$$
\begin{align*}
& \tilde{p}_{\alpha j}=\delta_{j r}\left[l_{1} \tilde{\alpha}_{\gamma \gamma} \tilde{\mu}^{e}+{ }_{2}{ }_{\alpha \gamma \beta \sigma} \tilde{\mu}^{e} u_{\beta, \delta}+l_{3} \alpha \gamma\left(\tilde{\mu}^{e}\right)^{2}\right], \\
& \tilde{U}_{\alpha}^{e}=m_{1}{ }_{\alpha \beta \gamma} u_{\beta, \gamma}+m_{2}{ }_{\alpha \beta} \tilde{\varphi}_{, \beta}+m_{3} \tilde{\mu}^{e} \tilde{\mu}^{e}+m_{4} \tilde{\alpha}_{\alpha \beta} \tilde{\mu}_{, \beta}^{e}+m_{5 \alpha \beta \gamma \epsilon} u_{\beta, \gamma} u_{\delta, \epsilon} \\
& +m_{6 \beta \gamma \gamma} \tilde{\varphi}_{, \beta} \tilde{\varphi}_{, \gamma}+m_{\eta}\left(\tilde{\mu}^{e}\right)^{2}+m_{8} \tilde{\mu} \tilde{\mu}^{e} \tilde{\mu}_{, \beta}^{e}+m_{9 \beta \gamma} \tilde{\mu}_{; \beta}^{e} \tilde{\mu}_{, \gamma}^{e} \\
& +m_{10}{ }_{\alpha \beta \gamma 6} u_{\beta, \gamma} \tilde{\varphi}_{, \delta}+m_{11}{ }_{\alpha \beta \gamma} u_{\beta_{2} \gamma} \tilde{\mu}^{e}+m_{\alpha \beta \gamma 6} u_{\beta_{3} \gamma} \tilde{\mu}_{;}^{e}{ }_{6} \\
& +m_{13}{ }_{\alpha \beta} \tilde{\varphi}, \tilde{\mu}^{e}+m_{14}{ }_{\alpha \beta \gamma} \tilde{\varphi}, \tilde{\mu}_{,}^{e}, r, \tag{8.43}
\end{align*}
$$

where

$$
\begin{aligned}
& \left.\left.l_{1}^{\alpha \gamma}=\delta_{\alpha \gamma}\left[\left(\mu^{e 1}\right)^{2} \frac{\partial^{2} \epsilon^{e}}{\partial\left(\mu^{e}\right)^{2}}\right)_{1}+2 \mu^{e 1} \frac{\partial \epsilon^{e}}{\partial \mu^{e}}\right)_{1}\right] \\
& \left.\left.l_{2}^{\alpha \beta \gamma \delta}=\left(\delta_{\alpha \gamma} \delta_{B 6}-\delta_{\alpha \beta} \delta_{\gamma \bar{\sigma}}\right) \mu^{e 1}\left[\mu^{e 1} \frac{\partial^{2} \epsilon^{e}}{\partial\left(\mu^{e}\right)^{2}}\right)_{1}+2 \frac{\partial \epsilon^{e}}{\partial \mu^{e}}\right)_{1}\right] \\
& \left.\left.\left.l_{3}^{\alpha \gamma}=\delta_{\alpha \gamma}\left[\frac{\partial \epsilon^{e}}{\partial \mu^{e}}\right)_{1}+2 \mu^{e 1} \frac{\partial^{2} \epsilon^{e}}{\partial\left(\mu^{e}\right)^{2}}\right)_{1}+\frac{1}{2}\left(\mu^{e 1}\right)^{2} \frac{\partial^{3} \epsilon^{e}}{\partial\left(\mu^{e}\right)^{3}}\right)_{1}\right], \\
& \left.m_{\alpha \beta \gamma}=\xi_{\alpha, K} \xi_{\beta, L} \xi_{\gamma, M} \frac{\partial \Omega_{K}^{e}}{\partial E_{L M}}\right)_{1} \\
& \left.\left.m_{2}=-\xi_{\alpha, K} \xi_{\beta, L}\left[\frac{\partial \Omega_{K}^{e}}{\partial W_{L}}\right)_{1}-\frac{\partial \Omega_{K}^{e}}{\partial w_{L}^{e}}\right)_{1}\right] \\
& \left.\left.\left.m_{3}=\mu_{, \beta}^{e 1}\left[3 \frac{\partial^{2} \epsilon^{e}}{\partial\left(\mu^{e}\right)^{2}}\right)_{1}+\mu^{e 1} \frac{\partial^{3} \epsilon^{e}}{\partial\left(\mu^{e}\right)^{3}}\right)_{1}\right] \xi_{\alpha, K, K} \xi_{B, K} \frac{\partial \Omega_{M}^{e}}{\partial w_{K}^{e}}\right)_{1}
\end{aligned}
$$

$$
\begin{aligned}
& \left.+\xi_{\alpha, M} \frac{\partial \Omega_{\mu}^{e}}{\partial \mu^{e}}\right)_{1}, \\
& \left.\left.\left.{\underset{4}{m \beta}}_{m_{\alpha \beta}}=\left[2 \frac{\partial \epsilon^{e}}{\partial \mu^{e}}\right)_{1}+\mu^{e 1} \frac{\partial^{2} \epsilon^{e}}{\partial\left(\mu^{e}\right)^{2}}\right)_{1}\right] \xi_{\beta_{2} K} \xi_{\alpha, M} \frac{\partial \Omega_{M}^{e}}{\partial w_{K}^{e}}\right)_{1}, \\
& \left.{\underset{5}{m} \alpha \beta \gamma 6 \epsilon}=\frac{1}{2} \delta_{\beta 6} \xi_{\gamma, K} \xi_{\epsilon, L} \xi_{\alpha, M} \frac{\partial \Omega_{M}^{e}}{\partial E_{K L}}\right)_{1} \\
& \left.+\frac{1}{2} \xi_{\beta_{2}, K} \xi_{\gamma, L} \xi_{6, R} \xi_{\epsilon, s} \xi_{\alpha, M} \frac{\partial^{2} \Omega_{M}^{e}}{\partial E_{K L} \partial E_{R S}}\right)_{1}, \\
& \left.m_{6 \beta \gamma}=\frac{1}{2} \xi_{\beta_{L} L} \xi_{\gamma, K} \xi_{\alpha, M}\left[\frac{\partial^{2} \Omega_{M}^{e}}{\partial W_{L} \partial W_{K}}\right)_{1}+\frac{\partial^{2} \Omega_{M}^{e}}{\partial w_{L}^{e} \partial u_{K}^{e}}\right)_{1} \\
& \left.\left.-2 \frac{\partial^{2} \Omega_{M}^{e}}{\partial W_{L} \partial w_{K}^{e}}\right)_{1}\right], \\
& \left.\left.\left.m_{7}=\mu_{; B}^{e 1}\left[2 \frac{\partial^{3} \epsilon^{e}}{\partial\left(\mu^{e}\right)^{3}}\right)_{1}+\frac{1}{2} \mu^{e 1} \frac{\partial^{4} \epsilon^{e}}{\partial\left(\mu^{e}\right)^{4}}\right)_{1}\right] \xi_{B_{,} K} \xi_{\alpha, \mu} \frac{\partial \Omega_{M}^{e}}{\partial u_{K}^{e}}\right)_{1} \\
& \left.\left.+\frac{1}{2} \mu_{, \beta}^{e 1} \mu_{, \gamma}^{e 1}\left[3 \frac{\partial^{2} \epsilon^{e}}{\partial\left(\mu^{e}\right)^{2}}\right)_{1}+\mu^{e 1} \frac{\partial^{3} \epsilon^{e}}{\partial\left(\mu^{e}\right)^{3}}\right)_{1}\right] \xi_{\beta, K} \xi_{\gamma, L} \xi_{\alpha, M} \\
& \left.\left.\left.\times \frac{\partial^{2} \Omega_{M}^{e}}{\partial u_{L}^{e} \partial w_{K}^{e}}\right)_{1}+\mu_{, \beta}^{e 1}\left[3 \frac{\partial^{2} \epsilon^{e}}{\partial\left(\mu^{e}\right)^{2}}\right)_{1}+\mu^{e 1} \frac{\partial^{3} \epsilon^{e}}{\partial\left(\mu^{e}\right)^{3}}\right)_{1}\right] \\
& \left.\left.\times \xi_{\beta_{K}} \xi_{\alpha, M} \frac{\partial^{2} \Omega_{M}^{e}}{\partial w_{K}^{e} \partial \mu^{e}}\right)_{1}+\frac{1}{2} \xi_{\alpha, M} \frac{\partial^{2} \Omega_{\mu}^{e}}{\partial\left(\mu^{e}\right)^{2}}\right)_{1}, \\
& \left.\left.\left.m_{8}=\left[3 \frac{\partial^{2} \epsilon^{e}}{\partial\left(\mu^{e}\right)^{2}}\right)_{1}+\mu^{e l} \frac{\partial^{3} \epsilon^{e}}{\partial\left(\mu^{e}\right)^{3}}\right)_{1}\right] \xi_{\beta_{2} K} \xi_{\alpha, M} \frac{\partial \Omega_{M}^{e}}{\partial u_{K}^{e}}\right)_{1} \\
& \left.\left.+\mu_{r}^{e+}\left[3 \frac{\partial^{2} \epsilon^{e}}{\partial\left(\mu^{e}\right)^{2}}\right)_{1}+\mu^{e 1} \frac{\partial^{3} \epsilon^{e}}{\partial\left(\mu^{e}\right)^{3}}\right)_{1}\right]\left[2 \frac{\partial \epsilon^{e}}{\partial \mu^{e}}\right)_{1} \\
& \left.\left.\left.+\mu^{e 1} \frac{\partial^{2} \epsilon^{e}}{\partial\left(\mu^{e}\right)^{2}}\right)_{1}\right] \xi_{\beta_{S} K} \xi_{\gamma, L} \xi_{\alpha_{0}, M} \frac{\partial^{2} \Omega_{M}^{e}}{\partial w_{L}^{e} \partial w_{K}^{e}}\right)_{1}+\left[2 \frac{\partial \epsilon^{e}}{\partial \mu^{e}}\right)_{1} \\
& \left.\left.\left.+\mu^{e 1} \frac{\partial^{2} \epsilon^{e}}{\partial\left(\mu^{e}\right)^{2}}\right)_{1}\right] \xi_{\beta, K} \xi_{\alpha, M} \frac{\partial^{2} \Omega_{M}^{e}}{\partial w_{K}^{e} \partial \mu^{e}}\right)_{1}, \\
& \left.\left.\left.{\underset{9}{\alpha \beta \gamma}}^{m_{\alpha}} \frac{1}{2}\left[2 \frac{\partial \epsilon^{e}}{\partial \mu^{e}}\right)_{1}+\mu^{e 1} \frac{\partial^{2} \epsilon^{e}}{\partial\left(\mu^{e}\right)^{2}}\right)_{1}\right]^{2} \xi_{\beta, L} \xi_{\gamma, K} \xi_{\alpha, M} \frac{\partial^{2} \Omega_{M}^{e}}{\partial w_{L}^{e} \partial u_{K}^{e}}\right)_{1}, \\
& \left.\left.m_{10} \operatorname{mar\gamma }=\xi_{\beta_{0} L} \xi_{\gamma, N} \xi_{\sigma, K} \xi_{\alpha, M}\left[\frac{\partial^{2} \Omega_{M}^{e}}{\partial E_{L N} \partial w_{K}^{e}}\right)_{1}-\frac{\partial^{2} \Omega_{M}^{\rho}}{\partial E_{L N} \partial W_{K}}\right)_{1}\right], \\
& \left.\left.m_{11} \alpha_{\alpha \beta \gamma}=\mu_{0}^{e 1}\left[3 \frac{\partial^{2} \epsilon^{e}}{\partial\left(\mu^{e}\right)^{2}}\right)_{1}+\mu^{e 1} \frac{\partial^{3} \epsilon^{e}}{\partial\left(\mu^{e}\right)^{3}}\right)_{1}\right] \xi_{\beta, L} \xi_{\gamma, N} \xi_{\sigma, K} \xi_{\alpha, M} \\
& \left.\left.\times \frac{\partial^{2} \Omega_{M}^{e}}{\partial E_{L N} \partial w_{K}^{e}}\right)_{1}+\xi_{\beta_{,} L} \xi_{\gamma_{s} N} \xi_{\alpha, M} \frac{\partial^{2} \Omega_{M}^{e}}{\partial E_{L N} \partial \mu^{e}}\right)_{1}, \\
& \left.\left.\left.\min _{12 \beta \gamma \sigma}=\left[2 \frac{\partial \epsilon^{e}}{\partial \mu^{e}}\right)_{1}+\mu^{e 1} \frac{\partial^{2} \epsilon^{e}}{\partial\left(\mu^{e}\right)^{2}}\right)_{1}\right]_{\beta, L} \xi_{\gamma, N} \xi_{6, K} \xi_{\alpha_{2} M} \frac{\partial^{2} \Omega_{M}^{e}}{\partial E_{L N} \partial w_{K}^{e}}\right)_{1},
\end{aligned}
$$

$$
\begin{align*}
& \left.\left.\left.\left.-\frac{\partial^{2} \Omega_{M}^{e}}{\partial W_{L} \partial w_{K}^{e}}\right)_{1}\right]+\xi_{\mathcal{R}_{K} K} \xi_{\alpha, M}\left[\frac{\partial^{2} \Omega_{M}^{e}}{\partial w_{K}^{e} \partial \mu^{e}}\right)_{1}-\frac{\partial^{2} \Omega_{M}^{e}}{\partial W_{K} \partial \mu^{e}}\right)_{1}\right], \\
& \left.\left.m_{14}{ }_{\alpha \beta \gamma}=\left[2 \frac{\partial \epsilon^{e}}{\partial \mu^{e}}\right)_{1}+\mu^{e 1} \frac{\partial^{2} \epsilon^{e}}{\partial\left(\mu^{e}\right)^{2}}\right)_{1}\right] \xi_{\beta, L} \xi_{\gamma, K} \xi_{\alpha, \mu}\left[\frac{\partial^{2} \Omega_{\mu}^{e}}{\partial w_{L}^{e} \partial u_{K}^{e}}\right)_{1} \\
& \left.\left.-\frac{\partial^{2} \Omega_{M}^{e}}{\partial W_{L} \partial w_{K}^{e}}\right)_{1}\right], \tag{8.45}
\end{align*}
$$

where it is to be noted that Eqs. (5.25) ${ }_{2},(5.27)_{1}$, $(5.28)_{2},(5.29),(7.2),(8.3)_{2}$, and (8.20) were employed in obtaining the results presented in (8.45). From (8.40), with the aid of Eqs. (54) and (76) of Ref. 28, $\tilde{\mu}^{e}$ can be expressed in terms of the four dependent variables $u_{\alpha}$ and $\tilde{\varphi}$. Now, the substitution of this latter
relation obtained from (8.40) into (8.42) and (8.43), which are then substituted into (8.39) and (8.41) along with Eqs. (75) and (76) of Ref. 28 yields four differential equations in the four dependent variables $u_{\alpha}$ and $\tilde{\varphi}$.

The small field dynamic boundary conditions across moving material surfaces of discontinuity are obtained by substituting from Eqs. (64), (65), and (94) of Ref. 28 and (8.35) into (8.26), (8.27), and (8.33) and employing ( 8.37$)_{2}$ and (8.38), with the result

$$
\begin{align*}
& \quad \nu_{\alpha}\left[\tilde{\kappa}_{\alpha j}-\tilde{p}_{\alpha j}\right]+\tilde{f}_{\beta}^{a} \delta_{\beta j}=0,  \tag{8.46}\\
& {\left[-\nu_{\alpha} p_{\alpha j}^{1}\left(n_{j}-\nu_{\beta} \delta_{\beta j}\right)-\nu_{\alpha} \tilde{p}_{\alpha j} n_{j}+\alpha^{e} \nu_{\alpha} T_{\alpha \beta}^{E S 1} \delta_{\beta j}\left(n_{j}-\nu_{\gamma} \delta_{\gamma j}\right)\right.} \\
& \left.\quad+\alpha^{e} \nu_{\alpha} \tilde{M}_{\alpha j} n_{j}\right]+F_{\alpha}^{e 1} \delta_{\alpha j}\left(n_{j}-\nu_{\beta} \delta_{\beta j}\right)+\tilde{F}_{j}^{e} n_{j}=0,  \tag{8.47}\\
& \quad \nu_{\alpha}\left[\left(\mu^{e 1}+\tilde{\Delta}_{\beta_{\beta} \beta}\right)\left(V_{\alpha}^{e 1}+\tilde{U}_{\alpha}^{e}\right)+(\partial / \partial t) \tilde{\Delta}_{\alpha}\right]=0, \tag{8.48}
\end{align*}
$$

where

$$
\begin{equation*}
M_{\alpha j}=\tilde{J} \xi_{\alpha, i} T_{i j}^{\mathrm{ES}}=T_{\alpha \beta}^{\mathrm{ES1}} \delta_{\beta j}+\tilde{M}_{\alpha j}, \tag{8.49}
\end{equation*}
$$

and
in which the $h \cdots$ may be obtained by taking only those portions of the respective ${ }_{N} \cdots$ given in Eq. (77) of Ref. 28, containing $\epsilon_{0}$, e.g.,

$$
\begin{align*}
& h_{2}^{6 \gamma \alpha}=\epsilon_{0}\left(E_{6}^{1} \delta_{\alpha \gamma}-E_{\alpha}^{1} \delta_{\gamma 6}-E_{\gamma}^{1} \delta_{\alpha \delta}\right),  \tag{8.51}\\
& { }_{4}{ }_{\alpha \gamma 6 \epsilon}=\epsilon_{0}\left(\delta_{\gamma 6} \delta_{\alpha \epsilon}-\frac{1}{2} \delta_{\alpha \gamma} \delta_{6 \epsilon}\right) .
\end{align*}
$$

The small field dynamic surface force $\tilde{F}_{j} n_{j}$ may be written in the form

$$
\begin{align*}
\tilde{F}_{j}^{e} n_{j} & +F_{\alpha}^{e 1} \delta_{\alpha j}\left(n_{j}-v_{\beta} \delta_{\beta j}\right) \\
= & \Gamma_{\alpha \beta}\left[u_{\alpha, \beta}\right]+\Gamma_{2}\left[\tilde{\varphi}_{, \alpha}\right]+\Gamma_{\alpha \beta \beta \gamma 6}\left[u_{\alpha, \beta} u_{r, 6}\right] \\
& +\Gamma_{4} \alpha_{\beta r}\left[u_{\beta, \gamma} \tilde{\varphi}_{, \alpha}\right]+\Gamma_{5 \alpha \beta}\left[\tilde{\varphi}_{, \alpha} \tilde{\varphi}_{, \beta}\right], \tag{8.52}
\end{align*}
$$

where the $\Gamma_{N} \cdots$ are effective surface coefficients in this description which is quadratic in the small field variables $u_{\alpha}$ and $\tilde{\varphi}$. Although the effective surface coefficients $\Gamma_{N} \cdots$ can be expressed in terms of the fundamental material surface constants with the aid of (6.33), (6.34), and Eq. (94) of Ref. 28, we do not bother to do this here. Moreover, we have simply assumed the static surface force $\nu_{\alpha} F_{\alpha}^{e 1}$ to be known and not even bothered to give a representation. At this point it should be noted that the tangential components of $F_{\alpha}^{e 1}$ and $\widetilde{F}_{j}^{e}$, i. e., $\nu \times \mathrm{F}^{e 1}$ and $\mathrm{n} \times \widetilde{\widetilde{F}}^{e}$, can be determined $a$ posteriori if desired. The substitution of the constitutive equations (8.42), (8.43), (8.52), and (75) and (76) of Ref. 28 into (8.46)-(8.48) enables the eight boundary equations consisting of (8.46)-(8.48) and (104) and (121) of Ref. 28 to be expressed in terms of the four dependent variables $u_{\alpha}$ and $\tilde{\varphi}$ on each side of the surface of discontinuity.

Since the points of free-space remain fixed in a motion, the known intermediate coordinates may be taken as the independent variables and we have ${ }^{28,61}$

$$
\begin{equation*}
\psi_{, \alpha \alpha}^{1}=0, \quad \tilde{\psi}_{, \alpha \alpha}=0, \tag{8.53}
\end{equation*}
$$

as the intermediate static and dynamic small field equa-
tions for points of freespace, where

$$
\begin{equation*}
\varphi=\psi^{1}+\tilde{\psi}, \tag{8.54}
\end{equation*}
$$

as in Eq. (81) of Ref. 28. Moreover, since the values of the variables immediately on the free-space side of the unknoun present position of a material surface may be obtained by means of a Taylor expansion about their values at the known intermediate position of the surface in the unknown displacement $u_{\alpha}$ of the material surface, Eqs. (105)-(118) of Ref. 28 hold and in place of (119) and (120), we have

$$
\begin{align*}
& \nu_{\alpha}\left(\tilde{\kappa}_{\alpha j}^{f}-\tilde{\kappa}_{\alpha j}+\tilde{p}_{\alpha j}\right)+\tilde{f}_{\beta}^{a} \delta_{\beta j}=0,  \tag{8.55}\\
& \nu_{\alpha}\left[(\partial / \partial t) \widetilde{\Delta}_{\alpha}^{f}-\left(\mu^{e 1}+\tilde{\Delta}_{\beta_{\beta} \beta}\right)\left(V_{\alpha}^{e 1}+\tilde{U}_{\alpha}^{e}\right)-(\partial / \partial t) \widetilde{\Delta}_{\alpha}\right]=0 . \tag{8.56}
\end{align*}
$$

Equation (8.56) is the counterpart of (8.48) at a free surface. The counterpart of ( 8.47 ) at a free surface may be written in the form

$$
\begin{align*}
& {\left[\alpha^{e} \nu_{\alpha} T_{\alpha \beta}^{\mathrm{ESff}} \delta_{\beta j}\left(n_{j}-\nu_{\gamma} \delta_{\gamma j}\right)+\alpha^{e} \nu_{\alpha} \tilde{\kappa}_{\alpha j}^{f} n_{j}+\nu_{\alpha} p_{\alpha j}^{1}\left(n_{j}-\nu_{\beta} \delta_{\beta j}\right)\right.} \\
& \left.\quad+\nu_{\alpha} \tilde{p}_{\alpha j} n_{j}-\alpha^{e} \nu_{\alpha} T_{\alpha \beta}^{\mathrm{ES1}} \delta_{\beta j}\left(n_{j}-\nu_{\gamma} \delta_{\gamma j}\right)-\alpha^{e} \nu_{\alpha} \tilde{M}_{\alpha j} n_{j}\right] \\
& \quad+F_{\alpha}^{e 1} \delta_{\alpha j}\left(n_{j}-\nu_{\beta} \delta_{\beta j}\right)+\tilde{F}_{j}^{e} n_{j}=0, \tag{8.57}
\end{align*}
$$

where $T_{\alpha \beta}^{\mathrm{ESff}}$ denotes the static intermediate Maxwell stress tensor immediately on the free-space side of the intermediate position of the free surface and $\tilde{\kappa}_{\alpha j}^{f}$ and $\widetilde{\Delta}_{\alpha}^{f}$ are dynamic small field variables in free space defined in Eqs. (115) and (116) of Ref. 28. Since matter exists on only one side of a free surface, the jump symbols in (8.52) are omitted when substituted in (8.57).

## 9. BULK AND SURFACE WAVE PROPAGATION

In this section we consider the propagation of both bulk and surface waves in $n$-type semiconductors, which have hexagonal symmetry and are subject to a static homogeneous biasing electric field along the hexagonal axis. Both the plane and surface waves are propagating in the direction of the applied dc field. The linear version of the equations obtained in Sec. 8 are applied in the analysis. In the problems under consideration, for simplicity we ignore the explicit representation of the static deformation gradients under the applied de electric field. When the static deformation gradients are ignored, we have

$$
\begin{equation*}
\xi_{\alpha, M}=\delta_{\alpha M}, \quad \rho^{0} \approx \rho^{1} \approx \rho . \tag{9.1}
\end{equation*}
$$

For linear electroelastic wave propagation the simplest polynomial approximation for $\chi$ that can be assumed is of the form

$$
\begin{align*}
\chi= & \left(1 / 2 \rho^{0}\right) c_{K L M N} E_{K L} E_{M N}-\left(1 / \rho^{0}\right) e_{K L M} W_{K} E_{L M} \\
& -\left(1 / 2 \rho^{0}\right) \chi_{L M} W_{L} W_{M}, \tag{9.2}
\end{align*}
$$

in which the elastic, piezoelectric and dielectric constants $c_{K L M N}, e_{K L M}$, and $\chi_{L M}$ must be functions of the applied dc field $\mathrm{E}^{1}$. On account of the use of the simplified expression for $\chi$ and the fact that we do not provide the explicit representation for the static deformation gradients, a portion of the dependence of the resulting effective material constants on the biasing electric field is exhibited explicitly and a portion is not. With somewhat greater effort the entire dependence of the effective material constants on the biasing electric
field can be exhibited explicitly. However, this is not of particular interest here and, consequently, we do not take the trouble to provide the relation.

The functions $\epsilon^{e}$ and $\Omega_{M}^{e}$ are taken in the restricted forms

$$
\begin{align*}
& \epsilon^{e}=a^{e} \mu^{e},  \tag{9.3}\\
& \Omega_{s h}^{e}=m_{M N} u_{N}^{e}, \tag{9.4}
\end{align*}
$$

where $m_{M N}$, the electronic mobility, and $a^{e}$, which could quite properly be called the electronic pressure coefficient, are functions of the biasing electric field. It should be noted that since the entropy inequality (4.10) holds for any process and $\mu^{e}$ is negative, positivity conditions are imposed on $m_{M N}$.

Now, from (8.37) we see that the static intermediate equations are satisfied if we assume that all bias quantities are homogeneous. Hence we have to be concerned only with the dynamic small field equations (8.39)(8.41), which in the linear case reduce to

$$
\begin{align*}
& \left(e_{\pi \alpha \beta}-\epsilon_{0} E_{\alpha}^{1} \delta_{\pi \beta}\right) \frac{\partial}{\lambda!}\left(u_{\alpha, \beta \pi}\right)-\left[\left(e_{\alpha \epsilon \beta}-\epsilon_{0} E_{\epsilon}^{1} \delta_{\alpha \beta}\right) m_{\pi \gamma} E_{\gamma}^{1}\right. \\
& \left.\quad+2 a^{e}\left(\mu^{1 e}\right)^{2} m_{\pi \beta} \delta_{\alpha \epsilon}\right] u_{\epsilon, \alpha \beta \pi}+2 a^{e} \mu^{1 e} m_{r \alpha}\left(e_{\gamma \epsilon \beta}-\epsilon_{0} E_{\epsilon}^{1} \delta_{\gamma \beta}\right) u_{\epsilon, \gamma \beta \alpha \pi} \\
& \quad-\epsilon_{\alpha \beta} \frac{\partial}{\partial t}\left(\tilde{\varphi}_{, \alpha \beta}\right)+\mu^{1 e} m_{\alpha \beta} \tilde{\varphi}_{, \alpha \beta}+\epsilon_{\alpha \beta} m_{\pi \gamma} E_{\gamma}^{1} \tilde{\varphi}_{, \alpha \beta \sigma} \\
& \quad-2 a^{e} \mu^{1 e} m_{\alpha \beta} \epsilon_{\gamma \delta} \tilde{\varphi}_{, \alpha \beta \gamma 6}=0,  \tag{9.5}\\
& {\left[c_{\nu \delta \alpha \beta}-e_{\eta \delta \beta} E_{\eta}^{1} \delta_{\alpha \nu}-\epsilon_{0} E_{\nu}^{1} E_{\alpha}^{1} \delta_{6 \beta}+2 a^{e}\left(\mu^{1 e}\right)^{2} \delta_{6 \nu} \delta_{\alpha \beta}\right] u_{\alpha, \beta \delta}} \\
& \quad-2 a^{e} \mu^{1 e}\left(e_{\alpha \epsilon \beta}-\epsilon_{0} E_{\epsilon}^{1} \delta_{\alpha \beta}\right) u_{\epsilon, \alpha \beta \nu}+\left(e_{\alpha 6 \nu}-\epsilon_{0} E_{\nu}^{1} \delta_{\alpha \delta}\right) \tilde{\varphi}_{, \alpha 6} \\
& \quad+2 a^{e} \mu^{1 e} \epsilon_{\alpha \beta} \tilde{\varphi}_{, \alpha \beta \nu}=\rho \frac{\partial^{2} u_{\nu}}{\partial t^{2}}, \tag{9.6}
\end{align*}
$$

where we have introduced the dielectric constant $\epsilon_{\alpha \beta}$, which is defined by

$$
\begin{equation*}
\epsilon_{\alpha \beta}=\epsilon_{0} \delta_{\alpha \beta}+\chi_{\alpha \beta} \tag{9.7}
\end{equation*}
$$

The linear dynamic small field boundary conditions for a semiconductor abutting free-space can similarly be reduced to

$$
\begin{align*}
& \nu_{\pi i}\left\{\left(c_{\pi \alpha \beta}-\epsilon_{0} E_{\alpha}^{1} \delta_{\pi \beta}\right)(\partial / \partial t)\left(u_{\alpha, \beta}\right)-\left[m_{\pi \gamma} E_{\gamma}^{1}\left(e_{\alpha \in \beta}-\epsilon_{0} E_{\epsilon}^{1} \delta_{\alpha \beta}\right)\right.\right. \\
& \left.+2 a^{e}\left(\mu^{1 e}\right)^{2} m_{\pi \alpha} \delta_{\beta \epsilon}\right] u_{\epsilon, \alpha \beta}+2 a^{e} \mu^{1 e} m_{\pi \gamma}\left(e_{\alpha \epsilon \beta}-\epsilon_{0} E_{\epsilon}^{1} \delta_{\alpha \beta}\right) u_{\epsilon, \alpha \beta \gamma} \\
& -\epsilon_{\pi \alpha}(\partial / \partial t)\left(\widetilde{\varphi}_{, \alpha}\right)+\mu^{1 e} m_{\pi \alpha} \widetilde{\varphi}_{, \alpha}+\epsilon_{\alpha \beta} m_{\pi \gamma} E_{\gamma}^{1} \widetilde{\varphi}_{, \alpha \beta} \\
& \left.-2 a^{e} \mu^{1 e} m_{r \gamma} \epsilon_{\alpha \beta} \tilde{\varphi}, \alpha \beta \gamma\right\}^{\}}=-\nu_{\pi}\left\{\epsilon_{\mathrm{Q}} \partial \tilde{\psi}_{\pi} / \partial t^{\prime}\right\}^{+}  \tag{9.8}\\
& \nu_{6}\left\{\left[\frac{1}{2} \epsilon_{v} E_{6}^{1} E_{\epsilon}^{1}\left(\delta_{\beta \nu} \delta_{\alpha 0}-\delta_{6 \nu} \delta_{\alpha \beta}\right)+\epsilon_{0} E_{\nu}^{1}\left(E_{6}^{1} \delta_{\alpha \beta}-E_{\beta}^{1} \delta_{5 \alpha}-E_{\alpha}^{1} \delta_{\sigma \beta}\right)\right.\right. \\
& +\epsilon_{0} E_{\alpha}^{1}\left(E_{\beta}^{1} \delta_{\delta \nu}-E_{6}^{1} \delta_{\beta \nu}\right)+c_{\nu 6 \alpha \beta}-e_{\pi \sigma \beta} E_{\eta}^{1} \delta_{\alpha \nu} \\
& \left.+a^{e}\left(\mu^{1 e}\right)^{2}\left(\delta_{\alpha 6} \delta_{\beta \nu}+\delta_{\alpha \beta} \delta_{\delta \nu}\right)\right] u_{\alpha, B}-2 a^{e} \mu^{1 e}\left(e_{\alpha \in \beta}\right. \\
& \left.-\epsilon_{0} E_{\varepsilon}^{1} \delta_{\alpha \beta}\right) \delta_{6 \nu} u_{\epsilon, \alpha \beta}+\left[\left(e_{\alpha \delta \nu}-\epsilon_{0} E_{5}^{1} \delta_{\alpha \nu}\right)+\epsilon_{0} E_{\alpha}^{1} \delta_{\delta \nu}\right. \\
& \left.\left.-\epsilon_{0} E_{\nu}^{1} \delta_{\alpha 6}\right] \tilde{\varphi}_{, \alpha}+2 a^{e} \mu^{1 e} \epsilon_{\alpha \beta} \tilde{\varphi}_{, \alpha \beta} \delta_{\sigma \nu}\right\}^{-} \\
& =\nu_{6} \epsilon_{0}\left\{\left[E_{\nu}^{1}\left(E_{\delta}^{1} \delta_{\alpha \beta}-E_{\beta}^{1} \delta_{\alpha \delta}\right)+\frac{1}{2} E_{\pi}^{1} E_{\pi}^{1}\left(\delta_{6 \alpha} \delta_{\beta \nu}\right.\right.\right. \\
& \left.\left.-\delta_{6 \nu} \delta_{\alpha \beta}\right) / u_{\alpha, \beta}+\left(E_{\alpha}^{1} \delta_{6 \nu}-E_{6}^{1} \delta_{\alpha \nu}-E_{\nu}^{1} \delta_{\sigma \alpha}\right) \tilde{\varphi}_{, \alpha}\right\}^{+},
\end{align*}
$$

$$
\begin{align*}
& \nu_{6}\left\{-a^{e}\left(\mu^{1 e}\right)^{2}\left(\delta_{\alpha \sigma} \delta_{\beta \nu}+\delta_{\alpha \beta} \delta_{6 \nu}\right) u_{\alpha, \beta}-\epsilon_{0} \alpha^{e}\left[E_{\alpha}^{1}\left(E_{\beta}^{1} \delta_{6 \nu}-E_{6}^{1} \delta_{\beta \nu}\right)\right.\right.  \tag{9.9}\\
& \left.\quad+E_{\nu}^{1}\left(E_{\delta}^{1} \delta_{\alpha \beta}-E_{\beta}^{1} \delta_{\sigma \alpha}-E_{\alpha}^{1} \delta_{6 \beta}\right)+\frac{1}{2} E_{\epsilon}^{1} E_{\epsilon}^{1}\left(\delta_{\beta \nu} \delta_{\alpha \sigma}-\delta_{6 \nu} \delta_{\alpha \beta}\right)\right] u_{\alpha, \beta}
\end{align*}
$$

$$
\begin{align*}
& +2 a^{e} \mu^{1 e}\left(e_{\alpha \epsilon \beta}-\epsilon_{0} E_{\epsilon}^{1} \delta_{\alpha \beta}\right) \delta_{6 \nu} u_{\epsilon, \alpha \beta}-\epsilon_{0} \alpha^{e}\left(E_{\alpha}^{1} \delta_{\delta \nu}-E_{\delta}^{1} \delta_{\alpha \nu}\right. \\
& \left.\left.-E_{\nu}^{1} \delta_{\alpha \sigma}\right) \tilde{\varphi}_{, \alpha}-2 a^{e} \mu^{1 e} \epsilon_{\alpha \beta} \delta_{\delta \nu} \tilde{\varphi}_{, \alpha \beta}\right\}-\nu_{\nu} \\
& =\Gamma_{1}{ }_{\alpha \beta} \ell_{\alpha, \beta}+\Gamma_{2}{ }_{\alpha} \tilde{\varphi}_{, \alpha}-\epsilon_{0} \alpha^{\ell} \nu_{\delta}\left\{\left[E_{\nu}^{1}\left(E_{\delta}^{1} \delta_{\alpha \beta}-E_{\beta}^{1} \delta_{\alpha \sigma}\right)\right.\right. \\
& \left.+\frac{1}{2} E_{\pi}^{1} E_{\eta}^{1}\left(\delta_{6 \alpha} \delta_{\beta \nu}-\delta_{6 \nu} \delta_{\alpha \beta}\right)\right] u_{\alpha_{r} \beta} \\
& \left.+\left(E_{\alpha}^{1} \delta_{5 \nu}-E_{\delta}^{1} \delta_{\alpha \nu}-E_{\nu}^{1} \delta_{6 \alpha}\right) \widetilde{\varphi}_{, \alpha}\right\}^{*} \nu_{\nu},  \tag{9.10}\\
& (\tilde{\varphi})^{-}=\left(\tilde{\psi}-E_{\alpha}^{1} u_{\alpha}\right)^{+} . \tag{9.11}
\end{align*}
$$

We now apply these equations to the propagation of both plane and surface waves in a hexagonal crystal in class $C_{6 v}=6 \mathrm{~mm}$ with the axis of symmetry in the $X_{3}$ direction. The static biasing electric field is in the direction of the axis of symmetry and, in the surface wave problem where there is a surface, of equal magnitude on both sides of the boundary, i. e.,

$$
\begin{equation*}
\left(E_{1}^{1}\right)^{ \pm}=\left(E_{2}^{1}\right)^{ \pm}=0, \quad\left(E_{3}^{1}\right)^{ \pm}=E . \tag{9.12}
\end{equation*}
$$

Since in the surface wave problem the surface is taken normal to $X_{2}$, all variables are taken to be independent of $X_{1}$. The four differential equations then take the form

$$
\begin{align*}
& (\partial / \partial t)\left\{\left(e_{15}+e_{31}\right) u_{2,32}+e_{15}^{*} u_{3,22}+e_{33}^{*} u_{3,33}\right\}-m_{33}\left\{\left(e_{15}+e_{31}\right) E\right. \\
& \left.+2 a^{e}\left(\mu^{1 e}\right)^{2}\right] u_{2,233}-2 a^{e}\left(\mu^{1 e}\right)^{2} m_{11} u_{2,222}-\left[m_{33} e_{15}^{*} E\right. \\
& \left.+2 a^{e}\left(\mu^{1 e}\right)^{2} m_{11}\right] u_{3,322}-m_{33}\left[e_{33}^{*} E+2 a^{e}\left(\mu^{1 e}\right)^{2}\right] u_{3,333} \\
& +2 a^{e} \mu^{1 e}\left[m_{11}\left(e_{15}+e_{31}\right) u_{2,2223}+m_{33}\left(e_{15}+e_{31}\right) u_{2,2333}\right. \\
& +m_{11} e_{15}^{*} u_{3,2222}+\left(m_{11} e_{33}^{*}+m_{33} e_{15}^{*}\right) u_{3,2233} \\
& \left.+m_{33} e_{33}^{*} u_{3}, 3333\right]-(\partial / \partial t)\left\{\epsilon_{11} \tilde{\varphi}_{, 22}+\epsilon_{33} \tilde{\varphi}_{, 33}\right\} \\
& +\mu^{1 e} m_{11} \tilde{\varphi}_{, 22}+\mu^{1 e} m_{33} \tilde{\varphi}_{, 33}+\epsilon_{11} m_{33} E \widetilde{\varphi}_{, 223}+\epsilon_{33} m_{33} E \tilde{\varphi}_{,}{ }_{333} \\
& -2 a^{e} \mu^{1 e}\left[m_{11} \epsilon_{11} \tilde{\varphi}_{, 2222}+\left(m_{11} \epsilon_{33}+m_{33} \epsilon_{11}\right) \tilde{\varphi}_{, 2233}\right. \\
& \left.+m_{33} \epsilon_{33} \tilde{\varphi},{ }_{3333}\right]=0 \text {, }  \tag{9.13}\\
& c_{66}^{*} u_{1,22}+c_{44}^{*} u_{1,33}=\rho \partial^{2} u_{1} / \partial t^{2},  \tag{9.14}\\
& c_{11}^{* *} u_{2,22}+c_{44}^{*} u_{2,33+}\left(c_{13}^{*}+c_{44}\right) u_{3,23}+\left(e_{15}+e_{31}\right) \widetilde{\varphi}_{, 23} \\
& -2 a^{e} \mu^{1 e}\left[\left(e_{15}+e_{31}\right) u_{2,223}+e_{15}^{*} u_{3,222}+e_{33}^{*} u_{3,233}\right. \\
& \left.-\epsilon_{11} \tilde{\varphi}_{, 222}-\epsilon_{33} \tilde{\varphi}_{, 233}\right]=\rho \partial^{2} u_{2} / \partial t^{2},  \tag{9.15}\\
& \left(c_{13}^{*}+c_{44}\right) u_{2,23}+c_{44}^{* *} u_{3,22}+c_{33}^{* *} u_{3,33}+e_{15}^{*} \widetilde{\varphi}_{, 22}+e_{33}^{*} \tilde{\varphi}_{, 33} \\
& -2 a^{e} \mu^{1 e}\left[\left(e_{15}+e_{31}\right) u_{2,233}+e_{15}^{*} u_{3,223}+e_{33}^{*} u_{3,333}\right. \\
& \left.-\epsilon_{11} \tilde{\varphi}_{, 223}-\epsilon_{33} \tilde{\varphi}_{, 333}\right]=\rho \partial^{2} u_{3} / \partial t^{2}, \tag{9.16}
\end{align*}
$$

where

$$
\begin{align*}
& e_{15}^{*}=e_{15}-\epsilon_{0} E,  \tag{9.17}\\
& e_{33}^{*}=e_{33}-\epsilon_{0} E,  \tag{9.18}\\
& c_{11}^{*}=c_{11}-E e_{31}, \quad c_{11}^{* *}=c_{11}^{*}+2 a^{e}\left(\mu^{1 e}\right)^{2},  \tag{9.19}\\
& c_{33}^{*}=c_{33}-E e_{33}, \quad c_{33}^{* *}=c_{33}^{*}+2 a^{e}\left(\mu^{1 e}\right)^{2}-\epsilon_{0} E^{2},  \tag{9.20}\\
& c_{44}^{*}=c_{44}-E e_{33}, \quad c_{44}^{* *}=c_{44}-E e_{31}-\epsilon_{0} E^{2},  \tag{9.21}\\
& c_{66}^{*}=c_{66}-E e_{31},  \tag{9.22}\\
& c_{13}^{*}=c_{13}+2 a^{e}\left(\mu^{1 e}\right)^{2}, \tag{9.23}
\end{align*}
$$

and the compressed notation for tensor indices ${ }^{62}$ has been employed.

Since the boundary is normal to $X_{2}$, we have

$$
\begin{equation*}
\nu_{\alpha}=\delta_{2 \alpha}, \tag{9.24}
\end{equation*}
$$

and the jump conditions (9.8)-(9.11) can similarly be reduced to

$$
\begin{align*}
& \left\{(\partial / \partial t)\left[e_{15} u_{2,3}+e_{15}^{*} u_{3,2}-\epsilon_{11} \tilde{\varphi}_{2}\right]-2 a^{e}\left(\mu^{1 e}\right)^{2} m_{11}\left(u_{2,22}+u_{3,23}\right)\right. \\
& \quad+\mu^{1{ }^{1}} m_{11} \tilde{\varphi}_{, 2}+2 a^{\theta} \mu^{1 e} m_{11}\left[\left(e_{15}+e_{31}\right) u_{2,223}+e_{15}^{*} u_{3,222}\right. \\
& \left.\left.\quad+e_{33}^{*} u_{3,233}-\epsilon_{11} \widetilde{\varphi}_{, 222}-\epsilon_{33} \tilde{\varphi}_{233}\right)\right\}^{*}=-\epsilon_{0}\left\{(\partial / \partial t)\left(\tilde{\psi}_{, 2}\right)\right\}^{+} \tag{9.25}
\end{align*}
$$

$$
\begin{equation*}
\left(u_{1,2}\right)^{-}=0 \tag{9.26}
\end{equation*}
$$

$\left\{c_{11}^{* *} u_{2,2}+c_{13}^{* *} u_{3,3}+e_{31}^{*} \tilde{\varphi}_{, 3}-2 a^{e} \mu^{1 e}\left[\left(e_{15}+e_{31}\right) u_{2,23}+e_{15}^{*} u_{3,22}\right.\right.$

$$
\begin{equation*}
\left.+e_{33}^{*} u_{3,33}-\epsilon_{11} \tilde{\varphi}_{, 22}-\epsilon_{33} \tilde{\varphi}_{, 33}\right\}^{-}=\left\{\epsilon_{0} E \tilde{\psi}_{, 3}\right\}^{+} \tag{9.27}
\end{equation*}
$$

$$
\begin{equation*}
\left\{c_{44}^{* * *} u_{2,3}+c_{44}^{* *} u_{3,2}+e_{15}^{*} \tilde{\varphi}_{, 2}\right\}^{-}=\left\{-\epsilon_{0} E \tilde{\psi}_{2}\right\}^{+} \tag{9.28}
\end{equation*}
$$

$\left\{-2 a^{e}\left(\mu^{1 e}\right)^{2} u_{2,2}-\left[a^{e}\left(\mu^{1 e}\right)^{2}+\epsilon_{0} \alpha^{e} E^{2}\right] u_{3,3}-\epsilon_{0} \alpha^{e} E \tilde{\varphi}_{, 3}+2 a^{e} \mu^{1 e}\right.$ $\left.\times\left[\left(e_{15}+e_{31}\right) u_{2,23}+e_{15}^{*} u_{3,22}+e_{33}^{*} u_{3,33}-\epsilon_{11} \tilde{\varphi}_{, 22}-\epsilon_{33} \tilde{\varphi}_{, 33}\right]\right\}^{-}$

$$
\begin{align*}
& =\Gamma_{111} u_{2,2}+\Gamma_{13} u_{3,3}+\Gamma_{2} \tilde{\varphi}_{, 3}-\left\{\epsilon_{0} \alpha^{e} E \tilde{\psi}_{, 3}\right\}^{*},  \tag{9.29}\\
\{\tilde{\varphi}\}^{-} & =\left\{\tilde{\psi}-E u_{3}\right\}^{+}, \tag{9.30}
\end{align*}
$$

where

$$
\begin{align*}
& c_{13}^{* *}=c_{13}+\epsilon_{0} E^{2}+a^{e}\left(\mu^{1 e}\right)^{2},  \tag{9.31}\\
& c_{44}^{* *}=c_{44}+a^{e}\left(\mu^{1 e}\right)^{2},  \tag{9.32}\\
& e_{31}^{*}=e_{31}+\epsilon_{0} E . \tag{9.33}
\end{align*}
$$

From Eqs. (9.13)-(9.16) and (9.25)-(9.30) it is readily seen that the $u_{1}$ displacement completely uncouples from the three other variables. The solution for $u_{1}$ is elementary, and we are concerned only with the solutions containing $u_{2}, u_{3}$, and $\tilde{\varphi}$. For a plane wave traveling in the direction of the applied dc electric field in an infinite solid there is no dependence on $X_{2}$, and in this case $u_{2}$ uncouples from $u_{3}$ and $\tilde{\varphi}$. Consequently, we take the plane wave solution of interest in the form

$$
\begin{equation*}
u_{3}=\operatorname{Re}\left\{A_{1} \exp \left[i\left(k X_{3}-\omega t\right)\right]\right\}, \quad \tilde{\varphi}=\operatorname{Re}\left\{A_{2} \exp \left[i\left(k X_{3}-\omega t\right)\right]\right\}, \tag{9.34}
\end{equation*}
$$

and substitute into (9.13) and (9.16) to obtain

$$
\begin{align*}
& A_{1}\left[\omega e_{33}^{*}+m_{33} k\left(e_{33}^{*} E+2 a^{e}\left(\mu^{1 e}\right)^{2}\right)-i 2 a^{e} \mu^{1 e} m_{33} e_{33}^{*} k^{2}\right] \\
& \quad+A_{2}\left[-\omega \epsilon_{33}-E m_{33} k \epsilon_{33}+i\left(2 a^{e} \mu^{1 e} m_{33} \epsilon_{33} k^{2}+\mu^{1 e} m_{33}\right)\right]=0 \tag{9.35}
\end{align*}
$$

$A_{1}\left[\rho \omega^{2}-c_{33}^{* *} k^{2}+i 2 a^{e} \mu^{1 e} k^{3} e_{33}^{*}\right]+A_{2}\left[-e_{33}^{*} k^{2}-i 2 a^{e} \mu^{1 e} k^{3} \varepsilon_{33}\right]=0$.

For a nontrivial solution the determinant of the coefficients of $A_{1}$ and $A_{2}$ vanishes, i. e.,

$$
\left|\begin{array}{ll}
a_{11} & a_{12}  \tag{9.36}\\
a_{21} & a_{22}
\end{array}\right|=0,
$$

where

$$
\begin{align*}
& a_{11}=\omega e_{33}^{*}+m_{33} k\left(E e_{33}^{*}+2 a^{e}\left(\mu^{1 e}\right)^{2}\right)+i D_{33} e_{33}^{*} k^{2}, \\
& a_{12}=-\omega \epsilon_{33}-E m_{33} k \epsilon_{33}-i\left(D_{33} \epsilon_{33} k^{2}+\sigma_{33}\right), \\
& a_{21}=\rho \omega^{2}-c_{33}^{* *} k^{2}-i\left(D_{33} / m_{33}\right) k^{3} e_{33}^{*},  \tag{9.37}\\
& a_{22}=-e_{33}^{*} k^{2}+i\left(D_{33} / m_{33}\right) k^{3} \epsilon_{33},
\end{align*}
$$

and we have introduced the conductivity tensor $\sigma_{\alpha \beta}$ and the diffusivity tensor $D_{\alpha \beta}$, which are defined by

$$
\begin{equation*}
\sigma_{\alpha \beta}=-\mu^{1 e} m_{\alpha \beta}, \quad D_{\alpha \beta}=-2 a^{e} \mu^{1 e} m_{\alpha \beta} \tag{9.38}
\end{equation*}
$$

Equation (9.36) determines the dispersion relationship for our plane wave. It has four complex roots $k_{n}$ ( $n$ $=1,2,3,4$ ) for each value of $\omega$ and has to be solved numerically in each specific instance. However, if we write (9.36) in the form

$$
\begin{align*}
\rho\left(\frac{\omega}{k}\right)^{2}= & c_{33}^{* *}\left(1+K^{2}\left[\Gamma+i \frac{\omega}{\omega_{D}}\left[1-\frac{\omega^{2}}{\omega_{D} \omega_{C}}\left(\frac{\sigma_{33}}{k m_{33} e_{33}^{*}}\right)^{2}\right]\right.\right. \\
& \left.\times\left[\Gamma+i\left(\frac{\omega}{\omega_{D}}+\frac{\omega_{C}}{\omega}\right)\right]^{-1}\right) \tag{9.39}
\end{align*}
$$

where

$$
\begin{align*}
& K^{2}=\left(e_{33}^{*}\right)^{2} / c_{33}^{* *} \epsilon_{33}, \quad \omega_{C}=\sigma_{33} / \epsilon_{33}, \\
& \omega_{D}=\omega^{2} / k^{2} D_{33}, \quad \Gamma=1+m_{33} E k / \omega, \tag{9.40}
\end{align*}
$$

we see that, except for the last term on the right-hand side, we get the same form White ${ }^{15}$ obtained using a simplified theory. Another difference between White's result and the result obtained here by this more general theory is that we have taken into account the modification in the elastic and piezoelectric constants caused by the static electric field bias. However, as noted earlier in this section, we have not bothered to obtain the full explicit dependence of the effective material constants on the biasing dc field. Consequently, the dependence considered here is essentially implicit. Nevertheless, as noted earlier, the full explicit dependence can readily be obtained from the general description, with some effort if desired.

For a surface wave propagating in the $X_{3}$ direction of the semiconductor occupying the region $X_{2} \leqslant 0$ the three variables $u_{2}, u_{3}$, and $\tilde{\varphi}$ remain coupled on account of the three equations (9.13), (9.15), and (9.16) and the boundary conditions (9.25) and (9.27)-(9.30). In this case we consider as a solution of (9.13), (9.15), and (9.16)

$$
\begin{align*}
u_{2} & =\operatorname{Re}\left\{A_{1} \exp \left(\beta X_{2}\right) \exp \left[i\left(k X_{3}-\omega t\right)\right]\right\}, \\
u_{3} & =\operatorname{Re}\left\{A_{2} \exp \left(\beta X_{2}\right) \exp \left[i\left(k X_{3}-\omega t\right)\right]\right\},  \tag{9.41}\\
\tilde{\varphi} & =\operatorname{Re}\left\{A_{3} \exp \left(\beta X_{2}\right) \exp \left[i\left(k X_{3}-\omega t\right)\right]\right\},
\end{align*}
$$

which satisfies (9.13), (9.15), and (9.16) provided

$$
\begin{align*}
& A_{1}\left\{\left(e_{15}+e_{31}\right) k \beta\left[\omega \Gamma-i\left(D_{11} \beta^{2}-D_{33} k^{2}\right)\right]+\beta \mu^{1 e}\left(D_{11} \beta^{2}-D_{33} k^{2}\right)\right\} \\
&+A_{2}\left\{\left(e_{33}^{*} k^{2}-e_{15}^{*} \beta^{2}\right)\left[D_{11} \beta^{2}-D_{33} k^{2}+i \omega \Gamma\right]\right. \\
&\left.+i k \mu^{1 e}\left(D_{11} \beta^{2}-D_{33} k^{2}\right)\right\}+A_{3}\left\{\epsilon_{11} \beta^{2}-\epsilon_{33} k^{2}\right) \\
&\left.\times\left[D_{11} \beta^{2}-D_{33} k^{2}+i \omega \Gamma\right]-\left(\sigma_{11} \beta^{2}-\sigma_{33} k^{2}\right)\right\}=0,  \tag{9.42}\\
& A_{1}\left\{\rho \omega^{2}+c_{11}^{*} *^{2} \beta^{2}-c_{44}^{*} k^{2}-i 2 a^{e} \mu^{1 e}\left(e_{i 5}+e_{31}\right) k \beta^{2}\right\} \\
&+A_{2}\left\{-2 a^{e} \mu^{1 e} \beta\left(e_{15}^{*} \beta^{2}-e_{33}^{*} k^{2}\right)+i\left(c_{13}^{*}+c_{44}\right) \beta k\right\} \\
&+A_{3}\left\{2 a^{e} \mu^{1 e} \beta\left(\epsilon_{11} \beta^{2}-\epsilon_{33} k^{2}\right)+i\left(e_{15}+e_{31}\right) \beta k\right\}=0,  \tag{9.43}\\
& A_{11}\left\{2 a^{e} \mu^{1 e}\left(e_{15}+e_{31}\right) \beta k^{2}+i\left(c_{13}^{*}+c_{44}\right) \beta k\right\}+A_{2}\left\{\rho \omega^{2}+c_{44}^{* *} \beta^{2}\right. \\
&\left.\quad-c_{33}^{*} k^{2}-i 2 a^{e} \mu^{1 e} k\left(e_{15}^{*} \beta^{2}-e_{33}^{*} k^{2}\right)\right\}+A_{3}\left\{e_{15}^{*} \beta^{2}-e_{33}^{*} k^{2}\right. \\
&\left.+i 2 a^{e} \mu^{1 e} k\left(\epsilon_{11} \beta^{2}-\epsilon_{33} k^{2}\right)\right\}=0 . \tag{9.44}
\end{align*}
$$

For a nontrivial solution the determinant of the coefficients of $A_{1}, A_{2}$, and $A_{3}$ in (9.42)-(9.44) vanishes, which leads to an algebraic equation of fourth degree in $\beta^{2}$, which has eight complex roots that may be written
in the form

$$
\begin{equation*}
\pm \beta^{(n)}= \pm \beta^{(n)}(k, \omega), \quad n=1,2,3,4 \tag{9,45}
\end{equation*}
$$

However, in order that the solution not become unbounded as $X_{2} \rightarrow \infty$ only the $\beta^{(n)}$ 's with a positive real part are admissible. For each of these four roots we can then find the corresponding amplitude ratios from any two of the three equations in (9.42)-(9.44)

$$
\begin{equation*}
A_{1}^{(n)}: A_{2}^{(n)}: A_{3}^{(n)}, \quad n=1,2,3,4 \tag{9.46}
\end{equation*}
$$

At the surface $X_{2}=0$ the five boundary conditions (9.25) and (9.27)-(9.30) must be satisfied. Now, the electric field at $X_{2}>0$ must satisfy the equation

$$
\begin{equation*}
\tilde{\psi}_{, \alpha \alpha}=0, \tag{9,47}
\end{equation*}
$$

which is satisfied by

$$
\begin{equation*}
\tilde{\psi}=\operatorname{Re}\left\{B \exp \left(-\hat{k} X_{2}\right) \exp \left[i\left(k X_{3}-\omega t\right)\right]\right\} \tag{9.48}
\end{equation*}
$$

where $\hat{k}= \pm k$ must have a positive real part. In order to satisfy the five boundary conditions at $X_{2}=0$, all four solutions of the semiconductor equations are required in addition to the solution (9.48) in free space. Accordingly, we write

$$
\begin{align*}
& u_{2}=\operatorname{Re}\left(\exp \left[i\left(k X_{3}-\omega t\right) \sum_{n=1}^{4} C^{(n)} A_{1}^{(n)} \exp \left(\beta^{(n)} X_{2}\right)\right),\right. \\
& u_{3}=\operatorname{Re}\left(\exp \left[i\left(k X_{3}-\omega t\right) \sum_{n=1}^{4} C^{(n)} A_{2}^{(n)} \exp \left(\beta^{(n)} X_{2}\right)\right),\right.  \tag{9.49}\\
& \tilde{\varphi}=\operatorname{Re}\left(\exp \left[i\left(k X_{3}-\omega t\right) \sum_{n=1}^{4} C^{(n)} A_{3}^{(n)} \exp \left(\beta^{(n)} X_{2}\right)\right)\right.
\end{align*}
$$

Substituting from (9.48) and (9.49) into the boundary conditions (9.25) and (9.27)-(9.30), we obtain

$$
\begin{align*}
& \sum_{n=1}^{4} C^{(n)}\left\{A_{1}^{(n)}\left[e_{15} \omega k+\mu^{1 e} D_{11}\left(\beta^{(n)}\right)^{2}-i\left(e_{15}+e_{31}\right) D_{11}\left(\beta^{(n)}\right)^{2} k\right]\right. \\
& \quad+A_{2}^{(n)}\left[D_{11} \beta^{(n)}\left(e_{33}^{*} k^{2}-e_{15}^{*}\left(\beta^{(n)}\right)^{2}\right)+i \beta^{(n)}\left(\mu^{1 e} D_{11} k-e_{15}^{*} \omega\right)\right] \\
& \quad+A_{3}^{(n)}\left[D_{11} \beta^{(n)}\left(\epsilon_{11}\left(\beta^{(n)}\right)^{2}-\epsilon_{33} k^{2}\right)-\sigma_{11} \beta^{(n)}\right. \\
& \left.\left.\quad+i \epsilon_{11} \omega \beta^{(n)}\right]\right\}+i \epsilon_{0} \omega \hat{k} B=0, \\
& \sum_{n=1}^{4} C^{(n)}\left\{A_{1}^{(n)} \beta^{(n)}\left[c_{11}^{* *}-i 2 a^{e} \mu^{1 e}\left(e_{15}+e_{31}\right) k\right]+A_{2}^{(n)}\left[2 a ^ { e } \mu ^ { 1 e } \left(e_{33}^{*} k^{2}\right.\right.\right. \\
& \left.\left.\quad-e_{15}^{*}\left(\beta^{(n)}\right)^{2}\right)+i c_{13}^{* *} k\right]+A_{3}^{(n)}\left[2 a^{e} \mu^{1 e}\left(\epsilon_{11}\left(\beta^{(n)}\right)^{2}-\epsilon_{33} k^{2}\right)\right. \\
& \left.\left.\quad+i e_{31}^{*} k\right]\right\}-i \epsilon_{0} E k B=0, \\
& \sum_{n=1}^{4} C^{(n)}\left\{A_{1}^{(n)} i c_{44}^{* * *} k+A_{2}^{(n)} c_{44}^{* *} \beta^{(n)}+A_{3}^{(n)} e_{15}^{*} \beta^{(n)}\right\}-\epsilon_{0} \hat{k} B=0, \tag{9.52}
\end{align*}
$$

$$
\sum_{n=1}^{4} C^{(n)}\left[A_{1}^{(n)}\left[2 a^{e} \mu^{1 e} \beta^{(n)}\left(-\mu^{1 e}+i\left(e_{15}+e_{31}\right) k\right)-\Gamma_{11} \beta^{(n)}\right]\right.
$$

$$
+A_{2}^{(n)}\left[2 a^{e} \mu^{1 e}\left(e_{15}^{*}\left(\beta^{(n)}\right)^{2}-e_{33}^{*} k^{2}\right)-i\left(a^{e}\left(\mu^{1 e}\right)^{\frac{1}{2}}\right.\right.
$$

$$
\left.\left.+\epsilon_{0} \alpha^{e} E^{2}-\Gamma_{1}\right) k\right]+A_{3}^{(n)}\left[-2 a^{e} \mu^{1 e}\left(\epsilon_{11}\left(\beta^{(n)}\right)^{2}-\epsilon_{33} k^{2}\right)\right.
$$

$$
\begin{equation*}
\left.\left.-i \epsilon_{0} \alpha^{e} E k-\Gamma_{2} i k\right]\right\}+i \epsilon_{0} \alpha^{e} E k B=0 \tag{9.53}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{n=1}^{4} C^{(n)}\left\{A_{3}^{(n)}+E A_{2}^{(n)}\right\}-B=0 \tag{9.54}
\end{equation*}
$$

which constitute five linear homogeneous algebraic equations in the five constants $C^{(1)}, C^{(2)}, C^{(3)}, C^{(4)}$, and $B$. This system yields nontrivial solutions when the determinant of the coefficients vanishes, which leads to an algebraic equation in $k$. The values of $k$ at a given $\omega$ satisfying the system must be determined numerically. In the absence of conduction, i. e., in the purely piezoelectric case, at least one surface wave almost always
exists, ${ }^{63}$ and it is nondispersive. If in a calculation the imaginary part of $k$ turns out to be negative, the surface wave is being amplified by the dc field $E$. The coefficients $\Gamma_{11}, \Gamma_{1} 33$, and $\Gamma_{2}$, which appear in Eq. (9.53), have never been measured. On account of the use of the normal force boundary condition on the free-electronic fluid, the condition of no electrical surface charge on the semiconductor assumed in earlier work on this problem ${ }^{18-18}$ has not been employed in this treatment. Indeed, after a solution has been obtained numerically, the resulting surface charge can be determined $a$ posteriovi from the small field counterpart of (8.28).
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## APPENDIX

The charge equation of electrostatics for the model, consisting of the five charged continua, may be written in the form

$$
\begin{equation*}
E_{i, i}=4 \pi\left[\mu^{i}(\mathrm{y})+\mu^{b}(\mathrm{y})+\mu^{i}(\mathrm{y})+\mu^{e}(\mathrm{y})+\mu^{h}(\mathrm{y})\right] . \tag{A1}
\end{equation*}
$$

The substitution of (2.4) into (A1) yields

$$
\begin{equation*}
E_{i, i}=4 \pi\left[\mu^{r}(\mathrm{y})-\mu^{b}(\mathrm{y}+\eta)+\mu^{b}(\mathrm{y})+\mu^{i}(\mathrm{y})+\mu^{e}(\mathrm{y})+\mu^{h}(\mathrm{y})\right] . \tag{A2}
\end{equation*}
$$

Expanding $\mu^{b}(y+\eta)$ in a Taylor series about $y$, retaining the first term and substituting in (A2), we find

$$
\begin{equation*}
E_{i, i}=4 \pi\left[\mu^{r}-\eta_{i} \mu_{, i}^{b}+\mu^{i}+\mu^{e}+\mu^{h}\right] . \tag{A3}
\end{equation*}
$$

Employing (3.30), (2.3), (3.9), and (3.37), we obtain

$$
\begin{equation*}
D_{i, i}=4 \pi \mu, \tag{A4}
\end{equation*}
$$

which is identical with $(3.39)_{2}$, the charge equation of electrostatics for the electrically polarized continuum.
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A method of generating static and isotropic solutions of the Einstein field equations is presented for the case in which the source of the field is a perfect fluid. A special case is exhibited. The general solution for vacuum is derived.

## I. INTRODUCTION

It is the purpose of this paper to give a method of obtaining solutions of the Einstein equations for the case where the source of the field is a perfect fluid described by the energy momentum tensor ${ }^{1} T^{\mu \nu}=(p+\omega) u^{\mu} u^{\nu}-p g^{\mu \nu}$, (greek indices range from 0 to 3 , italic indices from 1 to 3 ) where $p$ is the pressure and $\omega$ the rest energy density. In the comoving frame the only nonvanishing components of the energy-momentum tensor for our metric [see Eq. (1) below] are

$$
T_{1}^{1}=T_{2}^{2}=T_{3}^{3}=-p, \quad T_{0}^{0}=\omega .
$$

The metric considered in this paper will be static and isotropic, that is,
$d s^{2}=\exp [2 \phi(x, y, z)] d t^{2}-\exp [2 \psi(x, y, z)]\left(d x^{2}+d y^{2}+d z^{2}\right)$,
where $\phi(x, y, z)$ and $\psi(x, y, z)$ are arbitrary functions of their arguments. No symmetry group is assumed in (1).

It is useful to introduce the three dimensional tracefree Einstein tensor ${ }^{2} \tilde{G}_{j}^{i}=G_{j}^{i}-G \delta_{j}^{i}$ (here $G=G_{i}^{i}$ ) which vanishes in the comoving frame for our metric and en-ergy-momentum tensor, allowing us to separate the field equations as

$$
\begin{equation*}
\widetilde{G}_{j}^{i}=0 \tag{2}
\end{equation*}
$$

and

$$
\begin{align*}
& -8 \pi p=\frac{1}{3} \exp (-2 \psi)\left\{2 \nabla^{2} \psi+(\nabla \psi)^{2}-2(\nabla \phi)^{2}\right\},  \tag{3}\\
& 8 \pi \omega=\exp (-2 \psi)\left\{2 \nabla^{2} \psi+(\nabla \psi)^{2}\right\} . \tag{4}
\end{align*}
$$

This enables us to compute the pressure and rest energy density once (2) is solved for the functions $\phi(x, y, z)$ and $\psi(x, y, z)$ since neither $p$ nor $\omega$ appear in (2).

In Sec. II we describe a general method for solving Eq. (2), which is applied in obtaining a physically reasonable solution ${ }^{3}$ to Einstein's equations.

In Sec. III the method is applied to obtain the general vacuum solution to the field equations for the spacetime given by (1).

## II. THE SOLUTION

Writing Eq. (2) explicitly, we get

$$
\begin{equation*}
\Lambda_{, i k}=\Lambda \lambda_{, i} \lambda_{, k}-\Sigma \delta_{i k}, \tag{5}
\end{equation*}
$$

where we have defined $\lambda=\sqrt{2} \phi, \Lambda=\exp [-(\psi+\phi)]$, and $\Sigma=-\frac{1}{3}\left\{\nabla^{2} \Lambda-2 \Lambda(\nabla \phi)^{2}\right\}$. The notation $\Gamma_{, i}=\partial \Gamma / \partial x_{i}$ is used. The differential form of (5) is

$$
\begin{equation*}
d \Lambda_{, i}=\Lambda \lambda_{, i} d \lambda-\Sigma d x_{i} \tag{6}
\end{equation*}
$$

which implies the functional relations

$$
\begin{aligned}
& \Lambda, x=F(\lambda, x)=-\Sigma \\
& \Lambda, y=G(\lambda, y)=-\Sigma \\
& \Lambda, z=H(\lambda, z)=-\Sigma
\end{aligned}
$$

from which it can be seen that $\Sigma$ depends on $\lambda$ alone, $\Sigma=\Sigma(\lambda)$.

Now (6) takes the form

$$
\begin{equation*}
d\left(\Lambda_{, i}+\Sigma x_{i}\right)=\left(\Lambda \lambda_{, i}+x_{i} \dot{\Sigma}\right) d \lambda \tag{7}
\end{equation*}
$$

where $\dot{\Sigma}=d \Sigma / d \lambda$. Equation (7) implies that $F_{i}=\Lambda_{, i}$ $+\Sigma x_{i}$ depends on $\lambda$ alone, $F_{i}=F_{i}(\lambda)$.

Equation (5) written in terms of $F_{i}$ takes the form

$$
\begin{equation*}
x_{i}-\dot{F}_{i} / \dot{\Sigma}=-(\Lambda / \dot{\Sigma}) \lambda_{i} \tag{8}
\end{equation*}
$$

Multiplying this equation by $d x_{i}$, we can write it as

$$
d\left(\mathbf{x}-\mathrm{R}_{0}(\lambda)\right)^{2}=\left(\frac{d R_{0}^{2}}{d \lambda}-2 \mathbf{x} \cdot \dot{\mathrm{R}}-\frac{2 \Lambda}{\dot{\Sigma}}\right) d \lambda
$$

where $R_{0}(\lambda)=\dot{F} / \dot{\Sigma}$. From here it follows that

$$
\begin{equation*}
\left(\mathrm{x}-\mathrm{R}_{0}(\lambda)\right)^{2}=R^{2}(\lambda) \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{d R^{2}(\lambda)}{d \lambda}=\frac{d R_{0}^{2}}{d \lambda}-2 \mathbf{x} \cdot \dot{\mathrm{R}}-\frac{2 \Lambda}{\dot{\Sigma}} \tag{10}
\end{equation*}
$$

Equation (9) is that of a sphere centered at $\mathrm{R}_{0}(\lambda)$ with radius $R(\lambda)$, that is, the surfaces $\lambda=$ const are spheres. (We have assumed here that $\dot{\Sigma} \neq 0$; It can be shown that the surfaces $\lambda=$ constant are planes in the case where $\dot{\Sigma}$ vanishes, but we do not consider this case here.)

Equation (10) implies that $\Lambda$ has the functional form

$$
\begin{equation*}
\Lambda=A(\lambda)+\mathrm{B}(\lambda) \cdot \mathbf{x} \tag{11}
\end{equation*}
$$

where $A(\lambda)=\frac{1}{2} \dot{\Sigma} d / d \lambda\left\{R_{0}^{2}-R^{2}(\lambda)\right\}$, and $\mathbf{B}(\lambda)=-\dot{\Sigma} \dot{\mathrm{R}}_{0}$.
Replacing (11) in (5), after a long calculation we obtain that $A(\lambda)$ and $B(\lambda)$ must have the form

$$
\begin{equation*}
A(\lambda)=A_{0} \Gamma(\lambda) \dot{\Sigma} \tag{12}
\end{equation*}
$$

and


FIG. 1. The distribution of spheres $\lambda=$ const associated with the solutions of Eq. (5). $m=q=1$ has been used in the formula for the radii.

$$
\mathrm{B}(\lambda)=\mathrm{B}_{0} \Gamma(\lambda) \dot{\Sigma}
$$

with $\Gamma(\lambda)=1 / \dot{\Sigma} \exp \left(\int \Sigma / \dot{\Sigma} d \lambda\right)$. Rewriting (12) in terms of $R(\lambda)$ and $\mathbf{R}_{0}(\lambda)$, we get

$$
\mathrm{R}_{0}(\lambda)=C_{0}+\mathrm{B}_{0} \int \Gamma(\lambda) d \lambda
$$

and

$$
\begin{equation*}
\frac{d}{d \lambda}\left(R_{0}^{2}-R^{2}\right)=2 A_{0} \int \Gamma(\lambda) d \lambda+D_{0} \tag{13}
\end{equation*}
$$

where $A_{0}, B_{0}, C_{0}$, and $D_{0}$ are constants.
Equations (13) imply that the centers of the spheres $\lambda=$ const must lie along a straight line, that is

$$
\begin{equation*}
\mathbf{R}_{0}=\mathbf{x}_{0}+\hat{n} s \tag{14}
\end{equation*}
$$

and that the radii are distributed along the line according to the law (see Fig. 1).

$$
\begin{equation*}
R^{2}(\lambda)=s^{2}+2 m s+q, \tag{15}
\end{equation*}
$$

where $s=\int \Gamma(\lambda) d \lambda$. Combining (14), (15), and (9), the formula for $s$ is

$$
\begin{equation*}
S=\frac{1}{2} \frac{\left(\mathbf{x}-\mathbf{x}_{0}\right)^{2}-q}{\hat{n} \cdot\left(\mathbf{x}-\mathbf{x}_{0}\right)+m} . \tag{16}
\end{equation*}
$$

Finally, introducing (14) and (15) in (11), we get

$$
\begin{equation*}
\Lambda(s)=\gamma(s)\left[\hat{n} \cdot\left(\mathbf{x}-\mathbf{x}_{0}\right)+m\right], \tag{17}
\end{equation*}
$$

where the function $\gamma(s)$ satisfies the ordinary differential equations

$$
-\Sigma(s)=\frac{d \gamma(s)}{d s}
$$

and

$$
\begin{equation*}
\frac{d^{2} \gamma(s)}{d s^{2}}=\gamma(s)\left(\frac{d \lambda}{d s}\right)^{2} \tag{18}
\end{equation*}
$$

To generate solutions to Einstein field equations we procede as follows: Pick an arbitrary function of one variable $\gamma(s)$ such that $\gamma^{-1} d^{2} \gamma / d s^{2} \geqslant 0$, integrate (18) to get $\lambda=\sqrt{2} \phi(s)$; then from (17) we get $\Lambda(s)$ and thus $\psi$. With the help of Eq. (16) we express $\phi$ and $\psi$ in terms
of $x, y$, and $z$. Therefore, the solution depends on one arbitrary function of one variable and two parameters $q, m$. $p$ and $\omega$ are computed from (3) and (4).

As a particular example we choose $\gamma(s)=s^{2}$. The metric we get is

$$
\begin{equation*}
d s^{2}=\left(\frac{x^{2}-q}{z}\right)^{2} d t^{2}-\frac{z^{4}}{\left(x^{2}-q\right)^{6}}\left(d r^{2}+r^{2} d \phi^{2}+d z^{2}\right) \tag{19}
\end{equation*}
$$

From (3) and (4) we find

$$
8 \pi p=-2 m s^{5}-3 q s^{4}
$$

and

$$
8 \pi \omega=12 s^{5} m+15 s^{4} q .
$$

The Hawking-Penrose ${ }^{4}$ energy condition $-R^{\mu \nu} v_{\mu} v_{\nu}$ $\geqslant 0$ for any timelike vector $v_{\mu}$ is satisfied for all values for $m$ and $q$, showing that the solution (19) is physically reasonable.

## III. THE VACUUM SOLUTION

Up to here we have derived a general method of solving the field equations that reduces the problem of solving Einstein's equations to that of integrating a second order ordinary differential equation, and specifying a distribution of spheres in space. We shall show in this section that for the vacuum there is a unique $\gamma(s)$ and a unique distribution of spheres that correspond to solutions of Einstein field equations.

By combining (8) with (3) and (4) for $p=\omega=0$, we get

$$
\begin{equation*}
\frac{4}{3} f_{ \pm}(s)+\frac{d f_{ \pm}(s)}{d s}(m+s)+\frac{d^{2} f_{ \pm}(s)}{d t^{2}}\left(s^{2}+2 m s+q\right)=0 \tag{20}
\end{equation*}
$$

where $f_{ \pm}(s)=\exp ( \pm \phi / 2) / \sqrt{\gamma(s)}$.
It is convenient to introduce the new variable $s^{\prime}=s$ $+m / 2 \sqrt{m^{2}-q}+1 / 2$. In terms of $s^{\prime}(20)$ can be written as
$s^{\prime}\left(s^{\prime}-1\right) \frac{d^{2} f_{t}\left(s^{\prime}\right)}{d s^{\prime}}-3\left(s^{\prime}-\frac{1}{2}\right) \frac{d f_{ \pm}\left(s^{\prime}\right)}{d s^{\prime}}-\frac{3}{4} f_{t}\left(s^{\prime}\right)=\mathbf{0}$.
The most general solution to (2) is ${ }^{5}$


FIG. 2. Distribution of spheres $\lambda=$ const associated with the vacuum solution.

$$
f_{*}=A_{+} / \sqrt{s}+B_{\star} / \sqrt{1-s^{\prime}}
$$

and

$$
f_{-}=A_{-} / \sqrt{s^{\prime}}+B_{-} / \sqrt{1-s} .
$$

Replacing $\gamma(s)=\left(f_{*} f_{*}\right)^{-2}$ and $\phi=\ln \left(f_{\star} / f_{-}\right)$in (18), we get for consistency $m=q=0$. In solving equation (20) with $m=q=0$ we get $\gamma(s)=s^{2}$. Thus the metric for vacuum is (19) with $m=q=0$, that is,

$$
d s^{2}=\frac{x^{4}}{z^{2}} d t^{2}-\frac{z^{4}}{x^{12}}\left(d r^{2}+r^{2} d \phi^{2}+d z^{2}\right)
$$

The associated distribution of spheres is shown in Fig. 2.

Schwarzchild's solution is a degenerate case of our
calculation, the distribution of spheres is concentric and therefore $s$ has no meaning. It can be obtained from (5) by assuming spherical symmetry for $\lambda$ and $\Lambda$.
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Different treatments of the important potential $1 / r^{4}$ are correlated to understand their interrelations and to clear up the connection between the eigenvalues of Mathieu's equation and the poles of the $S$ matrix. We also derive a new solution of the modified Mathieu equation. Mathematical and physical implications are also discussed.

## 1. INTRODUCTION

Considerable attention has recently been paid to the scattering by singular potentials. ${ }^{1}$ This interest arose mainly from the hope of gaining some deeper insight into the infinities which plague nonrenormalizable field theory, and for using it as a testing ground for regularization and peratization techniques. Although a nonrelativistic potential can hardly be compared with (say) a nonrenormalizable 4 -fermion interaction, there is a definite analogy between them insofar as a neutrinoantineutrino loop Feynman diagram ${ }^{2}$ (for instance) behaves like a "singular potential" $1 / r^{5}$ near the origin of coordinate space or like a correspondingly divergent quantity in momentum space. Particular attention ${ }^{3-8}$ has always been paid to the potential $1 / r^{4}$, since in this case the radial Schrödinger equation may be transformed into the reasonably well-known modified Mathieu equation, for which standard texts such as Meixner and Schäfke ${ }^{9}$ (the most rigorous one, hereafter referred to as MS) are available.

The present investigation was motivated on the one hand by a desire to correlate different treatments ${ }^{3-5}$ of the potential $1 / r^{4}$ given in the literature, to understand their interrelation and to clear up the connection between the eigenvalues of Mathieu's equation and the poles of the scattering matrix. On the other hand, our study received impetus from the new trend in semiempirical Regge pole analysis of favouring linearly rising, unitarity-violating trajectories which are believed ${ }^{7,8}$ to be more like those for singular potentials than for regular Yukawa-like interactions. ${ }^{10}$ We wanted to understand in particular the relation between expressions for the $S$ matrix as given by Spector, ${ }^{3}$ Bertocchi et al., ${ }^{5}$ and Challifour and Eden, ${ }^{4}$ the relation between its poles and the eigenvalues of Mathieu's equation or its auxilliary parameters, and finally to see the behavior of the Regge trajectories. Moreover, since Mathieu functions are by no means as popular as, e.g., Bessel functions (or more generally functions of hypergeometric type), we considered it profitable to rederive all required solutions as a means of opening the way for generalization to potentials $1 / r^{m}, m \neq 4$. However, our
derivations are different from those given in the litera-ture-also the solutions differ formally in important aspects. We derive the solutions by using a powerful perturbation approach ${ }^{11,12}$ which has proved (e.g., in application to Yukawa ${ }^{13}$ and Gauss ${ }^{14}$ potentials) to be superior to customary straightforward power (or equivalent function) expansion. This program is carried out in Sec. 2. In Sec. 3 we derive various expressions of the $S$ matrix, in Sec. 4 we calculate the low-energy behavior of Regge poles, and in Sec. 5 the behavior of the phase shift. The corresponding high-energy solutions have been discussed elsewhere. ${ }^{4-6}$ The calculations show that the Regge trajectories rise into the first quadrant of the complex 1 -plane. Finally, in Sec. 6, we derive an interesting new solution of the modified Mathieu equation which could also be used in the present context-in fact, it is this solution which corresponds to the solution of the scattering problem for the potential $1 / r^{m}, m \neq 4$.

## 2. SOLUTIONS OF THE SCHRODDINGER EOUATION FOR THE POTENTIAL $1 / r^{4}$

We start by considering the repulsive potential

$$
\begin{equation*}
V(r)=g^{2} / r^{4} \tag{2.1}
\end{equation*}
$$

The radial Schrödinger equation may then be written

$$
\begin{equation*}
y^{\prime \prime}+\left\{k^{2}-\frac{l(l+1)}{r^{2}}-g^{2} / r^{4}\right\} y=0, \tag{2.2}
\end{equation*}
$$

where $E=k^{2}, m=\frac{1}{2}$, and $\hbar=c=1$. It is useful to introduce the following substitutions:

$$
\begin{equation*}
y=r^{1 / 2} \varphi, \quad r=\gamma e^{z}, \quad \gamma=i g / h, \quad h^{2}=+i k g \tag{2.3}
\end{equation*}
$$

The Schrödinger equation then assumes the form

$$
\begin{equation*}
\frac{d^{2} \varphi}{d z^{2}}+\left\{2 h^{2} \cosh 2 z-\left(l+\frac{1}{2}\right)^{2}\right\} \varphi=0 \tag{2.4}
\end{equation*}
$$

In the literature this equation is known as the modified Mathieu equation. We now develop a simple procedure for solving this equation for sufficiently small values of $\left|h^{2}\right|$ so that the expansions exist. First we make the additional substitution

$$
\begin{equation*}
\omega=2 h \cosh z \tag{2.5}
\end{equation*}
$$

so that (2.4) becomes

$$
\begin{equation*}
\frac{d^{2} \varphi}{d \omega^{2}}+\frac{1}{\omega} \frac{d \varphi}{d \omega}+\left\{1-\frac{\left(l+\frac{1}{2}\right)^{2}}{\omega^{2}}\right\} \varphi=\frac{2 h^{2}}{\omega^{2}}\left\{\varphi+2 \frac{d^{2} \varphi}{d \omega^{2}}\right\} \tag{2.6}
\end{equation*}
$$

Next we define a parameter $\nu$ by the relation

$$
\begin{equation*}
\nu^{2}=\left(l+\frac{1}{2}\right)^{2}-2 \Delta h^{2} \tag{2.7}
\end{equation*}
$$

Thus $\nu^{2}$ is to be a parameter possessing a power series expansion in $h^{2}$ such that its zeroth-order approximation is $\left(l+\frac{1}{2}\right)^{2}$. Alternatively, we may consider $\left(l+\frac{1}{2}\right)^{2}$ as possessing a power series expansion in $h^{2}$ such that its zeroth-order approximation is $\nu^{2}$. To zeroth order in $h^{2}$, (2.6) therefore becomes

$$
\begin{equation*}
D_{\nu} \varphi^{(0)}=0 \tag{2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{\nu} \equiv \frac{d^{2}}{d \omega^{2}}+\frac{1}{\omega} \frac{d}{d \omega}+\left\{1-\frac{\nu^{2}}{\omega^{2}}\right\} \tag{2.9}
\end{equation*}
$$

But (2.8) is the well-known cylindrical equation; hence

$$
\begin{equation*}
\varphi^{(0)}=Z_{\nu}(\omega) \tag{2,10}
\end{equation*}
$$

where $Z_{\nu}$ is a cylindrical function, e. g. , $J_{\nu}, N_{\nu}, H_{\nu}^{(1)}$, $H_{\nu}^{(2)}$.

The zeroth-order approximation (2.10) leaves uncompensated on the right-hand side of (2.6) terms amounting to

$$
\begin{equation*}
R_{\nu}^{(0)}=2 h^{2}\left\{\frac{1}{\omega^{2}} Z_{\nu}+\frac{2}{\omega^{2}} \frac{d^{2} Z_{\nu}}{d \omega^{2}}+\frac{\Delta}{\omega^{2}} Z_{\nu}\right\} \tag{2.11}
\end{equation*}
$$

Using the recurrence relations for Bessel functions, i.e.,

$$
\begin{align*}
& \frac{\nu}{\omega} Z_{\nu}=\frac{1}{2}\left(Z_{\nu-1}+Z_{\nu+1}\right)  \tag{2.12}\\
& \frac{d Z_{\nu}}{d \omega}=-\frac{\nu}{\omega} Z_{\nu}+Z_{\nu-1}=\frac{1}{2}\left(Z_{\nu-1}-Z_{\nu+1}\right) \tag{2.13}
\end{align*}
$$

we may rewrite (2.11) as a linear combination of various $Z_{v}$. However, it is very much more convenient to use these relations in order to rewrite (2.11) in terms of functions $G_{\nu}$ defined by

$$
\begin{equation*}
G_{\nu+\alpha} \equiv\left(\omega^{2}\right)^{-1} Z_{\nu+\alpha} \tag{2.14}
\end{equation*}
$$

The expression (2.11) is now particularly simple:

$$
\begin{equation*}
R_{\nu}^{(0)}=h^{2}\left(G_{\nu-2}+2 \Delta G_{\nu}+G_{\nu+2}\right) \tag{2.15}
\end{equation*}
$$

Again for convenience it is now best to rewrite this expression as

$$
\begin{equation*}
R_{\nu}^{(0)}=h^{2}\left[(\nu, \nu-2) G_{\nu-2}+(\nu, \nu) G_{\nu}+(\nu, \nu+2) G_{\nu+2}\right] \tag{2.16}
\end{equation*}
$$

where

$$
\begin{equation*}
(\nu, \nu \pm 2)=1, \quad(\nu, \nu)=2 \Delta \tag{2.17}
\end{equation*}
$$

This apparent complication will pay rich dividends as will be seen later on.

We now observe that

$$
D_{\nu} Z_{\nu}=0, \quad D_{\nu+\alpha} Z_{\nu+\alpha}=0
$$

but

$$
\begin{equation*}
D_{\nu+\alpha}=D_{\nu}-\left[\alpha(2 \nu+\alpha) / \omega^{2}\right] \tag{2.18}
\end{equation*}
$$

so that

$$
\begin{equation*}
D_{\nu} Z_{\nu+\alpha}=\frac{\alpha(2 \nu+\alpha)}{\omega^{2}} Z_{\nu+\alpha}=\alpha(2 \nu+\alpha) G_{\nu+\alpha} \tag{2.19}
\end{equation*}
$$

Thus a term $\mu G_{\nu+\alpha}$ on the right-hand side of (2.6) orfor instance-in (2.15) may be cancelled out by adding to $\varphi^{(0)}$ the new contribution $\mu Z_{\nu+\alpha} / \alpha(2 \nu+\alpha)$ except, of course, when $\alpha$ or $2 \nu+\alpha=0$. We assume now (in the following) that $2 \nu+\alpha \neq 0$; the case $2 \nu+\alpha=0$ will be considered separately at the end. The terms (2.15) therefore lead to first-order contribution

$$
\begin{equation*}
\varphi^{(1)}=h^{2}\left[(\nu, \nu-2)^{*} Z_{\nu-2}+(\nu, \nu+2)^{*} Z_{\nu+2}\right] \tag{2.20}
\end{equation*}
$$

the starred coefficients being defined by

$$
\begin{equation*}
(\nu, \nu+\alpha)^{*}=(\nu, \nu+\alpha) / \alpha(2 \nu+\alpha) \tag{2.21}
\end{equation*}
$$

Now $\varphi^{(0)}=Z_{\nu}$ left uncompensated $R_{\nu}^{(0)}$; therefore, $\varphi^{(1)}$ leaves uncompensated

$$
\begin{equation*}
R_{\nu}^{(1)}=h^{2}\left[(\nu, \nu-2)^{*} R_{\nu-2}^{(0)}+(\nu, \nu+2)^{*} R_{\nu+2}^{(0)}\right] \tag{2.22}
\end{equation*}
$$

The next contribution therefore becomes

$$
\begin{align*}
\varphi^{(2)}= & h^{4}\left[(\nu, \nu-2)^{*}(\nu-2, \nu-4)^{*} Z_{\nu-4}\right. \\
& +(\nu, \nu-2)^{*}(\nu-2, \nu-2)^{*} Z_{\nu-2} \\
& +(\nu, \nu+2)^{*}(\nu+2, \nu+2)^{*} Z_{\nu+2} \\
& \left.+(\nu, \nu+2)^{*}(\nu+2, \nu+4)^{*} Z_{\nu+4}\right] \tag{2.23}
\end{align*}
$$

Proceeding in this manner we obtain the solution (the terms in $R^{(0)}, R^{(1)}, \cdots$, left uncompensated so far will be considered below)

$$
\begin{align*}
\varphi & =\varphi^{(0)}+\varphi^{(1)}+\varphi^{(2)}+\cdots \\
& =Z_{\nu}+\sum_{i=1}^{\infty} h^{2 i} \sum_{\substack{i=-i \\
j \neq 0}}^{i} P_{2 i}(2 j) Z_{\nu+2 j} \tag{2.24}
\end{align*}
$$

where

$$
\begin{align*}
& p_{2}( \pm 2)=(\nu, \nu \pm 2)^{*} \\
& p_{4}( \pm 4)=(\nu, \nu \pm 2)^{*}(\nu \pm 2, \nu \pm 4)^{*} \\
& p_{4}( \pm 2)=(\nu, \nu \pm 2)^{*}(\nu \pm \nu \pm 2)^{*}, \text { etc. } \tag{2.25}
\end{align*}
$$

These coefficients may also be obtained from the recurrence relation

$$
\begin{align*}
p_{2 i}(2 j)= & p_{2 i-2}(2 j-2) \cdot(\nu+2 j-2, \nu+2 j) \\
& +p_{2 i-2}(2 j) \cdot(\nu+2 j, \nu+2 j) \\
& +p_{2 i-2}(2 j+2) \cdot(\nu+2 j+2, \nu+2 j) \tag{2.26}
\end{align*}
$$

subject to the boundary conditions

$$
\begin{align*}
& p_{2 i}(2 j)=0 \quad \text { for }|j|>i, \quad p_{0}(0)=1 \\
& p_{0}(2 j \neq 0)=0, \quad p_{2 i \neq 0}(0)=0 \tag{2.27}
\end{align*}
$$

The relation (2.26) may be obtained either directly from (2.27), or by substituting (2.24) into (2.6).

Finally, we have to consider the terms in $G_{\nu}$ which were left unaccounted for in $R^{(0)}, R^{(1)}$, etc. Here we simply add all these terms and set the coefficient of $G_{\nu}=0$. This gives the equation from which we can determine $\Delta$ and hence $\nu$. Clearly,

$$
\begin{aligned}
0= & h^{2}(\nu, \nu)+h^{4}\left[(\nu, \nu-2)^{*}(\nu-2, \nu)+(\nu, \nu+2)^{*}(\nu+2, \nu)\right] \\
& +h^{6}\left[(\nu, \nu-2)^{*}(\nu-2, \nu-2)^{*}(\nu-2, \nu)\right.
\end{aligned}
$$

$$
\begin{equation*}
\left.+(\nu, \nu+2)^{*}(\nu+2, \nu+2)^{*}(\nu+2, \nu)\right]+\cdots \tag{2.28}
\end{equation*}
$$

Higher terms of this expansion may again be obtained in a manner analogous to that for the eigenvalues of the periodic Mathieu equation. ${ }^{12}$ Evaluating the first five terms of (2.28), we obtain the expansion [cf. (2.7)]

$$
\begin{align*}
\left(l+\frac{1}{2}\right)^{2}= & \nu^{2}+\frac{h^{4}}{2\left(\nu^{2}-1\right)}+\frac{\left(5 \nu^{2}+7\right) h^{8}}{32\left(\nu^{2}-1\right)^{3}\left(\nu^{2}-4\right)} \\
& +\frac{\left(9 \nu^{4}+58 \nu^{2}+29\right) h^{12}}{64\left(\nu^{2}-1\right)^{5}\left(\nu^{2}-4\right)\left(\nu^{2}-9\right)}+O\left(h^{16}\right) \tag{2.29}
\end{align*}
$$

The expansion (2.29) is seen to be familiar from the theory of periodic Mathieu functions where $\left(l+\frac{1}{2}\right)^{2}$ represents the eigenvalue. We now reverse (2.29) to calculate $v^{2}$ :

$$
\begin{align*}
\nu^{2}= & \alpha-\frac{h^{4}}{2(\alpha-1)}-\frac{(13 \alpha-25) h^{8}}{32(\alpha-1)^{3}(\alpha-4)} \\
& -\frac{\left(45 \alpha^{3}-455 \alpha^{2}+1291 \alpha-1169\right) h^{12}}{64(\alpha-1)^{5}(\alpha-4)^{4}(\alpha-9)}+O\left(h^{16}\right) \tag{2.30}
\end{align*}
$$

where

$$
\alpha \equiv\left(l+\frac{1}{2}\right)^{2}
$$

The solutions $\varphi$ of the modified Mathieu equation are now completely determined-apart from a normalization factor which we have chosen (so far) such that the coefficient of $Z_{\nu+\alpha}$ in $\varphi$ is 1 for $\alpha=0$.

We are still left with the question as to what will happen if [cf. (2.21)] $2 \nu+\alpha=0$ or $\nu= \pm 1, \pm 2, \cdots$. We observe that the latter are precisely those values of for which successive terms of (2.29) become more and more divergent. On the other hand, we observe from (2.30) that-since $h^{2}$ is assumed to be moderately small- $v$ is approximately a half-integer (i. e. , $l+\frac{1}{2}$ for $l$ physical). Thus physically these conditions are unlikely. But mathematically they have a clear significance which we discuss later on.

For later purposes it is advantageous to derive yet another type of solutions. Substituting (2.7) into (2.4) we obtain

$$
\begin{equation*}
\frac{d^{2} \varphi}{d z^{2}}-\nu^{2} \varphi=2 h^{2}(\Delta-\cosh 2 z) \varphi \tag{2.31}
\end{equation*}
$$

Thus to $O(0)$ in $h$ we have

$$
\begin{equation*}
\varphi^{(0)}=\varphi_{\nu}=\cosh \nu z, \sinh \nu z, \quad \text { or } e^{ \pm \nu z} \tag{2.32}
\end{equation*}
$$

so that

$$
\begin{equation*}
D_{\nu} \varphi_{\nu}=0, \quad D_{\nu} \equiv \frac{d^{2}}{d z^{2}}-\nu^{2} \tag{2.33}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
D_{\nu+2 n} \varphi_{\nu+2 n}=0, \quad D_{\nu+2 n}=D_{\nu}-4 n(\nu+n) \tag{2.34}
\end{equation*}
$$

so that
$D_{\nu} \varphi_{\nu+2 n}=4 n(\nu+n) \varphi_{\nu+2 n}$.
Also since

$$
\begin{align*}
& 2 \cosh 2 z \cdot \cosh \nu z=\cosh (\nu+2) z+\cosh (\nu-2) z \\
& 2 \cosh 2 z \cdot \sinh \nu z=\sinh (\nu+2) z+\sinh (\nu-2) z  \tag{2.36}\\
& 2 \cosh 2 z \cdot e^{ \pm \nu z}=\exp [ \pm(\nu+2) z]+\exp [ \pm(\nu-2) z]
\end{align*}
$$

and the hyperbolic solution becomes

$$
\begin{equation*}
\varphi(z, h)=\varphi_{\nu}+\sum_{i=1}^{\infty} h_{\substack{2 i}}^{\substack{j=-i \\ j \neq 0}} p_{2 i}(2 j)(-1)^{j} \varphi_{\nu+2 j} \tag{2.42}
\end{equation*}
$$

or

$$
\begin{equation*}
\varphi(z, h)=\bar{\varphi}_{\nu}+\sum_{i=1}^{\infty} h^{2 i} \sum_{\substack{j=-i \\ j \neq 0}}^{i} p_{2 i}(2 j) \bar{\varphi}_{\nu+2 j}, \tag{2.43}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{\varphi}_{\nu+2 j} \equiv(-1)^{j} \varphi_{\nu+2 j} . \tag{2.44}
\end{equation*}
$$

One can easily convince oneself [by looking at (2.28) and observing that $\left.(\nu, \nu \pm 2)_{B}^{*}=-(\nu, \nu \pm 2)_{h}^{*}\right]$ that the expansion (2.29) follows again from the necessary subsidiary condition. The solutions $\varphi$ for $\varphi_{\nu}=\cosh \nu z$, $\sinh \nu z$ are generally ${ }^{9}$ denoted by $C e_{\nu}(z, h), S e_{\nu}(z, h)$.

We now consider the following solutions (in the notation of MS)

$$
\begin{align*}
\varphi(z, h) & =\exp (\nu z)+\sum_{i=1}^{\infty} h^{2 i} \sum_{\substack{j=-i \\
j \neq 0}}^{i} p_{2 i}(2 j)(-1)^{j} \exp [(\nu+2 j) z] \\
& \equiv M e_{\nu}(z, h)  \tag{2.45}\\
{\left[M e_{ \pm \nu}\right.} & \left.=\left(C e_{\nu} \pm S e_{\nu}\right)\right], \\
\varphi(z, h) & =J_{\nu}(2 h \cosh z)+\sum_{i=1}^{\infty} h^{2 i} \sum_{\substack{j=-i \\
j \neq 0}}^{i} p_{2 i}(2 j) J_{\nu+2 j}(2 h \cosh z) \\
& \equiv M_{\nu}^{(1)}(z, h)
\end{align*}
$$

Clearly,

$$
\begin{equation*}
M e_{\nu}(z+n \pi i, h)=\exp (\nu n \pi i) M e_{\nu}(z, h) . \tag{2.47}
\end{equation*}
$$

Also, since

$$
\begin{align*}
J_{\nu}(2 h \cosh (z+n \pi i)) & =J_{\nu}(2 h \cosh z \cdot \exp (i n \pi)) \\
& =\exp (i n \nu \pi) J_{\nu}(2 h \cosh z), \tag{2.48}
\end{align*}
$$

we have

$$
\begin{equation*}
M_{v}^{(1)}(z+n \pi i, h)=\exp (i n \nu \pi) M_{\nu}^{(1)}(z, h) . \tag{2.49}
\end{equation*}
$$

$M e_{\nu}(z), M_{\nu}^{(1)}(z)$ are therefore proportional to each other:

$$
\begin{equation*}
M e_{\nu}(z, h)=\alpha_{\nu}(h) M_{\nu}^{(1)}(z, k) \tag{2.50}
\end{equation*}
$$

where clearly

$$
\alpha_{\nu}\left(h^{*}\right)=M e_{\nu}(0, h) / M_{\nu}^{(1)}(0, h) .
$$

We define solutions $M_{\nu}(j)(z, h)$ for $j=2,3,4$ by $Z_{\nu}$ $=N_{\nu}, H_{\nu}^{(1)}, H_{\nu}^{(2)}$, respectively. Then, by using analogous properties of Bessel functions, we have

$$
M_{-\nu}^{(3,4)}=\exp ( \pm i \pi \nu) M_{\nu}^{(3,4)}, M_{\nu}^{(3,4)}=M_{\nu}^{(1)} \pm i M_{\nu}^{(2)}
$$

and thence (for $\nu$ nonintegral)

$$
\begin{equation*}
\pm i \sin \nu \pi \cdot M_{\nu}^{(3,4)}(z, h)=M_{-\nu}^{(1)}(z, h)-\exp (\mp i \nu \pi) M_{\nu}^{(1)}(z, h) . \tag{2.51}
\end{equation*}
$$

We still have to deal with the case $2 \nu+\alpha=0$ or $\nu$ $= \pm 1, \pm 2, \cdots$. As an example we discuss the case $\nu=+1$, choosing the zero-order solution $\varphi_{\nu}=\cosh \nu z$. Proceeding as before we have

$$
\begin{equation*}
R^{(0)}=2 h^{2}(\Delta-\cosh 2 z) \varphi_{v}=h^{2}\left[-\varphi_{-1}+2 \Delta \varphi_{1}-\varphi_{3}\right] . \tag{2.52}
\end{equation*}
$$

This is the part left uncompensated by the zero-order approximation in $h^{2}$. We observe immediately thatsince $\varphi_{-1}=\varphi_{1}$-we now have a completely different situation. Thus

$$
R^{(0)}=h^{2}\left[(2 \Delta-1) \varphi_{1}-\varphi_{3}\right],
$$

so that

$$
\begin{equation*}
\varphi^{(1)}=-\frac{h^{2} \varphi_{3}}{8}=-h^{2} \frac{\varphi_{3}}{8}=-\left.h^{2} \frac{\varphi_{\nu+2 n}}{4 n(\nu+n)}\right|_{\nu, n=1} \tag{2.53}
\end{equation*}
$$

This contribution leaves uncompensated the terms

$$
\begin{equation*}
R^{(1)}=-\frac{h^{2}}{8} \cdot 2 h^{2}(\Delta-\cosh 2 z) \varphi_{3}=-\frac{h^{4}}{4}\left(\Delta \varphi_{3}-\frac{1}{2} \varphi_{5}-\frac{1}{2} \varphi_{1}\right), \tag{2.54}
\end{equation*}
$$

so that

$$
\begin{equation*}
\varphi^{(2)}=-\frac{h^{4}}{4}\left[\frac{\Delta \varphi_{3}}{8}-\frac{\varphi_{5}}{48}\right] . \tag{2.55}
\end{equation*}
$$

Proceeding in this manner we obtain the complete solution. $\Delta$ then follows by equating to zero the sum of coefficients of $\varphi_{1}$ in $R^{(0)}, R^{(1)}, \cdots$. It then follows that

$$
\begin{equation*}
\left(l+\frac{1}{2}\right)^{2}=1+h^{2}-\frac{h^{4}}{8}-\frac{h^{6}}{64}-\cdots \tag{2.56}
\end{equation*}
$$

in agreement with formulas (36) of MS (p. 120).
If we choose instead of the above zero-order solution

$$
\varphi_{\nu}=\sinh \nu z, \quad \nu=1
$$

we have

$$
\begin{equation*}
h^{(0)}=2 h^{2}(\Delta-\cosh 2 z) \sinh z=h^{2}\left[(2 \Delta+1) \varphi_{1}-\varphi_{3}\right] \tag{2.57}
\end{equation*}
$$

and again obtain the above eigenvalue expansion with $h^{2}$ replaced by $-h^{2}$. This applies to all odd $-\nu$ eigenvalue expansions and is a direct consequence of the relations

$$
\begin{align*}
& C e_{2 n+1}\left(z,-h^{2}\right)=(-1)^{n}(-i) S e_{2 n+1}\left(z+i \pi / 2, h^{2}\right), \\
& S e_{2 n+1}\left(z,-h^{2}\right)=(-1)^{n}(-i) C e_{2 n+1}\left(z+i \pi / 2, h^{2}\right), \tag{2.58}
\end{align*}
$$

which are easily verified. For even values of $\nu$ the eigenvalues have to be recalculated separately in each case, since now

$$
\begin{align*}
& C e_{2 n}\left(z,-h^{2}\right)=(-1)^{n} \mathrm{Ce} e_{2 n}\left(z+i \pi / 2, h^{2}\right) \\
& S e_{2 n+2}\left(z,-h^{2}\right)=-(-1)^{n} S e_{2 n+2}\left(z+i \pi / 2, h^{2}\right) \tag{2.59}
\end{align*}
$$

thus the symmetry between $\mathrm{Ce}, \mathrm{Se}$ is destroyed. Explicit expansions for any of these cases may be found in the standard literature. Meixner and Schäfke also determine their regions of convergence.

Of course, we could also have started with a solution in terms of Bessel functions and used, for instance, the relation $J_{-n}=(-1)^{n} J_{n}$ to derive corresponding eigenvalue expansions. In fact, one can show (cf. MS, pp. 200, 205) that for $m=0,1,2, \cdots M_{m}^{(1)}(z, h)$ is proportional to $C e_{m}\left(z, h^{2}\right)$ and similar relations hold for other functions. For rigorous convergence and validity discussions of any of the solutions discussed in this section we again refer to MS.

## 3. CALCULATION OF THE S MATRIX

We now proceed in the manner of Spector ${ }^{3}$ to calculate the scattering matrix for the potential $1 / r^{4}$. For this
purpose we seek first the regular solution of the radial Schrödinger equation at the origin, and then its analytic continuation to infinity.

We obtain the regular solution by choosing $Z_{\nu}(\omega)$ $=H_{\nu}^{(1)}(\omega)$ for $\operatorname{Re}(z)<0$. Then

$$
\begin{align*}
Y_{\mathrm{reg}}=r^{1 / 2} M_{\nu}^{(3)}(z, h)= & r^{1 / 2}\left(H_{\nu}^{(1)}(\omega)+\sum_{i=1}^{\infty} h^{2 i} \sum_{\substack{j=-i \\
j \neq 0}}^{i}\right. \\
& \left.\times p_{2 i}(2 j) H_{\nu+2 j}^{(1)}(\omega)\right), \tag{3.1}
\end{align*}
$$

where by (2.5), (2.3)

$$
\begin{equation*}
\omega=2 h \cosh z=(k r+i g / r) \tag{3.2}
\end{equation*}
$$

Thus $r \rightarrow 0$ implies $|\omega| \rightarrow \infty$. The asymptotic behavior of the Hankel functions $H^{(1,2)}(\omega)$ for $|\omega| \gg|\nu|,|\omega| \gg 1$, and $-\pi<\arg \omega<\pi$ is known to be given by

$$
\begin{equation*}
H_{\nu}^{(1,2)}(\omega)=\left(\frac{2}{\pi \omega}\right)^{1 / 2} \exp \pm i\left(\omega-\frac{\nu \pi}{2}-\frac{\pi}{4}\right) \quad\left[1+O\left(\frac{1}{\omega}\right)\right] . \tag{3.3}
\end{equation*}
$$

The behavior of $Y_{\text {res }}$ near $r \approx 0$ is then found to be

$$
\begin{align*}
Y_{\text {res }} \approx & \left(\frac{2}{\pi g}\right)^{1 / 2} \exp (-g / r)(\exp [-i(\nu+1) \pi / 2] \\
& \left.+\sum_{i=1}^{\infty} h^{2 i} \sum_{\substack{j=-i \\
j \neq 0}}^{i} p_{2 i}(2 j) \exp [-(\pi / 2) i(\nu+2 j+1)]\right) \tag{3.4}
\end{align*}
$$

which tends to zero with $r$.
In a similar manner we may define solutions $Y^{(3,4)}$ by setting for $\operatorname{Re}(z)>0$

$$
\begin{align*}
Y^{(3,4)} & =r^{1 / 2} M_{\nu}^{(3,4)}(z, h) \\
& =r^{1 / 2}\left(H_{\nu}^{(1,2)}(\omega)+\sum_{i=1}^{\infty} h^{2 i} \sum_{\substack{j=1 \\
j \neq 0}}^{i} p_{2 i}(2 j) H_{\nu+2 j}^{(1,2)}(\omega)\right) . \tag{3.5}
\end{align*}
$$

Using the above asymptotic expressions for the Hankel functions these solutions are found to have the required asymptotic behavior for $r \rightarrow \infty$ :

$$
\begin{align*}
Y^{(3,4)} \approx & \left(\frac{2}{\pi k}\right)^{1 / 2} \exp ( \pm i k r) \exp \left[\mp(i \pi / 2)\left(\nu+\frac{1}{2}\right)\right. \\
& \times\left[1+\sum_{i=1}^{\infty} h^{2 i} \sum_{\substack{j=-i \\
j \neq 0}}^{i} p_{2 i}(2 j) \exp (\mp i \pi j)\right] . \tag{3.6}
\end{align*}
$$

In fact, we can derive $Y^{(4)}$ from $Y^{(3)}$ since one can show from the circuit relations of Hankel functions that

$$
M_{\nu}^{(3)}(z+\pi i, h)=-\exp (-i \pi \nu) M_{\nu}^{(4)}(z, h) .
$$

We now require the analytic continuation of the regular solution to solutions behaving like $Y^{(3,4)}$ at infinity. From the relation $r=(i g / h) e^{z}$ we see that $r=0$ corresponds to $\operatorname{Re}(z) \rightarrow-\infty$, and $r \rightarrow \infty$ to $\operatorname{Re}(z) \rightarrow+\infty$. We require, therefore, the continuation of $M_{\nu}^{(3)}$ through the whole range of $\operatorname{Re}(z)$.

Now the series $M_{\nu}^{(j)}$ can be shown (MS, p. 178) to be convergent for $|\cosh z| \geqslant 1$ but uniformly convergent only when $|\cosh z|>1$ for otherwise complex values of $z$.
Since $z=\ln \sqrt{k / g} \gamma \mp i \pi / 4$, the condition $|\cosh z|>1$ implies

$$
\sqrt{k / g} r>(2+\sqrt{3})^{1 / 2}>1 \text { and } \sqrt{k / g} r<(2-\sqrt{3})^{1 / 2}<1
$$

Thus there is a gap between the two regions of validity which has to be bridged by using another set of solu-
tions. A suitable set is the pair of fundamental solutions $M e_{ \pm \nu}$ defined by (2.45). These solutions converge uniformly for all finite complex values of $z$ (MS, p. 130). Before we proceed with the actual matching we have to decide which Riemann sheet we want to choose, since $\sqrt{i}$ leads to a double-valuedness of the variable $z$. We shall choose the upper sign, i. e. ,

$$
\begin{equation*}
Z=\ln \sqrt{k / g} r-i \pi / 4 . \tag{3.8}
\end{equation*}
$$

We note that if we replace $z$ by $-z$ in $\omega, k r$ is replaced by $i g / r$ and vice versa. Thus if we let $\operatorname{Re}(z) \rightarrow-\infty$ in $Y_{\text {reg }}(\mathrm{i} . \mathrm{e} ., r \rightarrow 0$ ) and then replace $z$ by $-z$, the solution has the asymptotic behavior of $Y^{(3)}$, i. e., $\exp (i k r)$. To obtain the continuation of $Y_{\text {reg }}$ to this solution, we consider the variables $z,-z$ and choose the sheet with $\operatorname{Re}(z)>0$. Then by (3.7) we have to choose

$$
z=-\ln \sqrt{k / g} r+i \pi / 4 \quad \text { for } \sqrt{k / g} r<(2-\sqrt{3})^{1 / 2}
$$

and

$$
\begin{equation*}
z=+\ln \sqrt{k / g} r-i \pi / 4 \quad \text { for } \sqrt{k / g} r>(2+\sqrt{3})^{1 / 2} \tag{3.9}
\end{equation*}
$$

We may write therefore for $0<\sqrt{k / g} r<(2-\sqrt{3})^{1 / 2}$

$$
\begin{align*}
& r^{1 / 2} M_{\nu}^{(3)}(r)=r^{1 / 2}\left(\alpha M e_{\nu}(r)+\beta M e_{-\nu}(r)\right) \\
& \frac{d}{d r}\left[r^{1 / 2} M_{\nu}^{(3)}(r)\right]=\alpha \frac{d}{d r}\left[r^{1 / 2} M e_{\nu}(r)\right]+\beta \frac{d}{d r}\left[r^{1 / 2} M e_{-\nu}(r)\right], \tag{3.10}
\end{align*}
$$

and determine $\alpha$ and $\beta$. The right-hand side now represents the solution $M_{\nu}^{(3)}$ as continued to the right of $\sqrt{k / g} r=(2-\sqrt{3})^{1 / 2}$. In the region $(2+\sqrt{3})^{1 / 2}<\sqrt{k / g} r<\infty$ we require a solution of the form $r^{1 / 2}\left[A M_{\nu}^{(3)}+B_{\nu}^{(4)}\right]$, $A, B \neq 0$. This solution may be continued into the region below $\sqrt{k / g} r=(2+\sqrt{3})^{1 / 2}$ by writing

$$
\begin{align*}
& r^{1 / 2}\left[\alpha^{\prime} M e_{\nu}(r)+\beta^{\prime} M e_{\nu}(r)\right]=r^{1 / 2}\left[A M_{\nu}^{(3)}(r)+B M_{\nu}^{(4)}(r)\right] \\
& \alpha^{\prime} \frac{d}{d r} r^{1 / 2} M e_{\nu}(r)+\beta^{\prime} \frac{d}{d r} r^{1 / 2} M e_{-\nu}(r) \\
& \quad=A \frac{d}{d r} r^{1 / 2} M_{\nu}^{(3)}(r)+B \frac{d}{d r} r^{1 / 2} M_{\nu}^{(4)}(r) \tag{3.11}
\end{align*}
$$

We next have to join the branches

$$
r^{1 / 2}\left[\alpha M e_{\nu}(\gamma)+\beta M e_{-\nu}(\gamma)\right](z=-\ln \sqrt{k / g} \gamma+i \pi / 4)
$$

$$
r^{1 / 2}\left[\alpha^{\prime} M e_{\nu}(r)+\beta^{\prime} M e_{-\nu}(r)\right](z=+\ln \sqrt{k / g} r-i \pi / 4)
$$

At $\operatorname{Re}(z)=0, r=\sqrt{k / g}$. Then

$$
\begin{align*}
& r^{1 / 2}\left[\alpha M e_{\nu}(r)+\beta M e_{-\nu}(r)\right]_{z=i \pi / 4} \\
& \quad=r^{1 / 2}\left[\alpha^{\prime} M e_{\nu}(r)+\beta^{\prime} M e_{-\nu}(r)\right]_{z=-i \pi / 4}, \\
& {\left[\alpha \frac{d}{d r} r^{1 / 2} M e_{\nu}(r)+\beta \frac{d}{d r} r^{1 / 2} M e_{-\nu}(r)\right]_{z=i \pi / 4}} \\
& \quad=\left[\alpha^{\prime} \frac{d}{d r} r^{1 / 2} M e_{\nu}(r)+\beta^{\prime} \frac{d}{d r} r^{1 / 2} M e_{-\nu}(r)\right]_{z=-i \pi / 4} . \tag{3.12}
\end{align*}
$$

But since $M e_{\nu}(z)=M e_{-\nu}(-z)$ (MS, p. 131) these relations may be reexpressed for one and the same point $z=-i \pi / 4$ :

$$
\begin{align*}
& \alpha M e_{-\nu}+\beta M e_{\nu}=\alpha^{\prime} M e_{\nu}+\beta^{\prime} M e_{\nu} \\
& \alpha \frac{d}{d z} M e_{-\nu}+\beta \frac{d}{d z} M e_{\nu}=\alpha^{\prime} \frac{d}{d z} M e_{\nu}+\beta^{\prime} \frac{d}{d z} M e_{-\nu} \tag{3,13}
\end{align*}
$$

where we have used the fact that for $r=\sqrt{g / k}$

$$
\frac{d}{d r}=\mp\left(\frac{k}{g}\right)^{1 / 2} \frac{d}{d z} \quad \text { at } z= \pm i \pi / 4
$$

One now derives readily
$\alpha^{\prime}=\beta, \quad \beta^{\prime}=\alpha, \quad d \equiv W\left[M e_{-\nu}, M e_{\nu}\right] W\left(M_{\nu}^{(3)}, M_{\nu}^{(4)}\right]$,
$d A=W\left[M_{\nu}^{(3)}, M e_{\nu}\right] W\left[M e_{\nu}, M_{\nu}^{(4)}\right]-W\left[M_{\nu}^{(3)}, M e_{-\nu}\right] W\left[M e_{-\nu}, M_{\nu}^{(4)}\right]$,
$d B=W\left[M_{\nu}^{(3)}, M e_{-\nu}\right] W\left[M e_{-\nu}, M_{\nu}^{(3)}\right]=-W\left[M_{\nu}^{(3)}, M e_{\nu}\right] W\left[M e_{\nu}, M_{\nu}^{(3)}\right]$.

Using the relation (2.50) the Wronskians (MS, p. 171)

$$
\begin{equation*}
[1,3]=-[1,4]=2 i / \pi, \quad[3,4]=-4 i / \pi, \tag{3.15}
\end{equation*}
$$

and the relations (2.51), we find [with $M e_{\nu}(0, h)$ $\left.=M e_{-\nu}(0, h)\right]$,

$$
\begin{equation*}
A=\frac{R^{2}-1}{2 i R \sin \nu \pi}, \quad B=\frac{R^{2}-e^{-2 i \nu \pi}}{2 i R \sin \nu \pi}, \tag{3.16}
\end{equation*}
$$

where

$$
\begin{equation*}
R=\alpha_{\nu} / \alpha_{-\nu}=M_{-\nu}^{(1)}(0, h) / M_{\nu}^{(1)}(0, h) . \tag{3.17}
\end{equation*}
$$

The asymptotic behavior of the regular solution is therefore given by

$$
\begin{align*}
Y_{\text {reg }}= & \gamma^{1 / 2}\left[A M_{\nu}^{(3)}(r)+B M_{\nu}^{(4)}(r)\right] \\
\approx & \left(\frac{2}{\pi k}\right)^{1 / 2}\left\{\frac{R^{2}-1}{2 i R \sin \nu \pi} \exp \left[-i \pi / 2\left(\nu+\frac{1}{2}\right)\right] \exp (i k r)\right. \\
& \left.+\frac{R^{2}-\exp (-2 i \nu \pi)}{2 i R \sin \nu \pi} \exp \left[\left(\frac{i \pi}{2}\right)\left(\nu+\frac{1}{2}\right)-2 i k r\right]\right\} \cdot\left[1+O\left(h^{2}\right)\right] \tag{3.18}
\end{align*}
$$

Defining "Jost function equivalents" $f( \pm k, l)$ by $+\frac{i}{\sqrt{k}} Y_{\text {reg }} \approx \frac{\exp (-i \pi \nu / 2)}{2 i k}[f(k, l) \exp (i k r)-f(-k, l) \exp (-i k r)]$
(since Jost functions in the sense of regular potentials do not exist for singular potentials), we find by comparison

$$
\begin{align*}
& f(k, l)=\left(\frac{2}{\pi}\right)^{1 / 2} \frac{R^{2}-1}{R \sin \nu \pi} \exp \left[-i \pi / 2\left(\nu-\frac{1}{2}\right)\right] \exp [(i \pi / 2) \nu] \\
& f(-k, l)=\left(\frac{2}{\pi}\right)^{1 / 2} \frac{R^{2}-\exp (-2 i \nu \pi)}{R \sin \nu \pi} \exp i \frac{\pi}{2}\left(\nu-\frac{1}{2}\right) \exp \left(i \frac{\pi}{2}\right) \nu \tag{3.20}
\end{align*}
$$

The $S$ matrix then becomes

$$
\begin{align*}
S & =\exp (2 i \delta)=\exp (i \pi l) \frac{f(k, l)}{f(-k, l)}=\frac{R^{2}-1}{R^{2}-\exp (-2 i \nu \pi)} \\
& \times \exp \left[-i \pi\left(\nu-l-\frac{1}{2}\right)\right] . \tag{3.21}
\end{align*}
$$

Of course, it would have sufficed to calculate just the ratio $A / B$, but for a discussion of Regge poles, it is essential to have the numerators and denominators separately.

We now note that the $S$ matrix is unitary. To show this, we use the relation (Aly et al. ${ }^{3}$ )

$$
\begin{equation*}
R^{*}=R \exp (i \nu \pi), \tag{3.22}
\end{equation*}
$$

where the asterisk on $R$ as on $S$ in $S^{*} S=1$ indicates complex conjugation of the functional form of $R$ or $S$
together with the replacement $k \rightarrow-k$, the latter being equivalent to the interchange $h \rightarrow-i h$. Of course $l$ is assumed to have real integral (i.e., physical) values, and $\nu$ is real by (2.30). Hence

$$
f^{*}(k, l)=f(-k, l) .
$$

Next we observe that the $S$-matrix may be reexpressed in another important form first given by Bertocchi et al. ${ }^{5}$ To derive this, we require the following relation between modified Mathieu functions and their derivatives:

$$
\begin{equation*}
\frac{M_{\nu}^{(1) \prime}(0)}{M_{-\nu}^{(1),}(0)}=-\frac{M_{\nu}^{(1)}(0)}{M_{-\nu}^{(1)}(0)} . \tag{3.23}
\end{equation*}
$$

To prove this relation, we recall the following relations:

$$
\begin{align*}
& M_{\nu}^{(1)}(z)=M_{\nu}^{(1)}(0) M e_{\nu}(z) / M e_{\nu}(0), \\
& \frac{M e_{\nu}^{\prime}(0)}{M e_{-\nu}^{\prime}(0)}=\frac{C e_{\nu}^{\prime}(0)+S e_{\nu}^{\prime}(0)}{C e_{\nu}^{\prime}(0)-S e_{\nu}^{\prime}(0)}=-1\left(\sin C e_{\nu}^{\prime}(0)=0\right) \tag{3.24}
\end{align*}
$$

by (2.45). Then (3.23) follows immediately. It is now a simple matter-again using the circuit relations for modified Mathieu functions, i. e. , (2.51)-to derive the following formulas:

$$
\begin{align*}
& R-\exp (\mp i \nu \pi)= \pm i \sin \nu \pi M_{\nu}^{(3,4)}(0) / M_{\nu}^{(1)}(0), \\
& R+\exp (\mp i \nu \pi)=\mp i \sin \nu \pi M_{\nu}^{(3,4) \prime}(0) / M_{\nu}^{(1) \prime}(0) . \tag{3.25}
\end{align*}
$$

It then follows that

$$
\begin{align*}
S= & \left(\frac{d}{d z}\left[M_{\nu}^{(3)}(z) M_{\nu}^{(4)}(z)\right]_{z=0}\left(\frac{d}{d z}\left[M_{\nu}^{(3)}(z) M_{\nu}^{(3)}(z)\right]_{z=0}\right)\right. \\
& \times \exp \left[-i \pi\left(\nu-l+\frac{1}{2}\right)\right] . \tag{3.26}
\end{align*}
$$

To clear up the relation between the derivation of $S$ as given above and another method used in the literature, ${ }^{5}$ we now rederive this form of the $S$ matrix by the latter method. This is not a triviality, since the plurality of modified Mathieu functions and their properties can easily lead to considerable confusion. Moreover, it is extremely instructive to understand this connection for dealing with potentials $1 / r^{m}, 3<m \neq 0$.

Our regular solution is again $Y_{\text {reg }}=r^{1 / 2} M_{\nu}^{(3)}(z, h)$ $\equiv r^{1 / 2} \varphi_{\text {reg }}(z, h)$. Further, since the modified Mathieu equation is invariant under the interchanges (a) $z \rightarrow-z$, $h \rightarrow-h$ (invariant point $z=0$ ) and (b) $z \rightarrow-z-i \pi / 2$, $h \rightarrow \pm i h$ (invariant point $z_{1}=-i \pi / 4$ ), we may defineusing (a)-two solutions $\varphi_{ \pm}(z, h)$ by

$$
\begin{equation*}
\varphi_{ \pm}(z, h)=M_{\nu}^{(3)}(-z, \pm h) . \tag{3.27}
\end{equation*}
$$

We note that (by the circuit relation for Hankel functions)

$$
\begin{equation*}
\varphi_{-}(z, h)=-\exp (-i \pi \nu) M_{\nu}^{(4)}(z, h) \tag{3.28}
\end{equation*}
$$

$r^{1 / 2} \varphi_{t}$ are therefore solutions possessing the large $-r$ asymptotic behavior of Jost solutions, i. e., $\exp ( \pm i k r)$. The $S$ matrix then follows by setting

$$
\begin{equation*}
\varphi_{\mathrm{reg}}(z, h)=A \varphi_{+}(z, h)+B \varphi_{-}(z, h) \tag{3.29}
\end{equation*}
$$

and requiring continuity at the invariant point $z=0$. One readily finds
$\frac{A}{B}=\left(\frac{d}{d z}\left[M_{\nu}^{(3)}(z) M_{\nu}^{(4)}(z)\right]_{z=0} / \frac{d}{d z}\left[M_{\nu}^{(3)}(z) M_{\nu}^{(3)}(z)\right]_{z=0}\right) \exp (-i \pi \nu)$.

The $S$ matrix $S=\exp (2 i \delta)$ being defined by the limiting behavior

$$
Y_{\mathrm{reg}} \approx C \sin (k r-l \pi / 2+\delta), \quad C \text { const },
$$

is then again found to be given by (3.26).
On the other hand, if we choose the interchange (b) (invariant point $z=-i \pi / 4$ ), we define the solutions $\varphi_{\mp}(z, h)$ by

$$
\begin{equation*}
\varphi_{\mp}(z, h)=M_{\nu}^{(3)}\left(-z-\frac{1}{2} i \pi, \pm i h\right) . \tag{3.31}
\end{equation*}
$$

The asymptotic behavior of these solutions for large $r$ is

$$
\begin{align*}
Y_{\mp}= & r^{1 / 2} \varphi_{F} \\
\approx & \sqrt{2 / \mp \pi k} \exp (\mp i k r) \exp \left[-i \pi / 2\left(\nu+\frac{1}{2}\right)\right] \\
& \times\left[1+\sum_{i=1}^{\infty}\left(-h^{2}\right)^{i} \cdot \sum_{\substack{j=i \\
j \neq 0}}^{i} p_{2 i}(2 j) \exp (i \pi j)\right] . \tag{3.32}
\end{align*}
$$

Proceeding as before, and demanding continuity at the invariant point $z=-i \pi / 4$, we now have

$$
\begin{aligned}
S= & \exp (2 i \delta) \\
= & \left(\frac{d}{d z}\left[M_{\nu}^{(3)}(z, h) M_{\nu}^{(3)}(z, i h)\right]_{z=-i \mathbf{r} / 4} /\right. \\
& \left.\frac{d}{d z}\left[M_{\nu}^{(3)}(z, h) M_{\nu}^{(3)}(z,-i h)\right]_{z=-i \mathbf{r} / 4}\right) \exp \left(i \pi / l-\frac{1}{2}\right),
\end{aligned}
$$

which is the expression we have used before. ${ }^{5}$
Here we have calculated $S$ only in terms of small $-h$, i. e., low-energy expansions. The equivalent high-energy derivation has been discussed elsewhere. ${ }^{6}$

## 4. REGGE POLES

In order to determine the Regge poles and their behavior with varying energy, we next have to investigate the zeros of the Jost function equivalent $f(-k, 1)$. These are given by

$$
\begin{align*}
0 & =\frac{R^{2}-\exp (-2 i \pi \nu)}{R \sin \nu \pi} \exp (i \pi \nu) \\
& =\exp (i \pi \nu) \frac{\sin \nu \pi \cdot M_{\nu}^{(3)}(0, h) M_{\nu}^{(3) \prime}(0, h)}{M_{\nu}^{(1)>}(0, h) M_{-\nu}^{(\nu)}(0, h)} . \tag{4.1}
\end{align*}
$$

Clearly $\nu=n, n=0, \pm 1, \pm 2, \cdots$ are zeros of $f(-k, 1)$. However, they are "phoney" zeros or indeterminacy points, being also zeros of $f(k, 1)$ as a glance at (3.26) shows. We next determine the zeros of $M_{\nu}^{(3)}(0, h)$. The zeros of $M_{\nu}^{(3) \prime}(0, h)$ can be determined in a similar manner and will not be considered here. We also assume that the zeros of the functions in the numerator do not coincide with those of the denominator-which is plausible for small $h^{2}$ since $J_{\nu}, H_{\nu}^{(1)}$, etc., have different zeros. Thus we consider

$$
\begin{align*}
0 & =M_{\nu}^{(3)}(0, h) \\
& =H_{\nu}^{(1)}(\omega)+\sum_{i=1}^{\infty} h^{2 i} \sum_{\substack{j=-i \\
j \neq 0}}^{i} p_{2 i}(2 j, \nu) H_{\nu+2 j}^{(1)}(\omega), \tag{4.2}
\end{align*}
$$

where $\omega=2 h \cosh z=2 h$. It is clear that as $h^{2} \rightarrow 0$ the zeros of $M_{\nu}^{(3)}$ approach those of $H_{\nu}^{(1)}$. Let $\omega_{n}, n=1,2, \cdots$ be the positive zeros of $H^{(1)}(\omega)$ or, alternatively, those
values of $\omega$ which correspond to zeros $\nu=\nu_{n}$ of $H^{(1)}$ in the $\nu$ plane. Then these are also zeros of $M_{\nu}^{(3)}(z, 0)$. In view of their analyticity in $h^{2}$, we may write for the $n$th zero

$$
\begin{equation*}
2 h=\omega=\omega_{n}+\sum_{j=1}^{\infty} \alpha_{j}^{(n)} h^{2 j} \tag{4.3}
\end{equation*}
$$

The coefficients $\alpha_{j}^{(n)}$ may be determined by substituting the expansion into (4.2), expanding around $\omega=\omega_{h}$, and equating coefficients of the same power of $h^{2}$. Particular care is necessary with our coefficients $p_{2 i}(2 j, \nu)$, since a factor ( $\nu+2, \nu+2$ ), for instance, contains $\Delta$ which is proportional to $h^{2}$. Since $H^{(1)}\left(\omega_{i}\right)=0$, we obtain

$$
\begin{align*}
0= & \left.\alpha_{1}^{(n)} \frac{d H_{\nu}^{(1)}}{d \omega}\right|_{\omega_{n}}+p_{2}(\nu, 2) H_{\nu+2}^{(1)}\left(\omega_{n}\right)+p_{2}(\nu,-2) H_{\nu-2}^{(1)}\left(\omega_{n}\right) \\
0= & \left.\alpha_{2}^{(n)} \frac{d H_{\nu}^{(1)}}{d \omega}\right|_{\omega_{n}}+\left.\frac{\alpha_{1}^{(n)}}{2} \frac{d^{2} H_{\nu}^{(1)}}{d \omega^{2}}\right|_{\omega_{n}}+\left.p_{2}(\nu, 2) \alpha_{1}^{(n)} \frac{d H_{\nu}^{(1)}+2}{d \omega}\right|_{\omega_{n}} \\
& +\left.p_{2}(\nu,-2) \alpha_{1}^{(n)} \frac{d H_{\nu-2}^{(1)}}{d \omega}\right|_{\omega_{n}}+p_{4}(\nu, 4) H_{\nu+4}^{(1)}\left(\omega_{n}\right) \\
& +p_{4}(\nu,-4) H_{\nu-4}^{(1)}\left(\omega_{n}\right) . \tag{4.4}
\end{align*}
$$

[Note: Terms $p_{4}(\nu, \pm 2) H_{\nu \pm 2}^{(1)}$ contain by (2.25) a factor ( $\nu \pm 2, \nu \pm 2$ ) which is $2 \Delta$ by (2.17) and is therefore proportional to $h^{2}$; these terms therefore belong into the next equation. ] With the help of the recurrence relations (2.12), (2.13) one can show that the following relations hold at the zero point $\omega_{i=n}$ of $H^{(1)}(\omega)$ :

$$
\begin{align*}
& H_{\nu-1}^{(1)}\left(\omega_{n}\right)=-H_{\nu+1}^{(1)}\left(\omega_{n}\right)=\left.\frac{d H_{\nu}^{(1)}}{d \omega}\right|_{\omega_{n}}, \\
& H_{\nu+2}^{(1)}\left(\omega_{n}\right)=-\left.\frac{2(\nu+1)}{\omega_{n}} \frac{d H_{\nu}^{(1)}}{d \omega}\right|_{\omega_{n}}, \\
& H_{\nu-2}^{(1)}\left(\omega_{n}\right)=\left.\frac{2(\nu-1)}{\omega_{n}} \frac{d H_{\nu}^{(1)}}{d \omega}\right|_{\omega_{n}}, \\
& H_{\nu \pm 4}^{(1)}\left(\omega_{n}\right)= \pm\left.\frac{4}{\omega_{n}}\left\{(\nu \pm 2)-\frac{2(\nu \pm 1)(\nu \pm 2)(\nu \pm 3)}{\omega_{n}^{2}}\right\} \frac{d H_{\nu}^{(1)}}{d \omega}\right|_{\omega_{n}}, \\
& \left.\frac{d^{2} H_{\nu}^{(1)}}{d \omega^{2}}\right|_{\omega_{n}}=-\left.\frac{1}{\omega_{n}} \frac{d H_{\nu}^{(1)}}{d \omega}\right|_{\omega_{n}}, \\
& \left.\frac{d H_{\nu 12}^{(1)}}{d \omega}\right|_{\omega_{n}}=\left.\left(-1+\frac{2(\nu \pm 1)(\nu \pm 2)}{\omega_{n}^{2}}\right) \frac{d H_{\nu}^{(1)}}{d \omega}\right|_{\omega_{n}} . \tag{4.5}
\end{align*}
$$

Substituting these expressions into (4.4), we see that all factors $\left.\left(d H_{\nu}^{(1)} / d \omega\right)\right|_{\omega_{n}}$ cancel out, and we obtain

$$
\begin{aligned}
& 0=\alpha_{1}^{(n)}-1 / \omega_{n}, \\
& 0=\alpha_{2}^{(n)}-\frac{\left(\alpha_{1}^{(n)}\right)^{2}}{2 \omega_{n}}-\frac{1}{4 \omega_{n}}\left(\frac{1}{\nu^{2}-1}+\frac{6}{\omega_{n}^{2}}\right)+\alpha_{1}^{(n)}\left(\frac{2}{\omega_{n}^{2}}+\frac{1}{2\left(\nu^{2}-1\right)}\right) .
\end{aligned}
$$

We thus have for (4.3)

$$
\begin{equation*}
2 h=\omega_{n}+\frac{h^{2}}{\omega_{n}}-\frac{h^{4}}{4\left(\nu^{2}-1\right) \omega_{n}}+O\left(h^{6}\right) . \tag{4.6}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\omega_{n}=h \pm \frac{h^{2}}{2 \sqrt{\nu^{2}-1}}+O\left(h^{3}\right) \tag{4.7}
\end{equation*}
$$

The zeros $\omega=\omega_{n}$ of the Hankel function $H_{\nu}^{(1)}$ may be determined in the manner of Keller et al. ${ }^{15}$ or Magnus and Kotin. ${ }^{16}$ We start from the relation

$$
\begin{equation*}
i \sin \nu \pi H_{\nu}^{(1)}(\omega)=J_{-\nu}(\omega)-J_{\nu}(\omega) \exp (-i \nu \pi) \tag{4.8}
\end{equation*}
$$

and substitute for the Bessel functions the power series

$$
\begin{equation*}
J_{\nu}(\omega)=\sum_{m=0}^{\infty}(-1)^{m}\left(\frac{\omega}{2}\right)^{\nu+2 m} \frac{1}{m!\Gamma(\nu+m+1)} . \tag{4.9}
\end{equation*}
$$

We then have for

$$
\begin{align*}
& \left.0<|\omega| \ll 1 \quad \text { (or }|\nu| \gg 1+|\omega|^{2}\right), \\
& \omega \equiv \omega_{n}, \quad H_{\nu}^{(1)}\left(\omega_{n}\right)=0, \\
& \left(\frac{\omega}{2}\right)^{2 \nu} \exp (-i \nu \pi)\left(1+\sum_{m=1}^{\infty}(-1)^{m}\left(\frac{\omega}{2}\right)^{2 m} \frac{\Gamma(\nu+1)}{m!\Gamma(\nu+m+1)}\right) \\
& \quad=\frac{\Gamma(\nu+1)}{\Gamma(-\nu+1)}\left(1+\sum_{m=1}^{\infty}(-1)^{m}\left(\frac{\omega}{2}\right)^{2 m} \frac{\Gamma(-\nu+1)}{m!\Gamma(-\nu+m+1)}\right) . \tag{4.10}
\end{align*}
$$

Taking the logarithm of both sides, this becomes for $\omega / \mathbf{2}=r \exp (i \varphi)$

$$
\begin{align*}
& 2 \nu\left(\ln \frac{\omega}{2}-i \frac{\pi}{2}\right)+2 \pi i n-\ln \frac{\Gamma(\nu+1)}{\Gamma(-\nu+1)} \\
& \quad=\frac{2(\omega / 2)^{2}}{\left(1-\nu^{2}\right)}-\frac{2 \nu\left(2 \nu^{2}+1\right)(\omega / 2)^{4}}{\left(1-\nu^{2}\right)^{2}\left(4-\nu^{2}\right)}+O\left(\omega^{6}\right) . \tag{4.11}
\end{align*}
$$

Here $n$ is an integer $\neq 0$. We now use the following series for the logarithm of gamma functions:

$$
\begin{equation*}
\ln \frac{\Gamma(\nu+1)}{\Gamma(-\nu+1)}=2 \gamma_{\nu}-2 \sum_{m=1}^{\infty} \frac{\zeta(2 m+1)}{2 m+1} \nu^{2 m+1}, \quad|\nu| \ll 1 \tag{4.12}
\end{equation*}
$$

where $\gamma$ is Euler's constant and $\zeta$ is the Riemann zeta function. Substituting this expansion in (4.11), we obtain

$$
\begin{align*}
\ln \frac{\omega}{2}= & -\frac{i \pi n}{\nu}+\frac{i \pi}{2}-\gamma-\sum_{m=1}^{\infty} \frac{\zeta(2 m+1)}{2 m+1} \nu^{2 m} \\
& +\frac{(\omega / 2)^{2}}{\nu\left(1-\nu^{2}\right)}-\frac{\left(2 \nu^{2}+1\right)(\omega / 2)^{4}}{\left(1-\nu^{2}\right)^{2}\left(4-\nu^{2}\right)}+O\left(\omega^{6}\right) . \tag{4.13}
\end{align*}
$$

Inserting $\omega / 2=r \exp (i \varphi)$, we have

$$
\begin{align*}
\ln r= & -\frac{i \pi n}{\nu}+i\left(\frac{\pi}{2}-\varphi\right)-\gamma-\sum_{m=1}^{\infty} \frac{\zeta(2 m+1)}{2 m+1} \nu^{2 m} \\
& +\frac{\gamma^{2} \exp (2 i \varphi)}{\nu\left(1-\nu^{2}\right)}-\frac{\left(2 \nu^{2}+1\right) r^{4} \exp (4 i \varphi)}{\left(1-\nu^{2}\right)^{2}\left(4-\nu^{2}\right)}+O\left(r^{6}\right) . \tag{4.14}
\end{align*}
$$

Reversing this series, we obtain for $n \neq 0, \nu \equiv \nu_{n}$,

$$
\begin{align*}
& \nu_{n}=-\frac{i \pi n}{\ln r}+\frac{\nu}{\ln r}\left[i\left(\frac{\pi}{2}-\varphi\right)-\gamma-\sum+r^{2} \frac{\exp (2 i \varphi)}{\nu\left(1-\nu^{2}\right)}\right. \\
&\left.-\frac{\left(2 \nu^{2}+1\right) r^{4} \exp (4 i \varphi)}{\left(1-\nu^{2}\right)^{2}\left(4-\nu^{2}\right)}+O\left(r^{6}\right)\right] \\
&=-\frac{i \pi n}{\ln r}\left(1+\frac{[i(\pi / 2-\varphi)-\gamma]}{\ln r}+\frac{[i(\pi / 2-\varphi)-\gamma]^{2}}{(\ln r)^{2}}\right. \\
&\left.+\frac{[i(\pi / 2-\varphi)-\gamma]^{3}-\zeta(3) \pi^{2} n^{2} / 3}{(\ln r)^{3}}+\cdots\right) \\
&+\frac{r^{2} \exp (2 i \varphi)}{\ln r}\left(1-\frac{\pi^{2} n^{2}}{(\ln r)^{2}}+\cdots\right)+\frac{i \pi n}{4} \frac{r^{4} \exp (4 i \varphi)}{(\ln r)^{2}}+\cdots, \\
&|z|<1, \quad|\nu|<1 . \tag{4.15}
\end{align*}
$$

We now recall that $\omega_{n} \equiv \omega=2 r \exp (i \varphi)$ is the position of the $n$th zero of the Hankel function of the first kind in the $\omega$ plane. Alternatively, if $\omega$ is given, (4.15) gives
that value of $\nu$ for which $H^{(1)}(\omega)$ vanishes. Similarly, the Mathieu function $M_{\nu}^{(3)}$ vanishes for those values of $\nu$, for which the zeros of the Hankel function are given by (4.7). Thus $M_{\nu}^{(3)}$ vanishes for those $\nu$ of (4.15) for which $\omega=\omega_{n}$ is replaced by (4.7). Hence

$$
\begin{align*}
2 r \exp (i \varphi) & =h \pm \frac{h^{2}}{2 \sqrt{\nu^{2}-1}}+O\left(h^{3}\right) \\
& =\sqrt{k g} \exp (i \pi / 4) \pm k g / 2 \sqrt{1-\nu^{2}}+O\left(h^{3}\right) \tag{4.16}
\end{align*}
$$

Substituting this expression into (4.15) and thence $\nu$ into (2.29), we find $l \equiv \alpha_{n}$, the Regge trajectories. By (2. 29)

$$
\begin{equation*}
l+\frac{1}{2}=\nu-\frac{h^{4}}{4 \nu\left(1-\nu^{2}\right)}+O\left(h^{8}\right) \tag{4.17}
\end{equation*}
$$

or to lowest approximation

$$
\begin{align*}
\alpha_{n}= & -\frac{1}{2}+\frac{\pi n(\pi / 2-\varphi)}{(\ln r)^{2}} \\
& +i\left(-\frac{\pi n}{\ln r}+\frac{\ln \gamma}{4 \pi n} k^{2} g^{2}+\frac{k^{2} g^{2} \gamma}{4 \pi n}\right) \tag{4.18}
\end{align*}
$$

where

$$
r \approx \frac{k g}{4} \pm \frac{(k g)^{3 / 2}}{4 \sqrt{2}}+\frac{(k g)^{2}}{16}
$$

and

$$
\begin{equation*}
\varphi=\tan ^{-1}\left[1 \mp(\mathrm{~kg} / 2)^{1 / 2}\right] \text { for }|k g| \ll 1, \quad n \neq 0, \quad \gamma=0.577 . \tag{4.19}
\end{equation*}
$$

In Table I we give some values of $\alpha$ calculated from this formula in the region $0.08<k g<0.1$. The last column in the table gives $\alpha_{1}$ for $k g=0.2$; we believe this value to be already too large to give a reliable estimate. We observe that in the region under consideration and for a fixed coupling constant, the real part of the trajectory rises ${ }^{17}$ with the energy $k^{2}$. At $k g \sim 0.15$ (approximately) our formula presumably becomes meaningless-in agreement with the behavior of the zeros of the Hankel function observed by Keller et al., ${ }^{15}$ who found it necessary to use a completely different approximation scheme in the higher (though not infinite) region of kg . We shall not explore this here. The finding that Regge trajectories for a singular potential do definitely have a reasonable behavior in the low energy region is reassuring for models where such a property is assumed.

Keller et al. ${ }^{15}$ have also derived zeros of derivatives of Hankel functions, which are seen to have similar characteristics as those of Hankel functions. Thus a similar analogy may be expected between zeros of Mathieu functions and those of their derivatives.

Finally, we remark for the sake of completeness that the high-energy behavior of the trajectories is considerably easier to study-in fact, one can use simply

TABLE I. Regge poles for $|\mathrm{kg}| \ll 1$.

| kg | 0.08 | 0.09 | 0.1 | $(0.2)$ |
| :--- | :---: | :---: | :--- | :--- |
| $\operatorname{Re} \alpha_{1}$ | -0.2 | -0.15 | 0.73 | $(1.1)$ |
| $\operatorname{Im} \alpha_{1}$ | 0.75 | 0.9 | 1.5 | $(1.1)$ |

the large- $h$ expansion of the Mathieu eigenvalues as observed by various authors. ${ }^{4,6-8}$

## 5. THE PHASE SHIFT

We obtain the phase shift $\delta$ and hence the scattering amplitude by componendo et dividendo applied to the $S$ matrix element (3.21). Then

$$
\begin{equation*}
\cot \left[\delta_{1}+\pi / 2\left(\nu-l-\frac{1}{2}\right)\right]-\cot \nu \pi=-\frac{R^{2} \exp (i \nu \pi)}{\sin \nu \pi}, \tag{5.1}
\end{equation*}
$$

where

$$
\begin{align*}
R & \equiv R_{\nu}(h)=\left[M_{-\nu}^{(1)}(0, h) / M_{\nu}^{(1)}(0, h)\right] \\
& =\frac{J_{-\nu}(2 h)+\sum_{i=1}^{\infty} h^{2 i} \sum_{j=-i \neq 0}^{i} p_{2 i}(-\nu, 2 j) J_{-\nu+2 j}(2 h)}{J_{\nu}(2 h)+\sum_{i=1}^{\infty} h^{2 i} \sum_{j=i \neq 0}^{i} p_{2 i}(\nu, 2 j) J_{\nu+2 j}(2 h)} . \tag{5.2}
\end{align*}
$$

Thus for energy $k^{2} \rightarrow 0$

$$
R_{\nu}(h) \rightarrow \frac{J_{-\nu}(2 h)}{J_{\nu}(2 h)} \frac{\delta(-\nu)}{\delta(\nu)} \rightarrow \frac{\Gamma\left(l+\frac{3}{2}\right) \delta(-\nu)}{(i k g)^{l+1 / 2} \Gamma\left(-l+\frac{1}{2}\right) \delta(\nu)},
$$

where

$$
\begin{equation*}
\delta(\nu)=\sum_{i=0}^{\infty} \nu \frac{(-1)^{i}(\nu-i-1)!}{4^{i} i!(\nu-2 i)!} \tag{5.3}
\end{equation*}
$$

and hence (for integral $l$ )

$$
\begin{equation*}
\cot \delta_{l} \rightarrow \frac{(-1)^{l+1}}{(k g)^{2 l+1}}\left(\frac{\Gamma\left(l+\frac{3}{2}\right)}{\Gamma\left(-l+\frac{1}{2}\right)}\right)^{2}\left(\frac{\delta\left(-l-\frac{1}{2}\right)}{\delta\left(l+\frac{1}{2}\right)}\right)^{2} \text { for } k^{2} \rightarrow 0 . \tag{5.4}
\end{equation*}
$$

The scattering length $a(l)$ defined by ${ }^{1,18}$

$$
\begin{equation*}
\frac{1}{a(\bar{l})}=\lim _{k \rightarrow 0} k^{2 l+1} \cot \delta_{l} \tag{5.5}
\end{equation*}
$$

is therefore given by

$$
\begin{equation*}
\frac{1}{a(l)}=\frac{(-1)^{l}}{g^{2 l+1}}\left\{\frac{\Gamma\left(l+\frac{3}{2}\right)}{\Gamma\left(-l+\frac{1}{2}\right)}\right\}^{2} \cdot\left\{\frac{\delta\left(-l-\frac{1}{2}\right)}{\delta\left(l+\frac{1}{2}\right)}\right\}^{2} . \tag{5.6}
\end{equation*}
$$

To minimize confusion we recall that some authors ${ }^{19}$ define the scattering length as $A(l)=-a(l)$. The series (5.3) may be rewritten as
$\delta(\nu)=\frac{\Gamma(1-\nu / 2) \Gamma[(1-\nu) / 2]}{\pi^{1 / 2} 2^{\nu+1} \Gamma(-\nu)}{ }_{2} F_{1}\left(1-\frac{\nu}{2}, 1-\frac{\nu+1}{2} ; 1-\nu ; 1\right)$.

By Raabe's test of convergence it may be shown that the hypergeometric function on the right is only conditionally convergent for the argument and coefficients given here-i. e., the series of moduli diverges. One finds, however, that the series here has in any case (i.e., for physical 1) all terms real and positive. Thus the series (5.7) diverges. In the special case $l=0$ we find that the ratio $\delta(-\nu) / \delta(\nu)$ is finite. To see this, we recall the formulas

$$
\begin{align*}
& \cos a z=\cos z F\left[\frac{1}{2}+\frac{1}{2} a, \frac{1}{2}-\frac{1}{2} a ; \frac{1}{2} ;(\sin z)^{2}\right], \\
& \sin a z=a \sin z \cos z F\left[1+\frac{1}{2} a, 1-\frac{1}{2} a ; \frac{3}{2} ;(\sin z)^{2}\right] . \tag{5.8}
\end{align*}
$$

Thus although the ratio $\cos a \frac{1}{2} \pi / \sin a \frac{1}{2} \pi$ does not exist, the limit of $(\cos x z / \sin a z)$ as $z \rightarrow \pi / 2$ does; in fact, setting $a=\frac{1}{2}$, we have

$$
\begin{equation*}
\lim _{z \rightarrow / 2}\left(\frac{\cos z / 2}{\sin z / 2}\right)=2 \frac{F\left[\frac{3}{4}, \frac{1}{4} ; \frac{1}{2} ; 1\right]}{F\left[\frac{5}{4}, \frac{3}{4} ; \frac{3}{4} ; 1\right]} \tag{5.9}
\end{equation*}
$$

On the other hand,

$$
\begin{equation*}
\frac{\delta\left(\frac{1}{2}\right)}{\delta\left(-\frac{1}{2}\right)}=-\frac{F\left[\frac{3}{4}, \frac{1}{4} ; \frac{1}{2} ; 1\right]}{F\left[\frac{5}{4}, \frac{3}{4} ; \frac{3}{2} ; 1\right]} . \tag{5.10}
\end{equation*}
$$

Hence by (5.6)

$$
\begin{equation*}
a(0)=g\left(\frac{\Gamma\left(\frac{1}{2}\right)}{\Gamma\left(\frac{3}{2}\right)}\right)^{2}\left(\frac{\cot \pi / 4}{2}\right)^{2}=g . \tag{5.11}
\end{equation*}
$$

This [or rather $A(0)=-g$ ] agrees with the value given in the literature. ${ }^{19}$

If we now tried to compute higher terms of the expansion (5.5), we would soon stumble into infinities. This is due to the fact that the effective range expansion is not ideally suited for phaseshift calculations in the case of singular potentials. In fact, the detailed study of O'Malley et al. ${ }^{18}$ shows that even a scattering length, i. e., the first term of the low-energy expansion, can be defined only for $n>2 l+3$, where $n$ is the integral power of the singular potential. Corresponding inequalities hold for the existence of higher terms. The source of these difficulties, of course, lies in the long-range character of these potentials which competes with a power falloff of the solutions. Thus new calculational techniques are generally required-such as approximation suggested by Calogero ${ }^{20}$-since the phase shift is otherwise well defined.

## 6. A NEW SOLUTION OF THE MODIFIED MATHIEU EQUATION

The modified Mathieu equation

$$
\begin{equation*}
\frac{d^{2} \varphi}{d z^{2}}+\left\{2 h^{2} \cosh 2 z-\left(l+\frac{1}{2}\right)^{2}\right\} \varphi=0 \tag{6.1}
\end{equation*}
$$

may be transformed into yet another equation with solutions having interesting properties. Setting

$$
\begin{equation*}
z=\ln (r / \gamma), \quad r=a / R, \quad \gamma \text { as before, } \quad a^{2}=-g^{2} \tag{6.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi=R^{1 / 2} Y, \tag{6.3}
\end{equation*}
$$

we find

$$
\begin{equation*}
\frac{d^{2} Y}{d R^{2}}+\frac{2}{R} \frac{d Y}{d \bar{R}}+\left\{1+\frac{h^{4}}{R^{4}}-\frac{l(l+1)}{R^{2}}\right\} Y=0 \tag{6.4}
\end{equation*}
$$

or, writing $Y=\psi / R, h^{2}=i g k$,

$$
\begin{equation*}
\frac{d^{2} \psi}{d R^{2}}+\left(1-\frac{l(l+1)}{R^{2}}-\frac{g^{2} k^{2}}{R^{2}}\right) \psi=0 \tag{6.5}
\end{equation*}
$$

It is important to note that $Y$ satisfies the equation

$$
\begin{equation*}
\frac{d^{2} Y}{d r^{2}}+\left(k^{2}-\frac{l(l+1)}{r^{2}}-\frac{g^{2}}{r^{4}}\right) Y=0 \tag{6.6}
\end{equation*}
$$

or, since $Y=(r / a) \psi$,

$$
\begin{equation*}
\frac{d^{2} \psi}{d r^{2}}+\frac{2}{r} \frac{d \psi}{d r}+\left(k^{2}-\frac{l(l+1)}{r^{2}}-\frac{g^{2}}{r^{4}}\right) \psi=0 . \tag{6.7}
\end{equation*}
$$

The symmetry relating (6.4) to (6.7) may be seen by writing

$$
\begin{equation*}
\phi \equiv Y \sqrt{R}=\psi \sqrt{r / a} . \tag{6.8}
\end{equation*}
$$

Then (6.4) becomes

$$
\begin{equation*}
\frac{d^{2} \phi}{d R^{2}}+\frac{1}{R} \frac{d \phi}{d R}+\left(1-\frac{\left(l+\frac{1}{2}\right)^{2}}{R^{2}}-\frac{g^{2} k^{2}}{R^{4}}\right) \phi=0 \tag{6.9}
\end{equation*}
$$

and (6.7)

$$
\begin{equation*}
\frac{d^{2} \phi}{d(k r)^{2}}+\frac{1}{k r} \frac{d \phi}{d(k r)}+\left(1-\frac{\left(l+\frac{1}{2}\right)^{2}}{(k r)^{2}}-\frac{g^{2} k^{2}}{(k r)^{4}}\right) \phi=0 \tag{6.10}
\end{equation*}
$$

Thus, if $\phi_{l}(g k, R)$ is a solution of (6.9), a solution of (6.10) is $\phi_{l}(g k, k r)$. This implies, of course, that both

$$
\begin{equation*}
\phi_{l}(g k, R) \text { and } \phi_{l}(g k, \pm i g k / R) \tag{6.11}
\end{equation*}
$$

are solutions of the same differential equation (6.9). We note again, that the solutions $\phi$ are modified Mathieu functions in terms of the variable $R$.

We now proceed to solve (6.9) by our perturbation method. Setting

$$
\begin{equation*}
\left(l+\frac{1}{2}\right)^{2}=\nu^{2}+\Delta h^{4}, \tag{6.12}
\end{equation*}
$$

we may rewrite (6.9) as

$$
\begin{equation*}
\frac{d^{2} \phi}{d R^{2}}+\frac{1}{R} \frac{d \phi}{d R}+\left(1-\frac{\nu^{2}}{R^{2}}\right) \phi=\frac{h^{4}}{R^{2}}\left(\Delta-\frac{1}{R^{2}}\right) \phi \tag{6.13}
\end{equation*}
$$

Proceeding as before, we have the zeroth-order approximation

$$
\begin{equation*}
\phi^{(0)}=Z_{\nu}(R) \tag{6.14}
\end{equation*}
$$

and the right-hand side of ( 6.13 ) leaves uncompensated the terms

$$
\begin{equation*}
R^{(0)}=\frac{R^{4}}{4}\left[(\nu, \nu-2) G_{\nu-2}+(\nu, \nu) G_{\nu}+(\nu, \nu+2) G_{\nu+2}\right] \tag{6.15}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{\nu}(R)=\left(R^{2}\right)^{-1} Z_{\nu}(R) \tag{6.16}
\end{equation*}
$$

and

$$
\begin{align*}
& (\nu, \nu-2)=-1 / \nu(\nu-1), \quad(\nu, \nu+2)=-1 / \nu(\nu+1) \\
& (\nu, \nu)=4 \Delta-2 /\left(\nu^{2}-1\right) \tag{6.17}
\end{align*}
$$

The calculations now proceed along exactly the same lines as in Sec. 2, the main difference being the power $h^{4} / 4$ instead of $h^{2}$; the coefficients ( $\nu, \nu+\alpha$ ), of course, also differ and are now given by (6.17). Hence

$$
\begin{equation*}
\phi(R)=Z_{v}(R)+\sum_{i=1}^{\infty}\left(\frac{h^{4}}{4}\right)^{i} \sum_{\substack{j=-i \\ j \neq 0}}^{i} p_{2 i}(2 j) Z_{\nu+2 j}(R) \tag{6.18}
\end{equation*}
$$

and $\Delta$ again follows from the expansion

$$
\begin{equation*}
0=\frac{h^{4}}{4}(\nu, \nu)+\left(\frac{h^{4}}{4}\right)^{2}\left\{(\nu, \nu-2)^{*}+(\nu, \nu+2)^{*}(\nu+2, \nu)\right\}+\cdots \tag{6.19}
\end{equation*}
$$

Evaluating the first few terms we again obtain the expansion (2.29) for ( $1+l / 2)^{2}$-precisely as one would ex-
pect. Also, the solution $\phi_{1}\left(h^{4}, \pm h^{2} / R\right)$ remains unchanged under the simultaneous interchanges $R \rightarrow-R$, $h^{2} \rightarrow-h^{2}$, a property which the solutions of Sec. 2 do not possess.
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A simple physical model is derived which has a finite signal speed for a heat pulse in a linear medium.
The most general $E^{3}$ invariant constitutive equation for energy flux $\mathcal{E}$ which allows the finite signal speed is given. The assumptions which are required include continuum mechanics, thermodynamics of adiabatic processes, and a generalized Fourier heat law for the energy flux $\mathcal{E}$. Then we use singular perturbation theory with the finite signal speed $u^{-1}$ as a parameter to reduce the hyperbolic heat equation to the usual parabolic heat conduction equation.

## 1. INTRODUCTION

One venerable question concerning the heat conduction equation, which Cattaneo ${ }^{1}$ seems to have first raised, is that it implies an infinite signal speed for a thermal pulse. Cattaneo added a small "inertial term" of $\epsilon^{2}\left(\partial^{2} /\right.$ $\partial t^{2}$ ) to the heat conduction equation based on long arguments from his previous papers using both thermodynamics and statistical mechanics. ${ }^{2}$

Since Cattaneo's original work there have been several other approaches to this problem. First, Gurtin and Pipkin ${ }^{3}$ showed that the addition of a nonlinear memory to the medium that the heat pulse propagates through produces a finite signal speed for the pulse. This leaves open the question of obtaining heat propagation at a finite speed in linear media. Next, Müller ${ }^{4}$ showed that special relativity restricted the heat pulse velocity $u$ to values equal to or less than the speed of light $c$. Most recently, Meixner ${ }^{5}$ has shown that certain modifications in continuum mechanics of the medium of propagation also produces the desired finite signal speed. Since the present writer believes continuum mechanics to have a far more sound foundation, both mathematically and physically, then most of physics, it seems desirable to seek some other mechanism to generate the finite signal speed.

In Sec. 2, we will present our notation and assumptions. In Sec. 3, it will be shown that replacement of the Fourier heat law for energy flux $\mathcal{E}$ in terms of temperature $T$ as

$$
\begin{equation*}
\varepsilon=-\kappa \nabla T \tag{1.1}
\end{equation*}
$$

where $\kappa$ is the heat conductivity function, by the generalized Fourier heat law ${ }^{6,7}$

$$
\begin{equation*}
\mathcal{E}=-\kappa \nabla T-h \nabla p-h_{i j}^{2} \frac{\partial}{\partial x_{i}} \frac{\partial T}{\partial t} \tag{1.2}
\end{equation*}
$$

where $h$ is a small, positive constant $h_{i j}$ is a constant matrix and $p$ is the mean stress of an elastic body (which reduces to the pressure of fluid) produces the desired result. We emphasize that Eq. (1.2) is the most general $E^{3}$-invariant generalization of Fourier's law which produces a finite signal speed. It includes Chapman and Cowling ${ }^{6}$ and Roetman ${ }^{7}$ as a special case when all $h_{i j}=0$ and Ruggeri ${ }^{11,12}$ whenever $h=0$. That is, one gets the hyperbolic generalized heat conduction equation of the form

$$
\begin{equation*}
\frac{1}{u^{2}} \frac{\partial^{2} T}{\partial t^{2}}+\beta \frac{\partial T}{\partial t}=-\nabla \cdot(\kappa \nabla T)+\text { terms } \tag{1.3}
\end{equation*}
$$

For comparison the ordinary heat conduction equation is of the form

$$
\begin{equation*}
\frac{\partial T}{\partial t}=-\nabla(\kappa \nabla T)+\text { terms } \tag{1.4}
\end{equation*}
$$

This raises the mathematical question of how Eq. (1.3) which is hyperbolic, approaches Eq. (1.4) which is parabolic.

In other words, Eq. ( 1,3 ) requires knowledge of both

$$
\begin{equation*}
T(\mathbf{x}, 0)=g_{1}(\mathbf{x}) \tag{1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial T(\mathbf{x}, 0)}{\partial t}=g_{2}(\mathbf{x}) \tag{1.6}
\end{equation*}
$$

whereas Eq. (1.4) only requires the first. Let $T_{1}(\mathbf{x}, t, \epsilon)$, with $\epsilon^{2} \equiv 1 / u^{2}$, denote a solution of Eq. (1.3) and let $T_{2}(\mathbf{x}, t)$ denote a solution of Eq 。(1.4). In Sec. 4, we will study the singular perturbation theory ${ }^{8,9}$ of the limit

$$
\begin{equation*}
\lim _{\epsilon: 0}\left[T_{1}(\mathbf{x}, t, \epsilon)\right]=T(\mathbf{x}, t) \tag{1,7}
\end{equation*}
$$

in the parameter $\epsilon$, for the special case of a one-dimensional spatial coordinate $x$. Our arguments only hold for linear media. Then in Sec. 5 , our conclusions will be presented.

## 2. NOTATION AND ASSUMPTIONS

## Notation

$\theta$ and $\Lambda$ are the symmetric stress and strain tensors, respectively, $v$ is the velocity field, $u$ is the speed of the heat pulse, $T$ is the temperature distribution function, $F$ is the external force density, $\mathcal{E}$ is the energy flux vector, $\xi$ is the internal energy density, $q$ is the internal heat source density, $\kappa$ is the heat conductivity function, $\mathbf{x}$ locates points in $R^{3}, \nabla$ and $\nabla^{2}$ are the gradient and Laplacian operators on $R^{3}$ functions, $I$ is the identity tensor in $R^{3}, \alpha$ is the volume coefficient of thermal expansion, $c_{p}$ and $c_{v}$ are the constant pressure and constant volume specific heats, respectively, $\rho$ is the volume density function, $w=1 / \rho$ is the specific volume, $\epsilon^{2}$ is defined as $1 / u^{2}$, $t$ is the instantaneous time and ":" denotes the contraction of a pair of tensors.

## Assumptions

Our model is based upon three sets of assumptions:
(i) continuum mechanics,
(ii) the thermodynamics of adiabatic processes, and
(iii) the generalized Fourier heat law, i.e., Eq. (1.2).

From one of the classic sources of modern continuum mechanics ${ }^{10}$ we take the equation of continuity,

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\nabla \cdot(\rho \mathbf{v})=0, \tag{2.1}
\end{equation*}
$$

the equation of motion,

$$
\begin{equation*}
\frac{\partial(\rho \mathbf{v})}{\partial t}+\boldsymbol{\nabla} \cdot(\rho \mathbf{v} X \mathbf{v})=\boldsymbol{\nabla} \cdot \theta+\rho \mathbf{F}, \tag{2.2}
\end{equation*}
$$

and the energy flow equation,

$$
\begin{equation*}
\rho\left(\frac{\partial \xi}{\partial t}+\mathbf{v} \cdot \nabla \xi\right)=\Theta: \Lambda-q-\nabla \cdot \mathcal{E} \tag{2.3}
\end{equation*}
$$

We restrict attention to linear media which are isotropic, homogeneous and free of shear stresses so that

$$
\begin{equation*}
\theta=-\rho \mathbf{l} . \tag{2.4}
\end{equation*}
$$

Also, the thermodynamics of adiabatic processes implies that the equation of state is given by

$$
\begin{equation*}
\xi=\xi(\omega, T) \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
d \xi=c_{v} d T+\left(\frac{\rho}{\alpha}\left(c_{p}-c_{v}\right)\right) d \omega \tag{2.6}
\end{equation*}
$$

because

$$
\begin{equation*}
\rho=\rho(T) \quad \text { (only) } \tag{2.7}
\end{equation*}
$$

for adiabatic processes. We shall also use the local relation

$$
\begin{equation*}
\rho(T)=\rho_{0}(1-\alpha T), \tag{2.8}
\end{equation*}
$$

later but only to simplify our analysis. Although Eq. (2.8) is very much a special case of Eq. (2.7), it is still far more general than $\rho=\rho_{0}$ which follows from Meixner's second assumption that, "we shall neglect all notion of deformation."

Given the preceeding assumptions one now has

$$
\begin{equation*}
\mathbf{I}: \Lambda=\nabla \cdot \mathbf{u} \tag{2,9}
\end{equation*}
$$

Our other assumption is the generalized Fourier heat law

$$
\begin{equation*}
\varepsilon=-\kappa \nabla T-h \nabla \rho . \tag{2.10}
\end{equation*}
$$

In the next section, these assumptions will be used to derive a hyperbolic heat conduction equation.

## 3. A HYPERBOLIC HEAT CONDUCTION EQUATION

Applying the assumptions in Eqs. (2.4)-(2.10) to Eqs. (2.1)-(2.3) produces the equations

$$
\begin{align*}
& \frac{\partial \rho}{\partial t}+\nabla \cdot(\rho \mathbf{v})=0  \tag{3.1}\\
& \frac{\partial(\rho \mathbf{v})}{\partial t}=-\nabla p+\rho \mathbf{F} \tag{3.2}
\end{align*}
$$

and

$$
\begin{equation*}
\rho c_{v} \frac{\partial T}{\partial t}=\left(\frac{c_{p}-c_{v}}{\alpha}+\frac{p}{\rho}\right) \nabla \cdot(\rho \mathbf{v})=-q-\nabla \cdot \mathcal{\varepsilon} . \tag{3,3}
\end{equation*}
$$

Next, take the gradient of Eq. (3.2) and interchange space and time partial derivatives to obtain that

$$
\begin{equation*}
\nabla^{2} p=\nabla \cdot(\rho \mathbf{F})-\frac{\partial}{\partial t}[\nabla \cdot(\rho \mathbf{v})] . \tag{3.4}
\end{equation*}
$$

Using the continuity equation, Eq. (3.1) above, for the second term on the right-hand side of Eq. (3.4) yields

$$
\begin{equation*}
\nabla^{2} p=\nabla \cdot(\rho \mathbf{F})-\frac{\partial^{2} \rho}{\partial t^{2}} \tag{3.5}
\end{equation*}
$$

which has the desired second derivative with respect to time. Now using the local behavior of $\rho$ in Eq. (2.8), we find that

$$
\begin{equation*}
\frac{\partial^{2} \rho}{\partial t^{2}}=-\rho_{0} \alpha \frac{\partial^{2} T}{\partial t^{2}} . \tag{3.6}
\end{equation*}
$$

Define the function $g_{3}(\rho, p)$ as

$$
\begin{equation*}
g_{3}(\rho, p) \equiv \frac{\left(c_{p}-c_{v}\right) \rho-\alpha p}{\rho p}, \tag{3.7}
\end{equation*}
$$

and define the speed $u$ through the relation

$$
\begin{equation*}
1 / u^{2} \equiv \rho_{0} h \alpha \tag{3.8}
\end{equation*}
$$

Putting Eqs. (3.5) - (3.8) into Eq. (3.3) yields the hyperbolic heat conduction equation

$$
\begin{align*}
\frac{1}{u^{2}} \frac{\partial^{2} T}{\partial t^{2}}+\rho c_{v} \frac{\partial T}{\partial t}= & -\nabla \cdot(\kappa \nabla T)-q-\nabla \cdot(\rho \mathrm{F}) \\
& +g_{3}(p, \rho) \nabla \cdot(\rho \mathrm{v}) . \tag{3.9}
\end{align*}
$$

One last simplification occurs if one uses the formula of Truesdell and Toupin ${ }^{10}$ for heat conductivity, with $s$ a constant,

$$
\begin{equation*}
\kappa=s T / p \tag{3.10}
\end{equation*}
$$

in Eq. (3.9), one finds that

$$
\begin{align*}
\frac{1}{u^{2}} \frac{\partial^{2} T}{\partial t^{2}}+\rho c_{v} \frac{\partial T}{\partial t}= & -\frac{s}{p}\left(\nabla^{2} T\right)-\frac{s}{p}(\nabla T) \cdot(\nabla \cdot T)-q \\
& +g_{3}(\rho \mathrm{~V})-\nabla \cdot(\rho \mathbf{F}) . \tag{3.11}
\end{align*}
$$

In Eq. (3.11) the temperature $T$ is completely decoupled from the properties of the particular bulk medium under consideration.

Let us emphasize that Eq. (2.10) for $\mathcal{E}$ was the crucial ingredient in Eq. (3.3) which give the finite speed $u$ in Eq. (3.9). Furthermore, since the physical validity of this model requires that both $h$ and $\alpha$ be small the heat pulse must propagate at a relatively high speed compared to any local motions of the medium. The reader can easily verify that use of the ordinary Fourier heat law implies the ordinary heat conduction equation.

## 4. RELATION OF HYPERBOLIC HEAT EQUATION TO THE PARABOLIC HEAT EQUATION

In this section we will study the details of how our hyperbolic equation approaches the parabolic heat equation. A "physical treatment" would be to set $\epsilon=0$ in Eq. (1.3) which implies Eq. (1.4) directly. Boillat and Ruggeri ${ }^{11}$ have given a discussion of relativistic heat equations in which they simply add the $\epsilon^{2}\left(\partial^{2} / \partial t^{2}\right)$ term, but they gave no physical model beyond their mathemati-
cal observation that the more general equation cannot be obtained from the less general equation continuously. Also, Borghese, Denti, and Ruggeri ${ }^{12}$ have treated the hyperbolic Klein-Gordon equation and Schrödinger equation by similar methods. They obtained the limiting equations by a "physical treatment" in both cases. ${ }^{11,12}$ We shall show that Hadamard's study of the Cauchy problem together with the asymptotic expansions of the Bessel functions of the second kind of order $n, l_{n}$, imply this in a more mathematical manner.

For convenience let us specialize the 3 -vector $\mathbf{x}$ to the one space dimension variable $x$, and rewrite Eq. (3.11) as

$$
\begin{equation*}
\epsilon^{2} \frac{\partial^{2} T_{1}}{\partial t^{2}}+\frac{\partial T_{1}}{\partial t}=\frac{\partial^{2} T_{1}}{\partial x^{2}}+G \tag{4,1}
\end{equation*}
$$

with the initial conditions

$$
\begin{equation*}
T_{1}(x, 0, \epsilon)=g_{1}(x) \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial T_{\mathbf{1}}(x, 0, \epsilon)}{\partial t}=g_{2}(x) . \tag{4,3}
\end{equation*}
$$

Similarly, Eq. (1.4) reduces to

$$
\begin{equation*}
\frac{\partial T_{2}}{\partial t}=\frac{\partial^{2} T_{2}}{\partial x^{2}}+G \tag{4.4}
\end{equation*}
$$

in this case. Physically, it seems quite reasonable that as the inertia of the wave in Eq. (4.1) is smoothly decreased to zero, i.e., $\epsilon \nleftarrow 0$, it must reduce to Eq. (4. 4). Using a method due to Hadamard, ${ }^{13}$ this can be proven in the linear case. Gurtin and Pipkin ${ }^{3}$ have treated the nonlinear case.

Let $l_{n}(x)$ denote the modified Bessel function of the first kind of order $n$, with argument $x$. These functions are given by
$l_{n}(x)=\exp (-i \pi n) J_{n}[x \exp (i \pi / 2)]=\sum_{m=0}^{\infty}\left(\frac{1}{2} x\right)^{2 m+n} \frac{1}{m!\Gamma(m+v+1)}$.
and let

$$
\begin{equation*}
y=y(x, t)=\left(1-\epsilon^{2} x^{2} / t^{2}\right)^{1 / 2} . \tag{4.6}
\end{equation*}
$$

The formal solution to the initial value problem in Eq. (4.1)-(4.3) is

$$
\begin{align*}
T(x, l, \epsilon)= & \frac{\partial}{\partial t}\left(\frac{\epsilon}{2} \int_{x_{1}}^{x_{2}} g_{2}(r) \exp \left(-t / 2 \epsilon^{2}\right) l_{0}\left[t y(x-r, t) / 2 \epsilon^{2}\right] d r\right) \\
& +\frac{\epsilon}{2} \int_{x_{1}}^{x_{2}} g_{1}(r) \exp \left(-t / 2 \epsilon^{2}\right) l_{0}\left[t y(x-r, t) / 2 \epsilon^{2}\right] d r \\
& -\frac{1}{2 \epsilon} \int_{0}^{t} d t^{\prime} \int_{x_{1}^{\prime}}^{x_{2}^{\prime}} G\left(r, t^{\prime}\right) \exp \left[-(t-2) / 2 \epsilon^{2}\right] l_{0} \\
& \times\left[\left(t-t^{\prime}\right) v\left(x-r, t-t^{\prime}\right) / 2 \epsilon^{2}\right] d r, \tag{4.7}
\end{align*}
$$

where integration limits are

$$
\begin{aligned}
& x_{1}=x-t / \epsilon \\
& x_{2}=x+t / \epsilon \\
& x_{1}^{\prime}=x+\left(t-t^{\prime}\right) / \epsilon
\end{aligned}
$$

and

$$
\begin{equation*}
x_{2}^{\prime}=x-\left(t-t^{\prime}\right) / \epsilon . \tag{4,8}
\end{equation*}
$$

Consider $t>0$ and define the three kernals $K, K_{1}, K_{2}$ as
$K(x, t)=(4 \pi t)^{-1 / 2} \exp \left[c t-x^{2} / 4 t\right]$,
$K_{1}(x, t)= \begin{cases}\frac{1}{2 \epsilon} \exp \left(-t / 2 \epsilon^{2}\right) l_{0}\left[t y(x-r, t) / 2 \epsilon^{2}\right] & \left(\epsilon^{2} x^{2}<t^{2}\right), \\ 0 & \left(\epsilon^{2} x^{2} \geqslant t^{2}\right),\end{cases}$
and
$K_{2}(x, t)= \begin{cases}\frac{1}{2 \epsilon y(x, t)} \exp \left(-t / 2 \epsilon^{2}\right) l_{0}\left[t y(x, t) / 2 \epsilon^{2}\right] & \left(\epsilon^{2} x^{2}<t^{2}\right), \\ 0 & \left(\epsilon^{2} x^{2} \geqslant t^{2}\right) .\end{cases}$

Using Eqs. (4.9)-(4.11) the Riemann function for Eq. (4.7) from Hadamard, ${ }^{13}$ implies that

$$
\begin{align*}
& T(x, t, \epsilon)=\frac{1}{2}\left[g_{1}(x+t / \epsilon)+g_{1}(x-t / \epsilon)\right] \exp \left(-t / 2 \epsilon^{2}\right) \\
& \quad+\frac{1}{2} \int_{-\infty}^{\infty}\left[K_{1}\left(x-x^{\prime}, t, \epsilon\right)+K_{2}\left(x-x^{\prime}, t, \epsilon\right)\right] g_{1}\left(x^{\prime}\right) d x^{\prime} \\
& \quad+\epsilon^{2} \int_{-\infty}^{\infty} K_{1}\left(x-x^{\prime}, t, \epsilon\right) g_{2} d x^{\prime} \\
& \quad-\int_{0}^{t} d t^{\prime} \int_{-\infty}^{\infty} K_{1}\left(x-x^{\prime}, t-t^{\prime}, \epsilon\right) G\left(x^{\prime}, t^{\prime}\right) d x^{\prime} \tag{4.12}
\end{align*}
$$

Setting $\epsilon=0$ in Eq. (4.1) gives Eq. (4.4) whose solution only allows initial data of the form of Eq. (4.2). This solution is

$$
\begin{align*}
T_{2}(x, t)= & \int_{-\infty}^{\infty} K\left(x-x^{\prime}, t\right) g_{1}\left(x^{\prime}\right) d x^{\prime} \\
& -\int_{0}^{t} d t^{\prime} \int_{-\infty}^{\infty} K\left(x-x^{\prime}, t-t^{\prime}\right) G\left(x^{\prime}, t^{\prime}\right) d x^{\prime} \tag{4.13}
\end{align*}
$$

Since for $r$ real, small, and positive the Bessel functions $I_{0}$ in Eqs. (4.9)-(4.11) satisfy

$$
\begin{equation*}
0 \leqslant I_{0}(r) \leqslant e^{r} \tag{4.14}
\end{equation*}
$$

and for $r$ real, large, and positive they satisfy

$$
\begin{equation*}
0 \leqslant I_{0}(r) \leqslant e^{r} / \sqrt{r}, \tag{4.15}
\end{equation*}
$$

we can bound $K_{1}$ and $K_{2}$ by

$$
\begin{equation*}
0 \leqslant K_{1}(x, t, \epsilon) \leqslant D_{1} \exp \left(|c| t_{1}\right) K(x, t) \tag{4.16}
\end{equation*}
$$

and

$$
\begin{equation*}
0 \leqslant K_{2}(x, t, \epsilon) \leqslant D_{2} \exp \left(|c| t_{1}\right) K(x, t), \tag{4.17}
\end{equation*}
$$

for real $t_{i}$, such that $0<t \leqslant t_{1}$, and for $D_{1}$ and $D_{2}$ real constants. Hence, the solution in Eq. (4.12) is bounded by the solution in Eq. (4.13), and must approach, as pointed out by Hadamard, ${ }^{13}$ This is one more example of a singular perturbation in which the vanishing terms is one of the highest derivatives with respect to one of the variables so that a change of equation type occurs. This is reminiscent of Klauder's phenomenon ${ }^{14}$ in which solutions are irretrivably lost due to an interaction which is too singular. However, this case differs from Klauder's case in that he has a function which is singular in a variable whereas we have a vanishing parameter which kills one initial condition function. Both ef-
fects, of course, share the feature that domain changes occur for the operators involved.

## 5. CONCLUSIONS

A specific model has been derived which gives a hyperbolic heat conduction equation by modifying the Fourier heat law, entirely without the draconian measures involving changes in continuum mechanics or thermodynamics. We emphasize that the generalized Fourier law used in this regard was suggested on physical grounds ${ }^{6}$ and was not especially contrived for our purpose.

By changing a mere constitutive relation, a hyperbolic heat conduction equation was produced. This is a considerable improvement over present derivations of finite signal speed ${ }^{3-5}$ for the following reasons:
(i) The modification of continuum mechanics ${ }^{5}$ obscures an otherwise clear and fundamentally motivated physical theory. That such measures are unnecessary is the central point of the present work.
(ii) The addition of special relativity ${ }^{4}$ produces a finite signal speed, but it is the speed of light and not the heat pulse speed. Again, the present model could be generalized to include special relativity but it is not necessary for heat propagation. Also, ordinary continuum mechanics together with Maxwell's electrodynamics are known ${ }^{10}$ to imply the Lorentz transformation, providing the constitutive relations

$$
\begin{align*}
& \mathrm{D}=\epsilon_{0} \mathrm{E}  \tag{5,1}\\
& \mathrm{~B}=\mu_{0} \mathrm{H} \tag{5,2}
\end{align*}
$$

retain this form in all inertial frames.
(iii) The addition of a nonlinear memory ${ }^{3}$ also produces a finite signal speed, but Eq. (2.18) shows that even in a linear heat conduction theory finite signal speed occurs. Thus, memory is a sufficient condition but is not necessary for finite heat conduction speed.
The mapping of our hyperbolic equation back into a parabolic equation was studied, including the initial conditions. The asymptotic expressions and continuity of the $I_{n}$ Bessel functions in the parameter $\epsilon=1 / u$ was found to imply this result.

In this work we have made some tacit assumptions about stability, ${ }^{12}$ but neither stability nor entrophy production ${ }^{13}$ has been studied. Both of these deserve study, but beyond Eq. (2.4), neither is required for the two effects exhibited here, (1) finite signal speed of heat
conduction, and (2) the reduction of the hyperbolic heat equation to the usual heat equation as the parameter $\epsilon \downarrow 0$.
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#### Abstract

A complete description of quantum kinematics on a homogeneous $G$-space $M$ is presented using imprimitivity systems for $G$ based on $M$. The kinematics on $M$ is considered (if possible and consistent with this quantization) as kinematics on a $G$-orbit equivalent to $M$ in some Euclidean space $R_{n}$. This method gives a physically justified and mathematically well-defined method of connecting the free Hamiltonian of a quantum system in $R_{n}$ with an operator proportional to the Laplace-Beltrami operator on $M$ (with the Riemannian structure inherited from $R_{n}$ ) which is proposed to be the free Hamiltonian on $M$.


## 1. INTRODUCTION

(1) A quantum mechanical description of a nonrelativistic system moving on a $C^{\infty}$-manifold is of physical importance and becomes mathematically feasible if a Lie group $G$ acts with $\sigma$ transitively on $M$. Then the triple ( $G, M, \sigma$ ) is a differentiable $G$-transformation group and Mackey's theory of imprimitivity systems ${ }^{1}$ yields all representations of ( $G, M, \sigma$ ). This and his construction of representations of regular semidirect products with an Abelian invariant subgroup ${ }^{2}$ provide a mathematical framework suited to formulate in a Hilbert space $H$ quantum kinematics for a system bound on a homogeneous space $M$. The kinematical observables obtained in $H$ are physically well justified and are connected with momentum, position, and generalized spin.

Dynamics has to be introduced on $M$ consistently with its quantum kinematics via Hamiltonians being functions of the kinematical observables. The identification of such Hamiltonians with certain physical systems is difficult. Especially for the Hamiltonian $\mathbb{H}^{0}$ of a "free system on $M^{\prime \prime}$, various procedures are known with different physical and mathematical background and with different results for $\mathbb{H}^{0}$.
(2) It is the purpose of this paper to present a complete description of quantum kinematics on $M$ through representations of ( $G, M, \sigma$ ) and to consider, if possible and consistent with this quantization, the kinematics on $M$ as kinematics on a submanifold ( $G$ orbit) equivalent to $M$ in some Euclidean space $R_{n}$. This method gives a physically justified and in many cases mathematically well-defined method to characterize and to connect observables on $M \subset R_{n}$ with corresponding observables on $R_{n}$, e.g., the free Hamiltonian on $R_{n}$ and on $M$.
(3) Quantum systems on $M$ correspond physically to systems with constraints. We quote two significant mechanisms which yields constraints: the bound state mechanism, e.g., the two-atom bound state (or molecule) which moves like a rigid body on a sphere, and the collective state mechanism present in certain manybody systems and interacting (quantum) fields, which produces substructures (collective states). They move, if the noncollective coordinates are frozen or decoupled, on a manifold, like string models, or on a homogeneous $G$ space, as is the case for a meson field bound strongly to a fixed baryon source ${ }^{3}$ with internal symmetry group $G$. Here a set of collective variables $\mathbb{Q}_{\lambda}=\int u(r) \varphi_{\lambda}(\mathbf{r}) d^{3} \gamma$ is constructed from the real meson fields $\varphi_{\lambda}$ ( $\lambda$
be a homomorphism [such that $\sum: G \times M \ni(a, p) \rightarrow \sigma_{a}(p)$ $\in M$ is continuous]. Hence the triple ( $G, M, \sigma$ ) is a differentiable $G$-transformation group. ${ }^{9}$

Take now the homogeneous $G$ space $M$ as classical configuration space of a quantum system. Let $H$ be its separable complex Hilbert space ${ }^{10}$ such that the states of the system are in one-to-one correspondence with rays ${ }^{11}\{f\} \subset H$, given by the set of all vectors of the form $\lambda f$ with $f \in H$ fixed and $\lambda$ complex, $|\lambda|=1$.
(2) To define momentum operators the group structure in ( $G, M, \sigma$ ) is utilized: An infinitesimal transformation $\sigma_{a}$ shifts a representative point $p \in M$ of the system infinitesimally to $p^{\prime} \in M$ and the elements $X$ of the Lie algebra $G$ of $G$ acting on $M$ should correspond to $G$ momenta on $M$. We assume that there exists for each $X \in \underline{G}$ an (in general unbounded) observable $\mathbb{D}(X)$ in $H$, the ( $G$-) momentum operators $\mathbb{D}(X)$ having the property that each $\mathbb{D}(X)$ is essentially self-adjoint on a common dense invariant domain $D \subset H$ and can be integrated to a unitary representation $\mathbf{U}(s)$ of the corresponding oneparameter subgroup $\exp (s X)$ of $G$. Bounded momentum observables can be constructed via the spectral measures of $\mathbb{D}(X)$.

From the physical point of view it is desirable that this set of unitary representations $\mathbb{U}(s)$ of one-parameter subgroups builds a representation $\mathbb{U}(G)$ of $G$ which is unitary (faithful, continuous) and, because $\mathbf{U}(G)$ acts on rays $\{f\}$ in $H$, furthermore projective. But even if all unitary projective representations of $G$ are unitarily equivalent to vector representations, the one-parameter subgroups will in general not yield ${ }^{12}$ a representation of $G$. So we strengthen the assumption and demand that there exists a unitary projective representation $\mathbb{U}(G)$ of $G$ in $H$ with generators being the $G$-momentum operators of the system. Under very mild restrictions ${ }^{11}$ projective representations of $G$ are unitarily equivalent to vector representations of the central extension $\widetilde{G}$ of $G .{ }^{13}$
(3) To construct posilion projectors we require, as in Refs. 1, 6, 14, the localizability of the states of the system in $M$ : A suitably chosen field $B \equiv B(M)$ of Borel sets $S$ in $M$ is represented in $H$ by projection-valued measures ${ }^{15} \mathbb{E}(S)$. Then an observable $\mathbb{E}(S)$ corresponds to each $S$ and its identification as a position projector to be applied to states $\{f\}$ is obvious. ${ }^{14}$ Operators corresponding to local coordinates on $M$ will not be introduced, except for $M=R_{n}$ (see Sec, 2C).

In ( $G, M, \sigma$ ) the action of $G$ on $B$ is given by $\sigma$. So we have to connect $\mathbb{U}(G)$ and $\mathbb{E}(B)$ correspondingly and demand $\mathbf{U}(a)$ and $\mathbb{E}(S)$ to be such that

$$
\begin{equation*}
\mathbb{E}\left(\sigma_{a}(S)\right) \mathbf{U}(a)=\mathbf{U}(a) \mathbb{E}(S) \tag{2.1}
\end{equation*}
$$

holds for each $S \in B$ and each $a \in G$. Hence in our physical interpretation ( $G, M, \sigma$ ) contains the covariance of the system with respect to $G$ : if $\{f\} \subset H$ is a state localized in $S$, then $\{\mathbf{U}(a) f\}$ is localized in $\sigma_{a}(S)$.
(4) Mackey ${ }^{1,2}$ considered the representation $\mathbf{U}(G)$ of $G$ and the set of position projectors $\mathbb{E}(B)$ on $B$ fulfilling (2.1) as a pair $(\mathbf{U}, \mathbb{E})$ called system of imprimitivity (SI) for $G$ based on $M$. The notation ( $\mathbb{U}, \mathbb{E}$ ) is shorthand for the triple $(\mathbf{U}, \mathbb{E}, \sigma)$, If $G$ acts transitively on $M$, SI
is called transitive. Each SI gives a natural realization of $H$ as a linear space of equivalence classes of complex vector-valued functions $f$ over $M$ under the inner product

$$
(f, g)=\int_{M}\langle f(p), g(p)\rangle d \mu(p)
$$

where $\mu$ is a $G$-quasi-invariant measure on $M$ 。
There is a connection between the differentiable $G-$ transformation group ( $G, M, \sigma$ ) and the SI for $G$ based on $M$ in $H$ : Using $B$ given above, we define from ( $G, M, \sigma$ ) the triple $(G, B, \sigma)$. Then $(\mathbb{U}(a), \mathbb{E}(\beta), \sigma)$ is a representation of $(G, B, \sigma)$ in $H$, as there exists an isomorphism I mapping the pair $(a, S) \in(G, B)$ into a pair ( $\mathbb{U}(a), E(S))$ of bounded operators in $H$,

$$
\ell:(G, B) \exists(a, S) \rightarrow(\mathbb{U}(a), \mathbb{E}(S)) \in(\mathbb{U}(G), \mathbb{E}(B)),
$$

such that
(i) $\ell: G \rightarrow \mathbf{U}(G)$ is a $G$-isomorphism and $\mathbf{U}$ unitary,
(ii) $\ell: B \rightarrow \mathbb{E}(B)$ is a Borel isomorphism, and
(iii) $G$ acts on $\beta$ as $\mathbf{U}(G)$ on $\mathbb{E}(\beta)$ [Eq. (2.1)].

We call the geometrical object ( $G, B(M), \sigma$ ) the kinematical structure of the quantum system and its representation $l$ in $H$, denoted by $l(G, M, \sigma)$, a quantization.
(5) The question is (1) to construct all inequivalent representations of kinematical structures ( $G, B, \sigma$ ), and (2) to select the physical ones and to introduce Hamiltonians, i.e., quantum dynamics.

The answer to the first question was given by Mackey. ${ }^{1}$ He constructed all (inequivalent) canonical $S I$ (see Appendix A) and proved that each SI is unitarily equivalent to one canonical SI. However, Mackey's construction is not suited for all physical applications and for an attempt to answer the second question. This is mainly because a quantization of ( $G, B, \sigma$ ) relies on some of its not apparent geometrical properties which should have some impact on the physics of the system. For applications it is therefore useful to formulate ( $G, B, \sigma$ ) and $\ell(G, M, \sigma)$ closer to geometrical concepts. A group structure is quite promising for this and is discussed in the next section.

## B. Construction of quantum kinematics via embedding

(1) Let $T_{n}$ be an $n$-dimensional real vector space and $\hat{T}_{n}$ its dual, respectively; consider $T_{n}$ as an Abelian group and $\hat{T}_{n}$ as its character group, and let $G^{\top}=T_{n} \otimes_{T} G$ be a semidirect product where $\tau: a \rightarrow \tau_{a}$ is a homomorphism from $G$ into the linear group of automorphisms of $T_{n}$. The action of $a \in G$ on $T_{n}$ induced by $\tau_{a}$ is denoted by $\hat{\tau}_{a}: \chi \rightarrow \dot{\tau}_{a}(\chi), \chi \in \hat{T}_{n}$.
(2) Consider a representation $Q\left(G, \hat{T}_{n}, \hat{\tau}\right)$
$=\left(\mathbb{U}(G), \mathbb{E}\left(B_{n}\right), \hat{\tau}\right), B\left(\hat{T}_{n}\right)=B_{n}$, with linear action $\tau$ in $T_{n}$ and a unitary representation (UR) $\mathbb{U}\left(G^{\top}\right)$ of $G^{\top}$. Both representations are intimately related. To indicate this, suppose $\mathbb{U}\left(G^{\top}\right)$ is given. Then one can obtain $\mathbb{U}(G)$ from $\mathbb{U}\left(G^{\tau}\right) \downarrow G$ and $\mathbb{E}\left(B_{n}\right)$ from harmonic analysis of $\mathbb{U}\left(G^{\tau}\right)$ $\downarrow T_{n}$. The semidirect product ensures that $\mathbb{U}(G)$ acts via $\hat{\tau}$ covariantly on $\mathbb{E}\left(B_{n}\right)$. Hence $\mathbf{U}(G)$ and $\mathbb{E}\left(B_{n}\right)$ build a representation of $\left(G, B_{n}, \hat{\tau}\right)$. The reverse construction is also possible. The exact formulation is ${ }^{16}$

## Lemma 1 (Mackey):

(a) Let ( $\mathbb{U}, \mathbb{E}$ ) be a system of imprimitivity for $G$ in $H$ based on $\hat{T}_{n}$. Then there exists a unique unitary representation $\mathbb{U}\left(G^{\top}\right)$ of $G^{\top}=T_{n} \otimes_{\tau} G$ in $H$ such that

## 1. $\mathbf{U}\left(G^{\tau}\right)+G=\mathbf{U}$,

2. $\mathbb{E}$ is a projection-valued measure on $\hat{X}_{n}$ corresponding ${ }^{17}$ to $\mathbf{U}\left(G^{\top}\right)+T_{n}$.
(b) Let $\mathrm{U}\left(G^{\top}\right)$ be a unitary representation of $G^{\top}$. Then it determines uniquely a system of imprimitivity $(\mathbf{U}, \mathbb{E})$ for $G$ based on $\hat{T}_{n}$ with
3. $\mathbf{U}=\mathbf{U}\left(G^{\top}\right) \downarrow G$,
4. $\mathbb{E}$ being a projection-valued measure on $\hat{T}_{n}$ corresponding ${ }^{17}$ to $\mathbb{U}\left(G^{\top}\right) \downarrow T_{n}$.
(c) $(\mathbb{U}, \mathbb{E})$ is irreducible if and only if $\mathbf{U}\left(G^{\tau}\right)$ is; two systems of imprimitivity ( $\mathbb{U}_{i}, \mathbb{E}_{i}$ ), $i=1,2$, are unitarily equivalent, if and only if the corresponding $\mathbb{U}_{i}\left(G^{\top}\right)$ are.
(3) Consider the sets

$$
\begin{aligned}
& S(G, M)=\{\mathrm{SI}(\mathrm{U}, \mathbb{E}, \sigma) \text { of } G \text { based on } M\}, \\
& U\left(G^{\tau}\right)=\left\{\mathrm{UR} \text { of } G^{\tau}\right\} ;
\end{aligned}
$$

then ${ }^{1,6}$

$$
S\left(G, \hat{T}_{n}\right) \supset S\left(G, M^{0}\right)
$$

holds with $M^{0}$ being any $G$ orbit in $\hat{T}_{n}$ and Mackey's lemma implies a one-to-one mapping $\rho$ of $S$ onto $U$

$$
\rho: S\left(G, \hat{T}_{n}\right) \ni(\mathbb{U}, \mathbb{E}, \sigma) \ldots \mathbf{U}\left(G^{\top}\right) \in U\left(G^{\tau}\right)
$$

with restrictions

$$
\rho^{0}: S\left(G, M^{0}\right) \rightarrow U\left(G^{\tau}\right), \quad \rho^{\mathrm{irr}}: S^{\mathrm{irr}}\left(G, \hat{T}_{n}\right) \leftrightarrow U^{\mathrm{irr}}\left(G^{\tau}\right)
$$

Hence all (irreducible) representations of the kinematical structure $(G, B, \sigma)$ together with a realization of $H$ can be derived from (irreducible) UR of an inhomogenization of $G$, if $M$ can be identified with a $G$ orbit in $\hat{T}_{n}$.

However, this identification is not possible in general. Consider an embedding ${ }^{18} \ell: M \rightarrow \iota M \subset \hat{T}_{n}$; then the action $\sigma$ of $G$ on $M$ and the action $\hat{\tau}$ of $G \subset G^{\tau}$ on $\iota M$ can be different. For an identification they must be compatible, i.e., $\iota$ is equivariant $\iota \sigma_{a}=\hat{\tau}_{a} \iota$; the diagram

is commutative.
To formulate and to prove this, assume $G^{\top}$ to be regular ${ }^{19}$ and recall ${ }^{1,6}$ that
(i) the irreducible UR (IUR) of $G^{\tau}$ in $H$ are uniquely classified and each given by a $G$ orbit $M^{0}=G / K^{0}$ in $\hat{T}_{n}$ and an IUR $L\left(K^{\circ}\right)$ of $K^{0}$ in a Hilbert space $L$ ( $K^{0}$ is the corresponding isotropy subgroup); in short, irreducible $\mathbb{U}\left(G^{\top}\right)$ are labelled by ( $M^{0}, L$ );
(ii) irreducible SI for $G$ based on $M=G / K$ are uniquely classified and each given by an IUR $L(K)$ of $K$ in $L$; in short, irreducible ( $\mathbb{U}, \mathbb{E}, \sigma$ ) are labelled by ( $L$ );
(iii) the SI for $G$ based on $\hat{T}_{n}$ determined from $\mathbf{U}\left(G^{T}\right)$ with ( $M^{0}, L$ ) is unitarily equivalent to an SI based (only) on the $G$ orbit $M^{0}$ and is labelled by ( $L$ ).
Lemma 2: Consider $\mathbf{U}^{0}\left(G^{\top}\right)$ with ( $M^{0}, L^{0}$ ) and the SI $\left(U^{0}(G), \mathbb{E}^{0}\left(B^{0}\right), \hat{\tau}\right)$ determined from $\mathbf{U}^{0}\left(G^{\tau}\right)$. Let ( $\mathrm{U}(G), \mathbb{E}(B), \sigma)$ be an SI based on $M=G / K$ with ( $L$ ). Suppose $K$ to be isomorphic to $K^{0}$ and $L$ unitarily equivalent ( $(\underset{\sim}{x})$ to $L^{0}$. Then

$$
(\mathbb{U}, \mathbb{E}, \sigma) \underset{\sim}{U}\left(\mathbb{U}, \mathbb{E}^{0}, \hat{\tau}\right)
$$

if and only if there exists an embedding $\iota: M \rightarrow \hat{T}_{n}$ with
(i) $\iota M=M^{0}$,
(ii) $\iota$ is equivariant with respect to $\sigma$ and $\hat{\tau}$.

The proof is given in Appendix A.
(4) A mapping

$$
\iota:(G, M, \sigma) \rightarrow\left(G, M^{\prime}, \sigma^{\prime}\right), \quad \iota(G, M, \sigma)=\left(G, \iota M, \sigma^{\prime}\right)
$$

for equivariant $\iota$ is called an embedding of ( $G, M, \sigma$ ) in $\left(G, M^{\prime}, \sigma^{\prime}\right){ }^{20}$ We define accordingly an embedding ${ }^{2} B$ for kinematical structures

$$
\iota B:(G, B, \sigma) \rightarrow\left(G, B^{\prime}, \sigma^{\prime}\right), \quad \iota B^{(G, B, \sigma)}=\left(G, \iota B, \sigma^{\prime}\right)
$$

with equivariant $\ell$.
With $\mathbb{Y}$ connecting unitarily equivalent SI and the mappings $\ell, \ell^{0}, \rho^{0}$ defined before, we have the following quantization diagram $\left(M=G / K, M^{0}=\iota M\right)$ :


Lemmas 1 and 2 imply that for given $\ell$ and $\iota \beta$ there exist $\ell^{0}, \rho^{0}$, and if and only if $\iota$ is equivariant. In this case the diagram is commutative. We formulate this as

Corollary: The representations of a kinematical structure ( $G, B, \sigma$ ) can be determined uniquely (up to unitary equivalence) from $\mathbf{U}\left(G^{\tau}\right)$, if and only if there exist an integer $n>0$ and $\hat{\tau}$ such that ( $G, \beta, \sigma$ ) can be embedded in ( $G, \mathcal{B}_{n}, \hat{\tau}$ ).

It is known ${ }^{21}$ that for compact $G$ for each ( $G, M, \sigma$ ) an embedding $\iota$ in a Euclidean $G$ space $\left(G, R_{n}, \vec{\tau}\right)$ exists. ${ }^{22}$ A construction of $\iota$ for homogeneous $M$ can be found in Ref. 20. For a useful necessary and sufficient condition, if a $G$ orbit is contained in a linear representation of $G$ in some Euclidean space, see Ref. 23.

## C. Examples ${ }^{24}$

(1) Consider the kinematical structure ( $\left.T_{n}, B\left(R_{n}\right), \sigma\right)$ $-R_{n}$ is the group space of $T_{n}$-with

$$
\sigma: T_{n} \ni \mathbf{b} \rightarrow \sigma_{\mathrm{b}}, \quad \sigma_{\mathrm{b}}(\mathrm{q})=\mathbf{q}+\mathbf{b}, \quad \mathbf{q} \in R_{n}
$$

Its quantization is given by $\left(\mathbb{U}\left(T_{n}\right), \mathbb{E}(\beta), \sigma\right)$ and is uni-
que (if irreducible). The position projections $\mathbb{E}(S)$ can be used to define self-adjoint operators $\mathbf{Q}_{k}, k=1, \ldots, n$, on $D$ dense in $H$ by the spectral decomposition

$$
\mathbb{Q}_{\kappa}=\int_{-\infty}^{+\infty} d \mathbb{E}\left(S_{\lambda}\right) \text { where } S_{\lambda}=\left\{\mathbf{q} \mid q_{k} \leqslant \lambda\right\},
$$

Because of the covariance condition $(2,1)$ the $\mathbb{Q}_{k}$ transform as

$$
\mathbf{U}(b) \mathbb{Q}_{\kappa} \mathbf{U}(b)^{-1}=\mathbf{Q}_{k}+b_{k} \mathbb{1} \text { on } D,
$$

and give infinitesimally an integrable representation of the Lie algebra $\underline{H}_{n}=\left(\underline{C} \oplus \underline{Q}_{n}\right) \& \underline{T}_{n}$ of the Heisenberg group $H_{n} ; Q_{n}$ is Abelian and $\underline{C}$ is a central element.
(2) A slightly more general kinematical structure on $R_{n}$ is $\left(G, \beta\left(R_{n}\right), \sigma\right)$ with $G=T_{n} \otimes S \widetilde{O}_{0}(n)$, i.e., $R_{n}$ $=G / S \widetilde{O}_{0}(n)$ and with $\sigma$ as standard linear action of the Euclidean group in $R_{n}$. Its quantization is characterized by $L\left(S \widetilde{O}_{0}(n)\right)$. Operators $Q_{k}$ can be defined as before and the covariance condition gives infinitesimally an integrable representation of the Lie algebra $\underline{G}_{0}=\left(\mathbb{C} \oplus \underline{Q}_{n}\right)$ $\left\{T_{n} \forall \operatorname{so}(n)\right)$ of the geometrical Galilei group $\bar{G}_{0}$. The interpretation of $L\left(S \tilde{O}_{0}(n)\right)$ as physical spin group is obvious.
(3) $\ell\left(G, R_{n}, \sigma\right)$ has interesting properties;
(a) The spin of the system in $R_{n}$ appears after quantization; it is part of the quantized kinematical structure, not present on the geometrical level, and its possible existence depends on the choice of the group $G$ in ( $G, R_{r}, \sigma$ ).
(b) $G$ acts linearly on $M=R_{n}$ 。Hence ( $G, R_{n}, \sigma$ ) can be considered as a Lie group: ( $T_{n}, R_{n}, \sigma$ ) as $H_{n}$ and ( $T_{n} \otimes S \tilde{O}_{0}(n), R_{n}, \sigma$ ) as $G_{0}$, and quantization yields representations of these Lie groups. Therefore, the construction of $\mathbb{Q}_{\kappa}$ is possible. For general $(G, M, \sigma)$ global position operators defined intrinsically on $M$ need not exist.
(c) The noncommutativity of $\mathbb{P}_{\kappa}$ and $\mathbb{Q}_{\kappa}$ is the result of the covariance condition and of the linear action of $T_{n}$ or $T_{n} \otimes S \tilde{o}_{0}(n)$ in $R_{n}$ 。 It is independent ${ }^{25}$ of the fact that the states of the system have to be identified with rays in $H$.

## D. Summary

(1) A quantum system
(i) having a homogeneous space $M=G / K$ as configuration manifold,
(ii) being covariant with respect to $G$,
(iii) being localizable in $M$,
has on the geometrical level a kinematical structure ( $G, \beta, \sigma$ ) constructed from a differentiable $G$-transformation group ( $G, M, \sigma$ ) with $B$ being a suitably chosen field of Borel sets $S$ in $M$. The quantization of the kinematical structure is a representation in $H: Q(G, B, \sigma)$ $=(\mathbb{U}(G), \mathbb{E}(B), \sigma)$ with $\mathbb{U}(G)$ being a UR of $G$ and $\mathbb{E}(B)$ being a set of projection-valued measures on $M$, both satisfying (2.1); they are systems of imprimitivity, completely classified by Mackey. The quantum kinematics ${ }^{26}$ is independent of any coordinatization of the configuration space $M$.
(2) If ( $G, M, \sigma$ ) can be embedded into a Euclidean $G$ space $\left(G, \hat{T}_{n}, \hat{\tau}\right)$, the kinematical structure can be quan-
tized using a UR of the group $G^{\top}=T_{n} \otimes_{\tau} G$, i.e., $\mathbf{U}(G)$ and $E(B)$ are uniquely determined from $\mathbf{U}\left(G^{\tau}\right)$ and vice versa.
(3) The quantization of ( $G, \beta, \sigma$ ) yielding an SI based on $M$ can also be formulated in a more abstract (algebraic) way ${ }^{27}$ : From ( $G, M, \sigma$ ) one can construct a Banach *-algebra $L(G, M, \sigma$ ) called the ( $G, M, \sigma$ )-transformation group algebra. Its nondegenerate *-representations can be constructed via a generalized inducing process, and are in natural one-to-one correspondence with ( $\mathbf{U}(G), \mathbb{E},(B), \sigma) . L(G, M, \sigma)$ is the completion of the convolution *-algebra of all continuous complex functions on $G \times M$ with compact support. Hence it contains (a) the group algebra $L(G)$, (b) the $C^{*}$-algebra $C_{0}(M)$ of all (continuous) complex functions on $M$ with compact support, and the representations of $L(G)$ and $C_{0}(M)$ obtained from a representation of $L(G, M, \sigma)$ uniquely correspond to $\mathbb{U}(G)$ and $\mathbb{E}(B)$, respectively. So there is a formulation in which $M$ is determined by $C_{0}(M)$ which is more reasonable than Borel sets. However, the quantization on $M$ with $L(G, M, \sigma)$ is more complicated than the approach used here and will lead to the same results.

## 3. FREE QUANTUM SYSTEMS

A Hamiltonian for a system with $\ell(G, M, \sigma)$ is an essentially self-adjoint (e.s.a.) operator and a function of the momentum operators and position projections of $\ell(G, M, \sigma)$. To define a free Hamiltonian $\mathbf{H}^{0}$ on $M$ consistently with $\ell(G, M, \sigma)$ we discuss different methods on the geometrical and on the quantum level: Extrinsic ones which try to project properties of systems in $R_{n}$ to an embedding $\angle M$ of $M$ in $R_{n}$, and intrinsic ones which rely only on properties of $\ell(G, M, \sigma)$.

A general outline of the different methods is given in Sec, 3A, for an extrinsic and an intrinsic method see Secs. 3B and 3C, respectively. Examples are treated in Sec. 3D and a summary is given in 3E.

## A. The Hamiltonian

(1) We propose first an extrinsic method on the quantum level to define the free Hamiltonian $\mathbb{H}^{0}$ on $M$. Consider a quantum system moving on $R_{n}$ with $\ell\left(G, R_{r}, \tau\right)$, $G=T_{n} \otimes S \tilde{O}_{0}(n)$. Its free Hamiltonian is $\mathbb{H}_{n}^{0}=q \Delta_{n}$ with $\Delta_{n}$ being the Laplacian and $q=\left(2 m_{0}\right)^{-1}$ being a factor of dimension $\left[m^{-1}\right] ; m_{0}$ is the mass of the system in $R_{n}$. Following Sec. 2B, $(G, B, \sigma)$ can be quantized in two steps: An embedding $\iota: M \rightarrow R_{n}$ in ( $\left.G, B\left(R_{n}\right), \tau\right)$ and a restriction of $\ell\left(G, R_{n}, \tau\right)$ to $\iota M$. An application of this result (Lemma 2) to a calculation of $\mathbb{H}^{0}$ is reasonable: Take $\mathbb{H}_{n}^{0}$ defined in $\ell\left(G, R_{n}, \tau\right)$ and restrict $\mathbb{H}_{n}^{0}$ to $M$ with a submersion $\pi: R_{n} \rightarrow M$. The unique result is an operator on $M$ which, if e.s.a. may be identified with $\mathbb{H}^{\circ}$.
(2) An intrinsic method on the quantum level uses an invariance argument. For a given $\ell(G, M, \sigma)$ a differential operator $\mathbb{D}$ e.s.a. on $D$ may be identified with $\mathbb{H}^{0}$ if
(i) $\mathbb{D}$ is $G$-invariant: $\mathbb{U}(G) \mathbb{D} \mathbb{U}(G)^{-1}=\mathbb{D}$ on $D$,
(ii) $\mathbb{D}$ is a differential operator of minimal order.

If momentum and energy conservation for "free system
on $M^{\prime \prime}$ is enforced, assumption (i) is necessary. Assumption (ii) is motivated only by the poor analogy to the free system in $R_{n}$. If there is no $G$-invariant differential operator on $M$, the conservation laws fail for free systems on $M$.
(3) In both methods discussed so far the Hamiltonian was introduced on the quantum level (see the quantization diagram), so an additional quantization of the Hamiltonian was not necessary. However, it is possible also to introduce dynamics on the geometrical level and to quantize it in a second step, using, e.g., a procedure similar to the correspondence principle. The difficulty is that one has to justify both the classical Hamiltonian and its quantization. It is well known that the quantization of a classical observable is in general not unique and need not be compatible with the quantized kinematical structure. However, there are also unique and compatible quantizations.

To indicate this we sketch shortly a method starting on the kinematical level. Consider $M,\left(R_{n}, g_{n}\right)$ and $\iota$ : $M \rightarrow R_{n}$. Then the Riemannian structure $g$ on $M$ [and its associated ( 2,0 )-tensor field $\left.g^{\prime}\right]$ are uniquely given by

$$
\begin{aligned}
& g=\iota^{*} g_{n}, \quad \iota_{*}: T(M) \rightarrow T\left(R_{n}\right), \\
& \iota^{*} g_{n}(X, Y)=g_{n}\left(\iota_{*} X, \iota_{*} Y\right), \quad X, Y \in T(M) .
\end{aligned}
$$

The classical free Hamiltonian on $R_{n}$ is given by $q g_{n}^{\prime}$, so as a first step we define $q \cdot\left(\varepsilon^{*} g_{n}\right)^{\prime}$ as classical free Hamiltonian.

To reach the quantum level in a second step, we give two quantization procedures:
(a) $\ell(G, M, \sigma)$ contains a natural mapping $d \zeta$ of vector fields $X_{i}$ on $M$ at $p$ into $d \mathrm{U}(\underline{G})$ considered as an $r$ dimensional vector space

$$
d Q: T_{p}(M) \ni X_{i} \rightarrow \mathbf{X}_{i}=d \mathbb{U}\left(X_{i}\right) \in d \mathbf{U}(\underline{G}), \quad i=1, \ldots, r
$$

Hence $d l$ applied to $T_{p}(M) \times T_{p}(M)$ sends $\sum_{i} g\left(X_{i}, X_{i}\right)_{p}$ to an operator $\mathbf{g}_{p}$ in $H$, and gives a "Riemann operator" $g$ which is a second-order polynomial in the generators of $U(G)$ with $p$-dependent coefficients. $q \mathbf{g}$ can be used as quantized free Hamiltonian. However, $g$ is not symmetric in general; it has to be symmetrized, and this can be done in various ways with quite different results.
(b) The Laplace-Beltrami operator $\Delta_{M}$ on ( $M, g$ ) is unique. $\mathbb{H}_{n}^{0}$ is proportional to $\Delta_{n}$ on $\left(R_{n}, g_{n}\right)$, i.e., the quantization of $g_{n}^{\prime}$ is $\Delta_{n}$. The corresponding procedure applied to ( $\iota^{*} g_{n}$ )' gives uniquely

$$
\begin{aligned}
& \mathbf{H}^{0}=q \Delta_{M} \quad \text { on }\left(M, \iota^{*} g_{n}\right) \text { in } C^{\infty}(M) \subset L^{2}\left(M, \mu_{g}\right), \\
& \left.d \mu_{g}=\sqrt{\operatorname{det}\left(g_{\text {ba }}\right.}\right) d^{m} x .
\end{aligned}
$$

$\Delta_{k}$ is a second-order differential operator. For ( $M, g$ ) being a complete Riemannian manifold, e.g, a Riemannian homogeneous space, $\Delta_{M}$ is e.s.a. in $L^{2}\left(M, \mu_{g}\right)$ of vector-valued functions. ${ }^{28}$ Note that $\Delta_{M}$ is not necessarily $G$-invariant. The justification of the procedure is weak [see Sec. $3 \mathrm{~B}(6)$ ]; however, the result is reasonable.

## B. Hamiltonians via submersion

(1) $R_{n}$ is a Euclidean Riemannian space $\left(R_{n}, g_{n}\right)$ if the

Euclidean Riemannian structure $g_{n}$ is imposed on $R_{n}$ 。 Because the Laplacian $\Delta_{n}$ on ( $R_{n}, g_{n}$ ) and hence $\mathbb{H}_{n}^{0}$ are directly related with properties of ( $R_{n}, g_{n}$ ), we introduce a Riemannian structure $g$ on $M$ 。 If $g$ is $G$-invariant, ( $M, g$ ) is a Riemannian homogeneous space. Note that a $G$-invariant $g$ determines a $G$-invariant Riemannian measure $\mu_{g}$ on $M$ which can be used as quasi-invariant measure on $M=G / K$ for the inner product in $H$ (see Appendix A).
(2) We explain the submersion in a simple example. Consider ( $R_{2}, g_{2}$ ) and the circle $S^{1}$. Map $S^{1}$ with $८$ onto the unit circle in ( $R_{2}, g_{2}$ ). Take the manifold $W=R_{2} \backslash\{0\}$ with 0 as origin of $R_{2}$. Define a mapping $\pi: W \rightarrow S^{1}$ such that all points $r$ of a fixed ray $N_{o}$ in $W$ starting from 0 are mapped into its intersection $p$ with $S^{1}$, i.e., $\pi(r)=p$. It is easily checked that $\pi$ is a submersion (see beiow) of $W$ onto $S^{1}$ along totally geodesic fibers $\pi^{-1}(p)$. The tangent spaces $T_{r}(W)$ can be decomposed in (here one-dimensional) orthogonal subspaces $T_{r}^{\|}$and $T_{r}^{\perp}$ such that $\pi$ induces a mapping $\pi_{*_{r}}$ on $T_{r}(W)$ sending $T_{r}^{\prime \prime}$ onto $T_{s(r)}\left(S^{1}\right)$ and $T_{r}^{\perp}$ to the null vector $0_{\pi(r)}$ of $T_{\pi(r)}\left(S^{1}\right) ; \pi$ is even a Riemannian submersion (see below).

Take now the Laplacian $\Delta_{2}$ on $R_{2}$, i. e., in Cartesian coordinates, $\Delta_{2} \tilde{f}=\left(\partial^{2} / \partial q_{\| 1}^{2} \tilde{f}^{2}+\left(\partial^{2} / \partial q_{1}^{2}\right) \tilde{f}\right.$ with $\tilde{f}(\mathbf{q})$ $\in C^{\infty}\left(R_{2}\right)$ and $\mathbf{q} \in R_{2}$. Then $\Delta_{2}(f \circ \pi)(\mathbf{q})=\left(\partial^{2} / \partial q_{\|}^{2}\right)(f \circ \pi)(\mathbf{q})$ $+\left(\partial^{2} / \partial q^{2}\right)(f \circ \pi)(q)$ is a "restriction" of $\Delta_{2}$ in $R_{2}$ to $S^{1}$ and because of $\pi$ (Riemannian submersion along totally geodesic fibers) the second term vanishes. With $c(t)$ an $R_{2}$-geodesic perpendicular to $N_{p}$ and parametrized by $t$, the first term is $\left(\Delta_{2} f\right)(r)=\left.\left(d^{2} / d l^{2}\right)(f \circ \pi)(c(t))\right|_{t=0}$ and the introduction of the polar angle $\varphi$ leads to the known result.
(3) In a general setting, let $W$ and $M$ be $C^{\infty}$-manifolds. A mapping $\pi: W \rightarrow M$ is called a submersion at point $r \in W$, if there exist charts $(V, \xi)$ at $r$ and $(U, x)$ at $\pi(r)$ such that $\xi$ determines an isomorphism of the set $V$ on a product $V_{1} \times V_{2}$ where $V_{1}, V_{2}$ are open subsets of some model Euclidean spaces and the mapping

$$
f_{U, v}=X \circ \pi \circ \xi^{-1}: V_{1} \times V_{2} \rightarrow x U
$$

is a projection. ${ }^{29}$ A submersion $\pi$ at $r$ can also be characterized by its differential $\pi_{*_{r}}$ being surjective and its kernel decomposing $T_{r}(W)$.

If $\pi: W \rightarrow M$ is a submersion, and if $\left(W, g_{n}\right)$ is a Riemannian manifold, then $T_{r}(W)$ has a canonical decomposition

$$
T_{r}(W)=\left(\pi_{*_{r}}\right)^{-1}\left(0_{\pi(r)}\right) \oplus M_{r}
$$

where $M_{T}$ is the subspace of $T_{r}(W)$ which is orthogonal to the kernel of $\pi_{*_{r}}, 0_{\pi(r)}$ is the null vector in $T_{\pi(r)}(M)$, and $\pi_{*_{r}}$ induces an isomorphism of $M_{r}$ onto $T_{\pi(r)}(M)$.

A submersion $\pi$ is called Riemannian submersion, if $\pi_{*_{r}}$ induces an isomorphism of Euclidean spaces from $M_{r}$ on $T_{r(r)}(M)$.

A connected submanifold $S$ of a Riemannian manifold $W$ is geodesic at $p \in S$, if each $W$ geodesic tangent to $S$ at $p$ is a curve in $S ; S$ is totally geodesic if it is geodesic at each of its points.
(4) The following theorem is essential for a restriction of the Laplace operator $\Delta_{\eta}$ to $M \subset R_{n}$.

Theorem $1^{30,31,32}$ : Let $M$ be a homogeneous space and $W$ a submanifold of dimension $n$ in $R_{n} ; \Delta_{n}$ and $\Delta_{M}$ the Laplace-Beltrami operators on ( $R_{n}, g_{n}$ ) and on ( $M, g$ ), resp.; $\pi:\left(W, g_{n}\right) \rightarrow(M, g)$ a Riemannian submersion; $\pi^{-1}(p)$ totally geodesic in $W$ for each $p \in M ; f(p) \in C^{\infty}(M)$ $\subset L^{2}\left(M, \mu_{g}\right)$.

Then

$$
\begin{equation*}
\Delta_{n}(f \circ \pi)=(\Delta f) \circ \pi . \tag{3,1}
\end{equation*}
$$

(5) To apply this to a quantized kinematical structure $\theta(G, M, \sigma)$ note that the above Riemannian submersion $\pi$ (along totally geodesic fibers) determines an associated isometric embedding $\iota:(M, g) \rightarrow\left(W, g_{n}\right)$ defining the same submanifold $M$ in $R_{n}$ as $\pi$. However, the quantization of ( $G, B(M), \sigma$ ) via an embedding in ( $G, B\left(R_{n}\right), \tau$ ) already determines an (equivariant) mapping of $M$ onto a given $G$ orbit (or an orbit of the same type) and one must ensure that $\pi$ yields an associated embedding which maps $M$ onto an orbit of a given type. Insofar as the existence of $\pi$ is known, this is the case. Consider the set of $G$ orbits of one type. Suppose that they build a submanifold, (called "orbit manifold") $W$ in $R_{n}$ with $\operatorname{dim} W=n$. Then $\pi:\left(W, g_{n}\right) \rightarrow(M, g)$ exists ${ }^{33}$ with $\pi^{-1}(p)$ totally geodesic in $W$ for each $p \in M$ and the associated embedding $\iota$ is equivariant. $G$ orbits with orbit manifold of dimension $n$ exist, e.g. , for $G=S O(2)$ and $R_{2}$, where the circles centered at 0 are $S O(2)$ orbits of one type and dense in $R_{2}$. More generally, for compact $G$ the principal $G$ orbits build an orbit manifold with dimension $n$ dense in $R_{n}$, and all nonprincipal $G$ orbits build a topological submanifold in $R_{n}{ }^{20,21}$ There are no results for noncompact groups.

For the application of Theorem 1 we formulate:
Lemma 3: Let $\iota$ be an equivariant embedding of $(G, M, \sigma)$ in ( $G, R_{n}, \tau$ ). Consider $\ell\left(G, R_{n}, \tau\right)$ labelled by a trivial $L(K)$ and by a $G$ orbit $\iota M$ with an orbit manifold of dimension $n ; \ell\left(G, R_{n}, \tau\right)$ is unitarily equivalent to some $g(G, M, \sigma)$.

Then a Riemannian submersion along totally geodesic fibers restricts $\mathbb{H}_{n}^{0}$ on $C^{\infty}\left(R_{n}\right)$ to a free Hamiltonian $\mathbb{H}^{0}$ on $C^{\infty}(M)$ with $\ell(G, M, \sigma)$ as quantized kinematical structure. $\mathbb{H}^{0}$ is up to a constant multiple the LaplaceBeltrami operator $\Delta_{M}$ on ( $M, t^{*} g_{n}$ ) and $\mathfrak{\imath}$ is associated with $\pi$.
(6) The submersion $\pi$ is (up to now) applicable to ( $G, M, \sigma$ ) with compact $G$, with quantization on principal $G$ orbits and with a Hilbert space spanned by scalar functions. For the self-adjointness of $/ \Delta_{M}$ see Sec. 3A(3). Generalizations to vector-valued functions and hence to $\ell(G, M, \sigma)$ with nontrivial $L(K)$ are possible.
(7) We add a remark concerning quantization by embedding and submersion. The calculation of $\mathbb{H}^{\circ}$ is a special case of a more general (extrinsic) procedure ${ }^{34}$ to describe quantum mechanics on $M$ : Embed $M$ in $R_{n}$. Then the physical observables on $L M$ are restrictions of the corresponding observables in $R_{n}$ which are known from $\ell\left(T_{n}, R_{n}, \tau\right)$. There are examples in which this procedure fails.

We give the momentum and the position operators $\mathbf{p}_{k}^{\iota}, \mathbb{Q}_{k}^{\iota}, \kappa=1, \ldots, n$, on $\iota M \subset R_{n}$ which refer to Cartesian coordinates $q_{\mathrm{k}}$ of the ambient space $R_{n}$, not to local coordinates on $M$, as, e.g., $x^{a}$ in $U \subset M$. The $\mathbb{Q}_{k}^{\ell}$ are easily calculated from $\iota: M \ni p \rightarrow \iota(p) \in R_{n}$,

$$
\mathbb{Q}_{k}^{l} f(\iota(p))=q_{k}(\iota(p)) f(\iota(p)) \text { on } C^{\infty}(\iota M),
$$

and can be constructed also from $\mathbf{U}\left(G^{\top}\right)+T_{n}=\mathbf{U}\left(T_{n}\right)$ if $\ell(G, M, \sigma)$ is determined from $\mathbf{U}\left(G^{\top}\right)$ with ( $(M, L), L$ being trivial. One can check that $d \mathbb{U}\left(T_{n}\right)$ acts as $\mathbb{Q}_{k}^{\iota}$ on $C^{\infty}(L M)$.

To derive $\mathbb{P}_{k}^{\iota}$, express $\pi$ and $\iota$ in local coordinates ${ }^{35}$ $\left(x^{a}\right), a=1, \ldots, m$, at $p \in M$ and $\left(\xi^{\kappa}\right), k=1, \ldots, n$, at $r \in W$ as

$$
\begin{array}{ll}
\iota_{*_{p}}: T_{p}(M) \rightarrow T_{r}(W): \partial_{b} \mapsto B_{b}^{\lambda} \partial_{\lambda}, & r=\iota(p), \\
\pi_{*_{r}}: T_{r}(W) \rightarrow T_{b}(M): \partial_{\kappa} \mapsto B_{k}^{\alpha} \partial_{a}, & p=\pi(r),
\end{array}
$$

where $B_{k}^{a}=\partial_{\kappa} x^{a}, B_{a}^{\lambda}=\partial_{a} \xi^{\lambda}, \partial_{a}=\partial / \partial x^{a}, \partial_{\lambda}=\partial / \partial \xi^{\lambda}$. Assuming that $\iota$ and $\pi$ determine the same submanifold $M$ of $W$, we can define the product mapping

$$
\iota_{* \pi(r)} \circ \pi_{* r}: T_{r}(W) \rightarrow T_{\iota \circ \pi(r)}(W): \partial_{\kappa} \mapsto B_{\kappa}^{\lambda} \partial_{\lambda},
$$

where $B_{\kappa}^{\lambda}=B_{\kappa}^{a} B_{a}^{\lambda}$ is a perpendicular projection of rank $m<n$.

With this projection we have (in symmetrized form)

$$
\mathbb{P}_{\lambda}^{\iota}=\frac{1}{2}\left(B_{\lambda}^{\kappa}\left(\mathbb{P}_{\kappa}+\mathbb{P}_{\kappa} B_{\lambda}^{\kappa}\right) \text { on } C^{\infty}(\iota M), \quad \mathbb{P}_{\kappa}=-i \frac{\hat{d}}{\partial q_{\kappa}} .\right.
$$

The free Hamiltonian was given above for special cases only. The result is generalized to

$$
\mathbb{H}^{0}=q \Delta \iota_{1} \text { on }\left(\iota M, \iota_{R_{n}}\right) \text { on } C^{\infty}(\iota M) .
$$

$\Delta_{M}^{L}$ can be expressed in Cartesian coordinates $q_{k}$ as (for a proof see Appendix B)

$$
\begin{equation*}
\Delta_{\mu}^{L}=\delta^{\lambda \kappa} \partial_{\mu} B_{\lambda}^{\mu} \partial_{\kappa} \text { on } C^{\infty}(\iota M) . \tag{3.2}
\end{equation*}
$$

Because $\mathbb{P}_{\kappa}, \mathbb{Q}_{\kappa}$ and $\mathbb{H}_{n}^{0}$ are related for the free particle as $\mathbb{P}_{\mathrm{k}}=-i m_{0}\left[\mathbb{Q}_{\kappa 1} \mathbb{H}_{n}^{0}\right]$ on $C^{\infty}\left(R_{n}\right)$, our ansatz for $\mathbb{H}^{0}$ should be consistent with $\mathbb{P}_{\kappa}^{\iota}=-i m_{0}\left[Q_{k}^{\iota}, H^{0}\right]$ on $C^{\infty}(\llcorner M)$ and this is in fact the case as can easily be checked using (3.2).

## C. $G$-invariant operators

(1) We discuss systems with $\ell(G, M, \sigma)$ with trivial $L(K)$ and with Hilbert space $L^{2}\left(M, \mu_{g}\right)$. The application of the mapping $d$ to $\mathbb{U}(G)$ in $\ell(G, M, \sigma)$ gives (first-order differential) operators $\mathbf{X}_{i}, i=1, \ldots, r$ on $C^{\infty}(M)$ representing the generators of $G$. In our case there are no invariant linear differential operators of first order on $C^{\infty}(M) .{ }^{36}$ So we start with second-order ones denoted by J.
(2) For some classes of homogeneous spaces we give now a list for $\mathbb{J l}$ on $C^{\infty}(M)$.
(A) $M$ being a group manifold of a connected semisimple Lie group $G$,

$$
\begin{equation*}
\mathbb{I}=q^{i j} \mathbf{X}_{i} \mathbf{X}_{j} \text { on } C^{\infty}(M), \tag{3.3}
\end{equation*}
$$

where $q^{i j}$ is any $\operatorname{Ad}(G)$-invariant symmetric tensor on G. If $G$ is simple, $q^{i j}$ is proportional to the CartanKilling metric tensor and

$$
\begin{equation*}
J=q \Delta_{M} \text { on } C^{\infty}(M) ; \tag{3.4}
\end{equation*}
$$

$\Delta_{N}$ is the Laplace-Beltrami operator on $M=G$ for the canonical Riemannian structure. For $G$ semisimple with $G=G_{1} \otimes \cdots \otimes G_{k}$ and $G_{j}$ simple, II can be written as a real linear combination of the Laplace-Beltrami operators on $M_{j}=G_{j} .{ }^{37}$
(B) $M$ being a reductive homogeneous space ${ }^{38} \mathrm{G} / \mathrm{K}$ [i.e., in the Lie algebra $G$ there exists a subspace $M$ such that $G=\underline{K} \oplus \underline{M}$ and $\operatorname{Ad}_{G}(k) \underline{M} \subset \underline{M}$ for all $\left.k \in K\right]$, II has the form (3.3) where $q^{i j}$ is an $\operatorname{Ad}_{G}(K)$-invariant tensor on $T_{0}(M)=\underline{M}$. The simpler form (3.4) is obtained if the Riemannian homogeneous space ( $M=G / K, g$ ) is isotropy irreducible, ${ }^{39}$ i.e., if $G=I_{0}(M)=$ component of identity in the group of isometries of $M$, and the connected component of $\mathrm{Ad}_{G}(K)$ acts irreducibly on $M$. For a classification of such manifolds see Ref. 40.
(C) $M$ being a Riemannian globally symmetric space, ${ }^{8}$ J has the same properties as in (B); there exist $l$ algebraically independent ( $l$ is the rank of $M$ ) invariant symmetric differential operators which commute.
(D) $M$ being of rank 1 (or Euclidean space), Is it uniquely given by (3.4).
(3) The list shows that $\mathbb{I}$ is unique and proportional to the Laplace-Beltrami operator on ( $M, g$ ) for $M=G$ and $G$ simple and for $M$ being an isotropy irreducible Riemannian homogeneous space. For the self-adjointness see Sec. $3 \mathrm{~A}(3)$.

## D. Summary

(1) The problem was the following: Consider a quantized kinematical structure $\ell(G, M, \sigma), M=G / K$. It is possible to define a Hamiltonian $\mathbb{H}^{0}$ of a free system on $M$, i.e., of a free particle, moving on $M$, consistently with the $\ell(G, M, \sigma)$ ?

The answer is not affirmative. The best one can say is: For a larger class of $M$ and $G$, depending on the method used to select $\mathbb{H}^{0}$ and for $\ell(G, M, \sigma)$ obtained from $\mathbf{U}\left(T_{n} \otimes, G\right)$ with trivial $L(K)$ and a labelling $G$-orbit $\iota M \subset R_{n}$, e.g., for a spinless particle moving on $M, \mathbb{H}^{0}$ is uniquely given as the real multiple of the LaplaceBeltrami operator on ( $M, \iota^{*} g_{n}$ ), e.s.a. on $C^{\infty}(M)$ ${ }_{-} L^{2}\left(M, \mu_{\rho}\right)$.

Because different methods, if applicable and if the solution is unique, give the same result, the ansatz

$$
\begin{equation*}
\mathbb{H}^{0}=q \Delta_{\boldsymbol{M}} \text { on }\left(M, \iota^{*} g_{n}\right) \text { in } C^{\infty}(M) \tag{3.5}
\end{equation*}
$$

is well justified.
(2) We discussed three methods:
(I) An intrinsic method on the quantum level was based on transformation properties of $\ell(G, M, \sigma)$. We assumed $\mathbb{H}^{0}$ to be $G$-invariant and of minimal order. Result: For $M=G$ and for $M$ being an isotropy irreducible Riemannian homogeneous space, $\mathbb{H}^{\circ}$ is uniquely given by (3.5).
(II) An extrinsic method on the quantum level is based on a submersion $\pi: R_{n} \rightarrow M$. The idea was to restrict consistently with $\ell(G, M, \sigma)$ the free Hamiltonian $\mathbb{H}_{n}^{0}$ in $R_{n}$ via a submersion to an operator $\mathbb{H}^{0}$ on $M$. Result: For compact $G$ and $\ell(G, M, \sigma)$ induced from principal orbits $\mathbb{H}^{0}$ is uniquely given by (3.5).
(III) An extrinsic method on the geometrical level is based on an embedding $\iota: M \rightarrow R_{n}$. The Riemannian structure $\iota^{*} g_{n}$ is imposed on $M$. The classical Hamiltonian on $M$ is $q \cdot\left(\iota^{*} g_{n}\right)^{\prime}$ and for its quantization the same procedure is applied as for the classical Hamiltonian on $R_{\eta}$. Result: For all Riemannian homogeneous spaces and for all $G, \mathbb{H}^{0}$ is uniquely given by (3.5).

## 4. DISCUSSION

(1). We give a short (and not complete) account of previous attempts to quantize systems on manifolds.
(A) One of the first was formal quantization of classical generalized coordinates $x^{b}$ and canonical momenta $p_{a}$ done in close analogy with the canonical quantization in $R_{n} .{ }^{41}$ For given ( $M, g$ ) the result is

$$
\mathbb{Q}^{b}=x^{b}, \quad \mathbf{P}_{a}=-i \hbar \partial_{a}-\frac{1}{4} i \hbar \partial_{a}(\ln g), \quad g=\operatorname{det}\left(g_{b a}\right),
$$

and the operators are symmetric in $L^{2}\left(M, \mu_{g}\right)$.
In nonrelativistic quantum mechanics this "quantization in curvilinear coordinates" has been applied to special systems with constraints like the rigid body, the rigid rotator and the symmetric top, ${ }^{42}$ and further, in the strong coupling theory ${ }^{3}$ and the rotator models of elementary particles. ${ }^{5}$

Another, more recent, generalization of canonical quantization when the system satisfies supplementary conditions has been proposed by Dirac ${ }^{43}$ and applied to the quantization of gauge fields. ${ }^{44}$ A more rigorous approach to the quantization on a Riemannian manifold ( $M, g$ ) was indicated in Ref. 45.

The main difficulty of formal quantization of generalized coordinates and momenta is connected with the fact (mentioned in Sec. 2A) that on $M$ the coordinates can, in most of the cases, be defined only locally. In the usual curvilinear coordinates the operators corresponding to them may not be well defined as can be exhibited in the simplest case of the unit circle $M=S^{1}$, where the multiplication by the angle $x=\varphi$ is not an operator in the Hilbert space $L^{2}\left(S^{1}, d \varphi\right)$ of periodic functions ${ }^{46} f(\varphi)$ $=f(\varphi+2 \pi)$.
(B) A second and promising approach generalizes Feynman's path inlegral method ${ }^{47}$ to manifolds ${ }^{48}$ and was applied to define the free Hamiltonian on $M$. The results obtained are different from ours: The Hamiltonian $\mathbb{H}^{0}$ on $M$ has an additional term depending on the (intrinsic) scalar curvature $R$ of ( $M, g$ ),

$$
\mathbb{H}^{0}=-\frac{1}{2 m_{0}}\left(\Delta_{M}-\frac{1}{6} R\right) .
$$

However, the path integral method has mathematical problems; it was originally formulated as a set of rules which define the measure on the space of classical paths by means of a special procedure. ${ }^{49}$ The connection to the proposed method is not yet clarified.
(C) Two further methods are to be mentioned:

The dynamical group approach, ${ }^{50}$ in which the kinematics and, if possible, also the dynamics are given by a unitary representation of a Lie group such that momentum, position operators, and the Hamiltonian are among its generators. If ( $G, M, \sigma$ ) can be replaced by a

Lie group, it is the kinematical subgroup of a dynamical group.

The "Kostantification," ${ }^{51}$ i.e., the construction of certain representations of Lie groups using a method developed by Kostant and Souriau based on properties of the phase space considered as symplectic manifold.
(2) The results of our attempt to tie up the grouptheoretical approach to quantum kinematics with the differential-geometrical approach ${ }^{52}$ to free particle dynamics are collected in Secs. 2D and 3D.

A generalization to locally compact separable group $G$ is possible ${ }^{1}$ because the SI exist in this case but the mapping $\alpha: G / K \rightarrow M$ is only a homeomorphism. So this is excluded by physics where we need a differential structure on $M$. According to Arens' theorem, ${ }^{53}$ in order that $\alpha$ be a diffeomorphism we have to assume that $G$ is a transitive differentiable transformation group of $M$, i.e., $G$ is a Lie group.
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## APPENDIX A

(1) With the definitions of Sec. 2 the canonical $S I^{1,2}$ ( $\mathcal{U}(G), \mathbb{E}(B), \sigma)$ based on $M=G / K$ and given by $L(K)$ in $L$ with inner product $\langle 0,$.$\rangle is defined in H$ spanned by vector-valued functions $f: M \rightarrow L$ with finite norm given by the inner product

$$
(f, g)=\int_{M}\langle f, g\rangle(p) d \mu(p) \quad(p \in M),
$$

where $\mu$ denotes a $G$-quasi-invariant measure on $M$, as as follows: $\mathrm{U}(G)$ is given by $\left[\rho_{a}=d \mu_{a} / d \mu, \mu_{a}(S)\right.$ $\left.=\mu\left(\sigma_{a}(S)\right)\right]$

$$
[\mathbf{U}(a) f](p)=\sqrt{\rho_{a^{-1}}(p)} f\left(\sigma_{a^{-1}}(p)\right) \begin{cases}1 & (a \in G, a \notin K) \\ \bar{L}(a) & (a \in K)\end{cases}
$$

$\mathbb{E}(B)$ is given by

$$
[\mathbb{E}(S) f](p)=\left(\chi_{s} f\right)(p)
$$

where the characteristic function

$$
\chi_{S}(p)=\left\{\begin{array}{ll}
1 & (p \in S) \\
0 & (p \notin S)
\end{array} .\right.
$$

An SI ( $\mathbb{U}, \mathrm{E}$ ) is called irreducible, if there are no nontrivial subspaces in $H$ which are invariant with respect to both $\mathbb{U}(a)$ and $\mathbb{E}(S)$ for all $a \in G$ and all $S \in B$. Two SI $\left(\mathbb{U}_{i}, \mathbb{E}_{i}\right), i=1,2$, are unitarily equivalent, if there exists a unitary operator $Y$ on $H$ such that

$$
\mathbb{U}_{2}(a)=\mathbb{Y} \mathbf{U}_{1}(a) \mathbb{Y}^{-1} \quad \text { and } \quad \mathbb{E}_{2}(S)=\mathbb{K} \mathbb{E}_{1}(S) \mathbb{Y}^{-1}
$$

for all $a \in G$ and all $S \in B$.
(2) The IUR $\mathbb{U}\left(G^{\tau}\right)$ induced by $\chi \in M^{0}=G / K^{0}$ and $L^{0}\left(K^{0}\right)$
in $L^{0}$ with inner product $\langle., .\rangle_{0}$ is defined in $H^{\circ}$ spanned by vector-valued function $f: M^{0} \rightarrow L^{0}$ with finite norm given ${ }^{1,2,6}$ by the inner product

$$
(f, g)=\int_{M^{0}}\langle f, g\rangle_{0}(p) d \mu^{0}(p) \quad\left(p \in M^{0}\right)
$$

where $\mu^{\circ}$ denotes a $G$-quasi-invariant measure on $M^{\circ}$, as follows $\left[a^{\tau}=(t, a) \in G^{\tau}\right]$ :
$\left[\mathrm{J}\left(a^{\top}\right) f\right](p)=\sqrt{\rho_{a-1}^{0}(p)} f\left(\hat{\tau}_{a^{-1}}(p)\right)\left\{\begin{array}{ll}1 & \left(a^{\top} \notin T_{n} \otimes_{\tau} K\right) \\ \bar{L}(a) \bar{\chi}(t) & \left(a^{\top} \in T_{n} \otimes_{\tau} K\right)\end{array}\right.$.
(3) Proof of Lemma 2: Define an isometric mapping Y of $H$ onto $H^{0}$ [see (1) and (2)] $Y: f(p) \rightarrow f^{0}(\iota p)=f^{0}\left(p^{0}\right)$ $[=f(p)]$. The projections $\mathbb{E}^{0}$ constructed from $\mathcal{U}^{0}\left(G^{\top}\right)$ are unitarily equivalent to $\left[\mathbb{E}^{0}\left(S^{0}\right) f^{0}\right]\left(p^{0}\right)=\left(\chi_{s^{0}} f^{0}\right)\left(p^{0}\right)$, $p^{0} \in M^{0}, f^{0} \in H^{0}$ and coincide with the canonical $\mathbb{E}$ in $(\mathbf{U}, \mathbb{E}, \sigma)$ if the same Borel field is used for $M^{0}$ and $M$, which is possible.

For representations of $G$ we find

$$
\begin{aligned}
& \mathbf{U}^{\mathrm{O}}\left(G^{\tau}\right) \downarrow G:\left[\mathbf{U}^{0}(a) f^{0}\right]\left(p^{0}\right) \\
& =\sqrt{\rho_{a^{-1}}^{0}\left(p^{0}\right) f^{0}\left(\hat{\tau}_{a^{-1}}\left(p^{0}\right)\right)} \begin{array}{ll}
1 & \left(a \in G, a \notin K^{0}\right) \\
\bar{L}^{\circ}(a) & \left(a \in K^{0}\right)
\end{array}, \\
& \mathbf{U}(G):[\mathbf{U}(a) f](p) \\
& =\sqrt{\rho_{a^{-1}}(p)} f\left(\sigma_{a^{-1}}(p)\right) \begin{cases}1 & (a \in G, a \notin K) \\
L(a) & (a \notin K)\end{cases}
\end{aligned}
$$

where $\rho_{a}^{0}$ and $\rho_{a}$ denote the appropriate Radon-Nikodym derivatives.

Suppose now $\iota$ to be equivariant, then $f^{0}\left(\hat{\tau}_{a^{-1}} \iota(p)\right)$ $=f^{0}\left(\iota \sigma_{a^{-1}}(p)\right)=f\left(\sigma_{a^{-1}}(p)\right.$, and the $G$-quasi-invariant measures $\mu^{0}, \mu$ on $B^{0}, B$ are equivalent, which, because of $Y$ and $L^{0} \cong L$, implies unitary equivalence of $H^{\circ}$ and $H$, and of $\mathbb{U}^{0}(G)$ with $\mathbb{U}(G)$. If $\iota \sigma_{a} \neq \hat{\tau}_{a} \iota$ for at least one $a \in G$, then there are $f(p) \in H$ such that $\left[\mathbb{U}^{\circ}(a) f^{0}\right]\left(p^{0}\right) \neq[\mathbb{U}(a) f](p)$ and the representations cannot be unitarily equivalent.

## APPENDIXB

Proof of $\Delta_{M}^{L} \tilde{f}=\delta^{\lambda \kappa} \partial_{\mu} B_{\lambda}^{u} \partial_{\kappa} \tilde{f}, \tilde{f} \in C^{\alpha}(L M)$ : The Laplace-Beltrami operator on ( $M, g$ ) is

$$
\left[\Delta_{H} f\right](p)=g^{b a} \nabla_{b} \nabla_{a} f(p)=g^{b a}\left(\partial_{b} \partial_{a}-\left\{\begin{array}{c}
c \\
c a
\end{array}\right\} \partial_{c}\right) f(p),
$$

where $\nabla_{a}$ is the covariant derivative on ( $M, g$ ), $f \in C^{\infty}(M)$. Using relations (van der Waerden-Bortolotti formalism ${ }^{35}$ ) as, e.g.,

$$
g_{b a}=B_{b}^{\lambda} B_{a}^{\kappa}\left(g_{n}\right)_{\lambda_{k}}, \quad\left\{\begin{array}{c}
c \\
b a
\end{array}\right\}=B_{b}^{\lambda} B_{a}^{\kappa} B_{\mu}^{c}\left\{\begin{array}{l}
\lambda k
\end{array}\right\}_{\eta}-B_{a}^{\mu} \partial_{b} B_{\mu}^{c},
$$

we get ( $\tilde{f}=f \circ \pi$ )

$$
\begin{gathered}
\Delta_{M}^{\iota} \tilde{f}=g_{n}^{\lambda \kappa} B_{\lambda}^{\nu}\left[\partial_{\nu} B_{\kappa}^{\mu} \partial_{\mu}-B_{\kappa}^{\mu}\left\{_{\nu \mu}\right\}_{n} B_{\rho}^{\sigma} \partial_{\sigma} \mid \tilde{f}\right. \\
-g_{n}^{\lambda \kappa} B_{\lambda}^{\nu}\left(\delta_{\kappa}^{\mu}-B_{\kappa}^{\mu}\right)\left(\partial_{\nu} B_{\mu}^{a}\right) B_{a}^{\sigma} \partial_{\sigma} \tilde{f}
\end{gathered}
$$

The last term is zero because of the idempotence of the projection $B_{\lambda}^{\nu}$, hence

$$
\Delta_{\mu}^{l} \tilde{f}=g_{n}^{\lambda \kappa} B_{\lambda}^{\nu} \partial_{\nu} B_{k}^{\mu} \partial_{\mu} \tilde{f}-B_{k}^{\mu}\left\{\sum_{\nu \mu}\right\}_{n} B_{\rho}^{\sigma} \partial_{\sigma} \tilde{f},
$$

and in Cartesian coordinates $q^{\lambda}$ in $R_{n}$

$$
\Delta_{\mu}^{l} \tilde{f}=\delta^{\lambda \kappa} \partial_{\mu} B_{\lambda}^{\mu} \partial_{k} \tilde{f}
$$

because $g_{n}^{\lambda \kappa}=\delta^{\lambda \kappa}$ and $\partial_{\nu} B_{\lambda}^{\nu}=m \eta_{\lambda}$ is perpendicular to $B_{\star}^{\mu}\left[\eta_{\lambda}=\frac{1}{m} H_{a}{ }^{a}{ }_{\lambda}\right.$ is the mean curvature normal of ( $M, \mathrm{~g}$ ) in ( $R_{n}, g_{n}$ ) expressed in terms of the second fundamental tensor $\left.H_{b}{ }_{\lambda}{ }_{\lambda}=\nabla_{b} B_{\lambda}^{a}, m=\operatorname{dim} M\right]$.
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A general Hermitian scalar field, assumed to be an operator-valued tempered distribution, is considered. A theorem which relates certain complex Lorentz transformations to the TCP transformation is stated and proved. With reference to this theorem, duality conditions are considered, and it is shown that such conditions hold under various physically reasonable assumptions about the field. A theorem analogous to Borchers' theorem on relatively local fields is stated and proved. Local internal symmetries are discussed, and it is shown that any such symmetry commutes with the Poincaré group and with the TCP transformation.

## I. INTRODUCTION AND OUTLINE

The so-called duality condition in quantum field theory and in the theory of algebras of local observables has been discussed by many authors. ${ }^{1-8}$ From these studies it appears that it would be a desirable, if not essential, feature of a local theory that such a condition holds. Very roughly stated the duality condition for a region $R$ in spacetime says that the set of all operators which commute with all operators locally associated with $R$ is equal to the set of all operators locally associated with the causal complement of $R$. It was first shown by Araki ${ }^{2}$ that conditions of this nature do hold for a class of suitably restricted regions $R$ in the case of a free Hermitian scalar field. It is the purpose of this paper to discuss the duality condition in quantum field theory in the general case, i. e., without making the assumption that the field is free.

Our considerations are within the framework of conventional quantum field theory, as formulated by Wightman and others. ${ }^{9-11}$ We shall restrict our discussion to the case of a single local Hermitian scalar field, assumed to be an operator-valued tempered distribution. We will state the assumptions in some detail in Sec. $\Pi$, in which we also explain the notation to be followed. Our discussion can readily be extended to more general cases, but, in order to avoid complications which might obscure the main line of argument, we present our ideas in what appears to us to be the simplest possible setting.

In Sec. III we consider some implications of the "spectral condition", i. e., the assumption that the spectrum of the 4 -momentum operator $P$ associated with the translation subgroup of the Poincare group is contained in the closed forward light cone. We here review some facts, by and large well known, which will be of interest in the subsequent discussion, and we consider a slightly modified version of a well-known theorem of Reeh and Schlieder. ${ }^{12}$

In Sec. IV we consider complex Lorentz transformations, and a connection between these and the antiunitary inversion transformation (TCP-operation). Since the Hilbert space of physical states carries a strongly continuous unitary representation of the Poincare group, it
follows that there exist dense sets of analytic vectors of the associated Lie algebra and of sub-Lie algebras of this Lie algebra. It is a characteristic feature of quantum field theory that such sets of analytic vectors can be constructed "naturally" in terms of suitable multilinear expressions in the fields and the vacuum state vector $\Omega$. We shall in particular consider the following issue. Let $W_{R}$ be the wedge-shaped region $W_{R}=\left\{x \mid x^{3}\right.$ $\left.>\left\{x^{4}\right\}\right\}$ in Minkowski space, and let $p_{0}\left(W_{R}\right)$ be the polynomial algebra generated by field operators averaged with test functions with support in $W_{R}$. Let $V\left(\mathbf{e}_{3}, t\right)$, $t$ real, denote the velocity transformation in the Poincaré group whose action on Minkowski space is described by the four $\times$ four matrix

$$
V\left(\mathbf{e}_{3}, t\right)=\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{1}\\
0 & 1 & 0 & 0 \\
0 & 0 & \cosh (t) & \sinh (t) \\
0 & 0 & \sinh (t) & \cosh (t)
\end{array}\right]
$$

The set of all $V\left(\mathrm{e}_{3}, t\right)$ is thus a one-parameter Abelian group of velocity transformations in the 3direction which maps the wedge region $W_{R}$ onto itself. To the element $V\left(\mathrm{e}_{3}, t\right)$ corresponds the unitary operator $U\left(V\left(\mathrm{e}_{3}, t\right), 0\right)=\exp \left(-i t K_{3}\right)$ on the Hilbert space, where $K_{3}$ is an (unbounded) self-adjoint operator. We shall show that every vector $X \Omega$, with $X \in p_{0}\left(W_{R}\right)$, is in the domain of the normal operators $\exp \left(-i z K_{3}\right)$ for the complex variable $z$ in the closed strip $\pi \geqslant \operatorname{Im}(z) \geqslant 0$. The vector-valued function $\exp \left(-i z K_{3}\right) X \Omega$ is a strongly continuous function of $z$ on the above closed strip, and an analytic function of $z$ on the (open) interior of the strip. We shall furthermore show that for any such vector

$$
\begin{equation*}
\exp \left(\pi K_{3}\right) X \Omega=J X^{*} \Omega \tag{2}
\end{equation*}
$$

where $J$ is the antiunitary involution defined by

$$
\begin{equation*}
J=U\left(R\left(\mathbf{e}_{3}, \pi\right), 0\right) \Theta_{0} \tag{3}
\end{equation*}
$$

where $R\left(\mathbf{e}_{3}, \pi\right)$ is the rotation by angle $\pi$ about the 3 -axis [and $U\left(R\left(\mathbf{e}_{3}, \pi\right), 0\right)$ the corresponding unitary operator on the Hilbert space], and where $\Theta_{0}$ is the TCP-operator,

The relation (2) is the main result of Sec. IV. It holds, in fact, for a somewhat larger class of field operators, as stated precisely in Theorem 1.

Section V is devoted to a discussion of some mathematical questions relating to (2). We consider families of operators which satisfy the relation (2), and, in particular, we discuss the properties of any von Neumann algebra $A_{R}$ of bounded operators $X$ which satisfy (2), and such that furthermore $J A_{R} J=A_{R}^{\prime}$, where $A_{R}^{\prime}$ denotes the commutant of $A_{R}$. The main results, relative to the subsequent discussion in Secs. VI and VII, are stated in Theorem 2 and Lemma 15. Our discussion is closely related to a theory of Tomita ${ }^{13}$ on the structure of von Neumann algebras (and of modular Hilbert algebras), and we discuss the connection.

In Sec. VI we discuss a particular duality condition, for the wedge region $W_{R}$. Let $W_{L}$ be the causal complement of $\bar{W}_{R}$, i. $\mathrm{e}_{\varepsilon}$, the wedge region $W_{L}=\left\{x\left|x^{3}<-\left|x^{4}\right|\right\}\right.$, and let $p_{0}\left(W_{L}\right)$ be the polynomial algebra generated by field operators averaged with test functions with support in $W_{L}$. We consider four particular conditions on the quantum field under which the polynomial algebras $p_{0}\left(W_{R}\right)$, respectively $p_{0}\left(W_{L}\right)$, of unbounded operators define von Neumann algebras $\mathcal{A}\left(W_{R}\right)$, respectively $\mathcal{A}\left(W_{L}\right)$, of bounded operators which can be regarded as locally associated with the wedge regions $W_{R}$ and $W_{L}$, and we prove that these von Neumann algebras satisfy the duality condition $A\left(W_{R}\right)^{\prime}=A\left(W_{L}\right)$. We also show that the TCPsymmetry of the field carries over to the system of bounded local operators in the sense that $J A\left(W_{R}\right) J$ $=A\left(W_{L}\right)$. These results are formulated in Theorems 3 and 4.

Theorem 3 includes in particular the following result, which holds generally, i. e., without any additional assumption about the quantum field beyond the minimum assumptions discussed in Sec. II. If $X$ is a bounded operator which commutes with all (linear) field operators averaged with test functions with support in $W_{L}$, and if $Y$ is a bounded operator which commutes with all field operators averaged with test functions with support in $W_{R}$, then $X$ commutes with $Y$. This statement is analogous to a well-known theorem of Borchers on the local nature of fields which are local relative to a local irreducible field. ${ }^{14}$

We have not solved the problem of whether the von Neumann algebras (of bounded operators) associated with wedge regions, or other regions, always exist, and we are thus forced to make additional assumptions, which, however, are not unreasonable physically. This question appears to be intimately related to the hitherto unsolved problem of whether a sufficiently large set of quantum field operators have local self-adjoint extensions (within the framework of the customary minimal assumptions of quantum field theory). We discuss the notion of a local self-adjoint extension of the field, and we show that it implies the existence of a system of local von Neumann algebras which satisfies the duality condition. We also show that the existence of such a system follows from other conditions which appear to be less restrictive than the condition that the field has a local self-adjoint extension.
In Sec. VII we discuss the duality condition for a particular set of bounded regions, namely the set of all so-called double cones. The von Neumann algebras associated with the bounded regions are constructed
from the von Neumann algebras associated with the wedge regions. We describe the properties of these algebras in Theorems 5 and 6, and we show that the duality condition for the algebras associated with the wedge regions implies an appropriate duality condition for the algebras associated with double cones.

Finally, we consider the notion of a local internal symmetry, and we prove (Theorem 7) that if the duality condition holds for the wedge algebras, then every local internal symmetry commutes with the Poincaré group, and with the TCP-transformation.

## II. BASIC ASSUMPTIONS; DISCUSSION OF NOTATION

Minkowski space $M$ is parametrized by the customary Cartesian coordinates $x=\left(x^{1}, x^{2}, x^{3}, x^{4}\right)$. The Lorentz "metric" is so defined that $x \cdot y=x^{4} y^{4}-x^{1} y^{1}-x^{2} y^{2}-x^{3} y^{3}$. The elements $\Lambda=\Lambda(M, y)$ of the proper Poincaré group $\bar{L}_{0}$ are parametrized by a four-by-four Lorentz matrix $M$, and a real 4-vector $y$, such that the image $\Lambda x$ of a point $x \in M$ under any $\Lambda \in \bar{L}_{0}$ is given by $\Lambda x=\Lambda(M, y) x$ $=M x+y$.

The Hilbert space $H$ of physical states is assumed to be separable. It is assumed to carry a strongly continuous unitary representation $\Lambda \rightarrow U(\Lambda)$ of the Poincaré group $\bar{L}_{0}$. We write $U(\Lambda(M, x))=U(M, x)$, and we employ the special notation $T(x)=U(I, x)$ for the representatives of the translation subgroup. The translations have the common spectral resolution

$$
\begin{equation*}
T(x)=U(I, x)=\int \exp \left(i x^{\circ} p\right) \mu\left(d^{4} p\right) \tag{4}
\end{equation*}
$$

and it is assumed that the support of the spectral measure $\mu$ is contained in the closed forward light cone $\bar{V}_{+}$ (in momentum space). This assumption about the support of $\mu$ will be referred to as the "spectral condition" in what follows.

We assume the existence of a vacuum state, represented by the unit vector $\Omega$, uniquely characterized by its invariance under all Poincaré translations: thus $U(\Lambda) \Omega=\Omega$.

We denote by $D\left(R^{n}\right)$ the set of all complex-valued infinitely differentiable function of compact support on $n$ dimensional Euclidean space $R^{n}$, and we denote by $S\left(R^{n}\right)$ the space of test functions on $R^{n}$ in terms of which tempered distributions are defined. The space $S\left(R^{n}\right)$ is regarded as endowed with the particular topology appropriate to the definition of tempered distributions, ${ }^{15}$ and we employ the notation

$$
\begin{equation*}
S-\lim _{\alpha \rightarrow \infty} f_{\alpha}=0 \tag{5}
\end{equation*}
$$

to state that a sequence of test functions $f_{\alpha}$ converges to zero relative to this topology. We shall be concerned with test functions on $R^{4 n}$, where $R^{4 n}$ is regarded as the direct sum of an ordered $n$-tuplet of replicas of Minkowski space, and the points of $R^{4 n}$ are accordingly parametrized by an ordered $n$-tuplet ( $x_{1}, x_{2}, \ldots, x_{n}$ ) of 4-vectors $x_{k}$. A specific interpretation of $R^{4 n}$ in this manner is always understood, as reflected in the above parametrization of the space. In accordance with the above we define an action of $\bar{L}_{0}$ on $S\left(R^{4 \pi}\right)$ by
$f\left(x_{1}, \ldots, x_{n}\right) \rightarrow \Lambda f\left(x_{1}, \ldots, x_{n}\right)=f\left(\Lambda^{-1} x_{1}, \ldots, \Lambda^{-1} x_{n}\right) 。$

This mapping is continuous relative to the test function space topology, and

$$
\begin{equation*}
S-\lim _{\Lambda \wedge I} \Lambda f=f . \tag{7}
\end{equation*}
$$

Throughout this paper it will be important to keep track of the domains of unbounded operators. To deal effectively with such issues we shall frequently employ the unorthodox notation ( $X, D$ ) for an operator $X$ defined on a domain $D$. The adjoint of $(X, D)$ is denoted $(X, D)^{*}$ and if $D\left(X^{*}\right)$ is the domain of the adjoint we can write $(X, D)^{*}=\left(X^{*}, D\left(X^{*}\right)\right)$. If ( $X, D$ ) is closable we write $(X, D)^{* *}=\left(X^{* *}, D\left(X^{* *}\right)\right)$ for the closure. This notation is never employed for manifestly bounded operators, which are regarded as defined on the entire Hilbert space.

We shall consider a theory of a single local Hermitian scalar field $\varphi(x)$, assumed to be an operator-valued tempered distribution. ${ }^{9-11,16}$ Such a theory is characterized by the following features:
(a) There exists a linear manifold $D_{1}$, dense in the Hilbert space $H$, and an algebra $P(M)$ of operators ( $X, D_{1}$ ) defined on $D_{1}$. The domain $D_{1}$ contains the vacuum state vector $\Omega$. For each $n \geqslant 1$ there exists a linear mapping of $S\left(R^{4 n}\right)$ into $p(M)$. The image of any $f \in S\left(R^{4 n}\right)$ under this mapping is denoted $\varphi\{f\}$. We note here that $\varphi\{f\}$ is the operator which is customarily defined symbolically by the integral at right in
$\varphi\{f\}=\int_{(\infty)} d^{4}\left(x_{1}\right) \cdots d^{4}\left(x_{n}\right) f\left(x_{1}, \ldots, x_{n}\right) \varphi\left(x_{1}\right) \cdots \varphi\left(x_{n}\right)$.
The domain $D_{1}$ is precisely equal to $p(M) \Omega$, and the algebra $P(M)$ is precisely equal to the linear span of the identity operator I and the set of all operators $\varphi\{f\}$ 。 If $f \in S\left(R^{4 n}\right)$ and $g \in S\left(R^{4 m}\right)$, and if $h \in S\left(R^{4 n+4 m}\right)$ is given by

$$
\begin{align*}
& h\left(x_{1}, \ldots, x_{n}, x_{n+1}, \ldots, x_{n+m}\right) \\
& \quad=f\left(x_{1}, \ldots, x_{n}\right) g\left(x_{n+1}, \ldots, x_{n+m}\right), \tag{9}
\end{align*}
$$

then

$$
\begin{equation*}
\varphi\{f\} \varphi\{g\}=\varphi\{h\} \text { on } D_{1} \text {. } \tag{10}
\end{equation*}
$$

We note that this is consistent with the symbolic definition in (8).
(b) Let $\left(X, D_{1}\right) \rightarrow\left(X^{\dagger}, D_{1}\right)$ denote the antilinear involutory mapping of $P(M)$ onto itself uniquely determined by

$$
\begin{equation*}
\mathrm{I}^{\dagger}=\mathrm{I}, \quad \varphi\left\{f^{\dagger}=\varphi\left\{f^{\dagger}\right\},\right. \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
f^{\dagger}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=f^{*}\left(x_{n}, \ldots, x_{2}, x_{1}\right) \tag{12}
\end{equation*}
$$

for any $f \in S\left(R^{4 n}\right)$.
The domain $D_{1}$ is contained in the domain of the adjoint $\left(X, D_{1}\right)^{*}$ of every $\left(X, D_{1}\right) \in P(M)$, and

$$
\begin{equation*}
\left(X^{\dagger}, D_{1}\right)=\left(X^{*}, D_{1}\right) \subset\left(X, D_{1}\right)^{*} \tag{13a}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\left(\varphi\left\{f^{\dagger}\right\}, D_{1}\right) \subset\left(\varphi\{f\}, D_{1}\right)^{*} \tag{13b}
\end{equation*}
$$

Every operator $\left(X, D_{1}\right) \in P(M)$ is thus closable, and ( $X^{\dagger}, D_{1}$ ) is the Hermitian conjugate of ( $X, D_{1}$ ).
(c) The domain $D_{1}$ is invariant under the Poincaré group: $U(\Lambda) D_{1}=D_{1}$ for all $\Lambda \in \bar{L}_{0}$. The action of $\bar{L}_{0}$ by
conjugation on $P(M)$ (and hence the action of $\bar{L}_{0}$ of the Hilbert space $H$ ) is uniquely determined by the condition

$$
\begin{equation*}
U(\Lambda)\left(\varphi\{f\}, D_{1}\right) U(\Lambda)^{-1}=\left(\varphi\{\Lambda f\}, D_{1}\right) \tag{14}
\end{equation*}
$$

(d) The mapping $f \rightarrow \varphi\{f\}$ is such that if $\left\{f_{\alpha} \mid f_{\alpha} \in S\left(R^{4 n}\right)\right.$, $\alpha=1, \ldots, \infty\}$ is any sequence of test functions which tends to zero in the sense of the test function space topology, i. e., such that (5) holds, then

$$
\begin{equation*}
\sin _{\alpha \rightarrow \infty} X \varphi\left\{f_{\alpha}\right\} \psi=0 \tag{15}
\end{equation*}
$$

for any $\left(X, D_{1}\right) \in P(M)$ and any $\psi \in D_{1}$.
(e) Let $R$ be any open subset of Minkowski space. Let $P(R)$ denote the linear span of the identity operator I and all operators ( $\varphi\{f\}, D_{1}$ ), where $f \in S\left(R^{4 n}\right)$ for some $n \geqslant 1$ and such that $\operatorname{supp}(f) \subset\left\{\left(x_{1}, \ldots, x_{n}\right) \mid x_{k} \in R\right.$, $k=1, \ldots, n\}$.

Then, if $R_{1}$ and $R_{2}$ are any two open subsets of Minkowski space which are spacelike separated [i. e., $(x-y) \circ(x-y)<0$ for any $x \in R_{1}, y \in R_{2}$, we have

$$
\begin{equation*}
[X, Y] \psi=0, \text { all } \psi \in D_{1} \tag{16}
\end{equation*}
$$

for all $X \in P\left(R_{1}\right)$ and all $Y \in P\left(R_{2}\right)$.
Our purpose with the preceding account was to state precisely what we assume, and not to formulate a minimal set of postulates for field theory. It will be noted that the conditions which we have stated are in fact not all logically independent of each other. It should also be noted that we do not assume anything beyond what is implied by the usual minimal assumptions for quantum field theory.

Since operators linear in the field will be of particular interest, we employ a special notation for the case $f \in S\left(R^{4}\right)$, namely,

$$
\begin{equation*}
\varphi[f]=\varphi\{f\}=\int_{(\infty)} d^{4}(x) f(x) \varphi(x) \tag{17}
\end{equation*}
$$

For any open subset $R$ of Minkowski space we denote by $p_{0}(R)$ the polynomial algebra generated by the identity I, and all operators $\left(\varphi[f], D_{1}\right)$ such that $\operatorname{supp}(f) \subset R$. With reference to the definition of the algebra $P(R)$ in (e) above, we then have $p_{0}(R) \subset p(R) \subset p(M)$. We state some well-known properties of these algebras as follows.

Lemma 1: (a) (Theorem of Reeh and Schlieder ${ }^{12}$ ) Let $R$ be any open, nonempty subset of Minkowski space $M$. Then $p_{0}(R) \Omega$ is dense in the Hilbert space $H$.
(b) Let $\left(X, D_{1}\right) \in P(R)$. Then there exists a sequence of operators $\left\{\left(X_{\alpha}, D_{1}\right) \mid\left(X_{\alpha}, D_{1}\right) \in p_{0}(R), \quad \alpha=1, \ldots, \infty\right\}$ such that

$$
\begin{equation*}
\underset{\alpha \rightarrow \infty}{s-\lim _{\alpha}} Y X_{\alpha} \psi=Y X \psi \tag{18}
\end{equation*}
$$

for every $Y \in P(M)$ and every $\psi \in D_{1}$.
(c) The linear manifold $D_{0} \subset D_{1}$ defined as $D_{0}=p_{0}(M) \Omega$ is dense in the Hilbert space, and

$$
\begin{equation*}
\left(X, D_{0}\right)^{*}=\left(X, D_{1}\right)^{*}, \quad\left(X, D_{0}\right)^{* *}=\left(X, D_{1}\right)^{* *} \tag{19}
\end{equation*}
$$

for every $\left(X, D_{1}\right) \in P(M)$.
The above is of interest with reference to other approaches to field theory, in which the initial object of
interest is $\varphi[f]$, defined on $D_{0}$, and where the commutation relation (16) is at first assumed only for operators $X$ and $Y$ of this special form. After the appropriate extensions and constructions one arrives at the equivalent of our formulation. We preferred to introduce the domain $D_{1}$ immediately, and to regard all field operators as defined on precisely $D_{1}$. The symbols $X^{*}, X^{* *}$, and $X^{\dagger}$, for $\left(X, D_{1}\right) \in P(M)$, thus refer to the adjoint, closure and Hermitian conjugate defined relative to this domain.

Whereas the domains $D_{0}$ and $D_{1}$ are Poincaré invariant, this is, of course, in general not the case for the domain $D\left(X^{*}\right)$ of ( $\left.X, D_{1}\right)^{*}$ and the domain $D\left(X^{* *}\right)$ of $\left(X, D_{1}\right)^{* *}$. We have the relations

$$
\begin{align*}
& \left(U(\Lambda) X U(\Lambda)^{-1}, D_{1}\right)^{*}=\left(U(\Lambda) X^{*} U(\Lambda)^{-1}, U(\Lambda) D\left(X^{*}\right)\right)  \tag{20a}\\
& \left(U(\Lambda) X U(\Lambda)^{-1}, D_{1}\right)^{* *}=\left(U(\Lambda) X^{* *} U(\Lambda)^{-1}, U(\Lambda) D\left(X^{* *}\right)\right) \tag{20b}
\end{align*}
$$

We finally note that it trivially follows from (13a) that

$$
\begin{equation*}
\left(X^{\dagger}, D_{1}\right)^{* *}=\left(X^{\dagger * *}, D\left(X^{\dagger * *}\right)\right) \subset\left(X, D_{1}\right)^{*}=\left(X^{*}, D\left(X^{*}\right)\right) . \tag{21}
\end{equation*}
$$

For a particular operator ( $X, D_{1}$ ) equality obtains in (21) above if and only if $D_{1}$ is a core for $\left(X, D_{1}\right)^{*}$. [For a Hermitian operator this means that $\left(X, D_{1}\right)$ is essentially self-adjoint. ] In general discussions of field theory no assumption is made about the possible existence of a set of field operators for which (21) might hold as an equality.

## III. About some consequences of the SPECTRAL CONDITION

It is well-known that the unitary representation $x$
$\rightarrow T(x)$ of the translation group can be extended to a representation of the semigroup of all complex translations $z=x+i y$, with $x$ and $y$ real, $y \in \bar{V}_{+}$, by

$$
\begin{equation*}
T(z)=\int \exp (i z \cdot p) \mu\left(d^{4} p\right)=\exp (i z \cdot P) \tag{22}
\end{equation*}
$$

where the operator-valued function $T(z)$ satisfies $\|T(z)\|$ $=1$ and is a strongly continuous function of $z$ on the closed forward imaginary tube $\bar{V}_{+i}=\left\{z \mid \operatorname{Im}(z) \in \bar{V}_{+}\right\}$. Furthermore, the function $T(z)$ is analytic in the sense of the uniform topology on the open forward imaginary tube $V_{+i}$, which implies in particular that the vectorvalued function $T(z) \psi$ of $z$ is strongly analytic on $V_{+i}$ for any $\psi \in H$.

Let $f \in S\left(R^{4 n}\right)$. We define a Fourier transform $\tilde{f}$ of $f$ by

$$
\begin{align*}
& \tilde{f}\left(p_{1}, \ldots, p_{n}\right) \\
& \quad=\int_{(\infty)} d^{4}\left(x_{1}\right) \cdots d^{4}\left(x_{n}\right) f\left(x_{1}, \ldots, x_{n}\right) \exp \left(i \sum_{r=1}^{n} x_{r} \cdot p_{r}\right) . \tag{23}
\end{align*}
$$

We consider the following:
Lemma 2. Let $z \in \bar{V}_{+i}$, i. e., $z$ is any complex 4-vector in the closed forward imaginary tube. Then

$$
\begin{equation*}
T(z) D_{1} \subset D_{1} \tag{24}
\end{equation*}
$$

If $f \in S\left(R^{4 n}\right)$ there exists an $f_{z} \in S\left(R^{4 n}\right)$ such that

$$
\begin{equation*}
\tilde{f}_{z}\left(p_{1}, \ldots, p_{n}\right)=\tilde{f}\left(p_{1}, \ldots, p_{n}\right) \exp \left(i z \cdot \sum_{r=1}^{n} p_{r}\right) \tag{25a}
\end{equation*}
$$

for $\left(p_{1}, \ldots, p_{n}\right) \in V_{n}$, where $V_{n}$ is the subset of $R^{4 n}$ defined by

$$
\begin{equation*}
V_{n}=\left\{\left(p_{1}, \ldots, p_{n}\right) \mid \sum_{r=k}^{n} p_{r} \in \bar{V}_{*}, k=1, \ldots, n\right\} \tag{25b}
\end{equation*}
$$

and for every such $f_{z}$ we have

$$
\begin{equation*}
T(z) \varphi\{f\} \Omega=\varphi\left\{f_{z}\right\} \Omega \tag{25c}
\end{equation*}
$$

The above facts are well known, and we refer to the monograph by Jost ${ }^{17}$ for a discussion of these and related issues. Here we only note the following. It is a consequence of the spectral condition that any vector $\varphi\{f\} \Omega$ only depends on the restriction of $\tilde{f}$ to the set $V_{n}$ defined in (25b), i. e., if $\tilde{f}=0$ on $V_{n}$, then the vector vanishes. It is of interest to exhibit a particular function $f_{z}$ which satisfies (25a), and hence (25c). Let $u_{0}(t)$ be an infinitely differentiable function of $t$ on $R^{1}$ such that $u_{0}(t)=1$ for $t \geqslant 0$ and $u_{0}(t)=0$ for $t \leqslant-1$. We define a function $E(p ; z)$ of the real 4 -vector $p$ and the complex 4-vector $z$ by

$$
\begin{equation*}
E(p ; z)=u_{0}(p \cdot p) u_{0}\left(p^{4}\right) \exp (i z \cdot p) \tag{26}
\end{equation*}
$$

This function satisfies $E(p ; z)=\exp (i z \cdot p)$ for $p \in \bar{V}_{+}$. It is easily seen that for any $z \in V_{+i}$ the function $E(p ; z)$, as a function of $p$, is included in $S\left(R^{4}\right)$. Furthermore, if $f \in S\left(R^{4 n}\right)$, then the function $f_{z}$ with the Fourier transform

$$
\begin{equation*}
\tilde{f}_{z}\left(p_{1}, \ldots, p_{n}\right)=E(p ; z) \tilde{f}\left(p_{1}, \ldots, p_{n}\right), \quad p=\sum_{r=1}^{n} p_{r} \tag{27}
\end{equation*}
$$

is, as a function of $\left(x_{1}, \ldots, x_{n}\right)$, included in $S\left(R^{4 n}\right)$ for any $z \in \bar{V}_{+i}$. Now (25a) holds trivially, and it follows that ( 25 c ) holds.

The next lemma can be regarded as a generalization of the preceding lemma.

Lemma 3. Let $T_{n}$ be the open tube region in $4 n-$ dimensional complex space $C^{4 n}$, regarded as the direct sum of $n$ replicas of complex Minkowski space, which is defined by

$$
\begin{equation*}
T_{n}=\left\{\left(z_{1}, \ldots, z_{n}\right) \mid z_{k} \in V_{+i}, k=1, \ldots, n\right\} . \tag{28}
\end{equation*}
$$

Let $\left\{f_{k} \mid f_{k} \in S\left(R^{4}\right), k=1, \ldots, n\right\}$ be any $n$-tuplet of test functions. Then we have the following:
(a) The vector

$$
\begin{align*}
& \beta\left(z_{1}, \ldots, z_{n}\right) \\
& \quad=T\left(z_{1}\right) \varphi\left[f_{1}\right] T\left(z_{2}\right) \varphi\left[f_{2}\right] \cdots T\left(z_{n}\right) \varphi\left[f_{n}\right] \Omega \tag{29}
\end{align*}
$$

is well defined (through successive left multiplications) for all $\left(z_{1}, \ldots, z_{n}\right) \in \bar{T}_{n}$, and

$$
\begin{equation*}
\beta\left(z_{1}, \ldots, z_{n}\right)=\varphi\{f\} \Omega, \tag{30a}
\end{equation*}
$$

where $f=f\left(x_{1}, \ldots, x_{n} ; z_{1}, \ldots, z_{n}\right)$ is the function whose Fourier transform with respect to the variables $\left(x_{1}, \ldots, x_{n}\right)$ is given by
$\tilde{f}\left(p_{1}, \ldots, p_{n} ; z_{1}, \ldots, z_{n}\right)=\prod_{k=1}^{n} \tilde{f}_{k}\left(p_{k}\right) E\left(\sum_{r=k}^{n} p_{r} ; z_{k}\right)$
and where $E(p ; z)$ is the function defined in (26).
(b) The vector-valued function $\beta\left(z_{1}, \ldots, z_{n}\right)$ of $\left(z_{1}, \ldots, z_{n}\right)$ is strongly continuous on the closed tube $\bar{T}_{n}$, and analytic on the open tube $T_{n}$.

Proof: (1) The assertions in part (a) follow trivially from Lemma 2, by induction on $n$.
(2) The proof that $\beta$ is strongly continuous on $\bar{T}_{n}$ requires an examination of the function $\tilde{f}$ given by ( 30 b ). We regard this function as a vector-valued function on $\bar{T}_{n}$, i. e., as a function of $\left(z_{1}, \ldots, z_{n}\right)$ with range in $S\left(R^{4 \eta}\right)$. In view of the simple nature of the function $E(p ; z)$, as given by (26), it is now easily shown that $\tilde{f}$ is continuous on $\bar{T}_{n}$ in the sense of the test function space topology; since this topology is invariant under the Fourier transform, the same holds for $f$, regarded as an $S\left(R^{4 n}\right)$-valued function on $\bar{T}_{n}$. It follows, in view of the assumption expressed in (15), that $\beta$ is strongly continuous as asserted.
(3) Since $\beta$ is strongly continuous on $\bar{T}_{n}$ it follows that $\beta$ is bounded on any closed polydisc contained in $\bar{T}_{n}$. To show that $\beta$ is analytic on $T_{n}$ it therefore suffices to show that the function $\left\langle\eta \mid \beta\left(z_{1}, \ldots, z_{n}\right)\right\rangle$ is analytic in each complex 4 -vector $z_{k}$ separately for each $\eta$ in a dense set of vectors in the Hilbert space. We select $D_{1}$ as the dense set and we then have, for $k=1, \ldots, n$, $\left\langle\eta \mid \beta\left(z_{1}, \ldots, z_{n}\right)\right\rangle=\left\langle\xi_{k} \mid T\left(z_{k}\right) \zeta_{k}\right\rangle$, with $\zeta_{k}, \xi_{k}$ independent of $z_{k}$. This scalar product is trivially analytic for $z_{k} \in V_{+i}$, which establishes the second assertion in part (b).

We are specifically interested in vectors of the form shown in (29), but it is worth noting that the lemma has an obvious generalization, in which the operators $\varphi\left[f_{k}\right]$ in (29) are replaced by arbitrary operators $X_{k} \in P(M)$.

We next consider an almost trivial extension of the theorem of Reeh and Schlieder, ${ }^{12}$ which will be needed later.

Lemma 4: Let $\left\{R_{n} \mid n=1, \ldots, \infty\right\}$ be any set of open, nonempty subsets of Minkowski space. For such a set, and for any $n \geqslant 1$, let $S_{n}$ denote the linear span of all vectors of the form

$$
\begin{equation*}
\psi=\varphi\left[f_{1}\right] \varphi\left[f_{2}\right] \cdots \varphi\left[f_{n}\right] \Omega \tag{31}
\end{equation*}
$$

with $f_{k} \in S\left(R^{4}\right), \operatorname{supp}\left(f_{k}\right) \subset R_{k}$, for $k=1, \ldots, n$.
Then the linear span of the vacuum vector $\Omega$ and the union of all the linear manifolds $S_{n}$ is dense in the Hilbert space $H$.

This version differs from the original formulation only in the circumstance that the regions $R_{k}$ need not all be the same. We feel justified in omitting the proof since it requires only a very minor modification of the proof in the case of equal regions, as presented in the monograph of Streater and Wightman. ${ }^{18}$ The lemma can also easily be proved on the basis of Lemma 3.

We next consider an interesting family of vectorvalued functions on $T_{n}$ discussed by Jost. ${ }^{19}$

Lemma 5: (a) For each $n \geqslant 1$, let $E_{n}$ be the set of all functions $f\left(x_{1}, \ldots, x_{n} ; z_{1}, \ldots, z_{n}\right)$ defined for ( $x_{1}, \ldots, x_{n}$ ) $\in R^{4 n}$ and $\left(z_{1}, \ldots, z_{n}\right) \in T_{n}$, and such that $f \in S\left(R^{4 n}\right)$ and such that the Fourier transform $\tilde{f}$ of $f$ relative to the variables $\left(x_{1}, \ldots, x_{n}\right)$ satisfies the condition
$\tilde{f}\left(p_{1}, \ldots, p_{n} ; z_{1}, \ldots, z_{n}\right)=\exp \left(i \sum_{k=1}^{n} \sum_{r=k}^{n} z_{k} \cdot p_{r}\right)$
for all $\left(p_{1}, \ldots, p_{n}\right) \in V_{n}$, with $V_{n}$ defined as in (25b). The set $E_{n}$ is nonempty, and it contains in particular the
function $f_{0}$ defined in terms of its Fourier transform by

$$
\begin{equation*}
\tilde{f}_{0}\left(p_{1}, \ldots, p_{n} ; z_{1}, \ldots, z_{n}\right)=\prod_{k=1}^{n} E\left(\sum_{r=k}^{n} p_{r} ; z_{k}\right) \tag{32b}
\end{equation*}
$$

where the function $E(p ; z)$ is defined as in (26).
To the set $E_{n}$ corresponds a unique vector-valued function $\phi\left(z_{1}, \ldots, z_{n}\right)$ on $T_{n}$, defined by

$$
\begin{equation*}
\phi\left(z_{1}, \ldots, z_{n}\right)=\varphi\{f\} \Omega \tag{32c}
\end{equation*}
$$

where $f$ is any element of $E_{n}$.
(b) The vector-valued function $\phi\left(z_{1}, \ldots, z_{n}\right)$ is strongly continuous on $T_{n}$.
(c) Let $\left\{f_{k} \mid f_{k} \in D\left(R^{4}\right), k=1, \ldots, n\right\}$ be any $n$-tuplet of test functions of compact support. Then, for any $\left(z_{1}, \ldots, z_{n}\right) \in T_{n}$,

$$
\begin{align*}
& \int_{(\infty)} d^{4}\left(x_{1}\right) \cdots d^{4}\left(x_{n}\right) f_{1}\left(x_{1}\right) f_{2}\left(x_{2}\right) \cdots f_{n}\left(x_{n}\right) \\
& \quad \times \phi\left(z_{1}+x_{1}, z_{2}+x_{2}-x_{1}, z_{3}+x_{3}-x_{2}, \ldots, z_{n}+x_{n}-x_{n-1}\right) \\
& \quad=T\left(z_{1}\right) \varphi\left[f_{1}\right] T\left(z_{2}\right) \varphi\left[f_{2}\right] \cdots T\left(z_{n}\right) \varphi\left[f_{n}\right] \Omega \tag{33}
\end{align*}
$$

where the integral at left exists as a vector-valued Riemann integral relative to the strong topology for $H$.

Proof: (1) The function $f_{0}$ trivially satisfies (32a). That it is included in $S\left(R^{4 n}\right)$, as a function of $\left(x_{1}, \ldots, x_{n}\right)$, for any $\left(z_{1}, \ldots, z_{n}\right) \in T_{n}$, follows readily from the fact that $E(p ; z) \in S\left(R^{4}\right)$, for any $z \in V_{+i}$. That the vector at right in (32c) is the same for all $f \in E_{n}$ follows from the fact that this vector depends only on the restriction of $\widetilde{f}$ to $V_{n}$.
(2) That the function $\phi$ is strongly continuous on $T_{n}$ is easily established through an examination of the properties of the function $f_{0}$, as defined in (32b). The considerations are the same as in the proof of the strong continuity of the vector $\beta$ in Lemma 3, and in fact somewhat simpler since $\left(z_{1}, \ldots, z_{n}\right)$ is now restricted to the open tube $T_{n}$.
(3) The assertion about the integral in (33) is now trivial, and the identity follows from a well-known convolution theorem for tempered distributions. ${ }^{20}$ We note that the restriction that the functions $f_{k}$ be of compact support is in fact unnecessary, but since we shall only require the lemma as stated, we selected this version in order to make the matter completely trivial.

We conclude this section by a statement of some well-known facts about the vector-valued functions $\phi$, which will be of crucial importance in our subsequent discussion.

Lemma 6: (a) The vector-valued function $\phi\left(z_{1}, \ldots, z_{n}\right)$, defined as in Lemma 5, is an analytic function of $\left(z_{1}, \ldots, z_{n}\right)$ on $T_{n}$
_(b) For any element $\Lambda=\Lambda(M, x)$ of the Poincaré group $\bar{L}_{0}$,

$$
U(\Lambda) \phi\left(z_{1}, \ldots, z_{n}\right)=\phi\left(M z_{1}+x, M z_{2}, M z_{3}, \ldots, M z_{n}\right)
$$

(c) For any $\left(z_{1}, \ldots, z_{n}\right) \in T_{n}$ the vector $\phi\left(z_{1}, \ldots, z_{n}\right)$ is an analytic vector for the Lie algebra of the group $U\left(\bar{L}_{0}\right)$.

About the proof: A detailed proof of the assertion (a) based on an examination of the properties of the func-
tion $f_{0}$ defined in (32b) is straightforward but somewhat cumbersome. For this reason it might be worthwhile to note that there is a simple proof based on Lemmas 3 and 5 , as follows. Let $g(x) \in D\left(R^{4}\right)$ be such that $\tilde{g}(0)=1$. Let $\lambda>1$. We construct the vector $\beta\left(z_{1}, \ldots, z_{n} ; \lambda\right)$ as in (29), with $f_{k}(x)=\lambda^{4} g(\lambda x)$, for $k=1, \ldots, n$. This vectorvalued function of $\left(z_{1}, \ldots, z_{n}\right)$ is an analytic function of these variables on $T_{n}$, by Lemma 3. It is easily seen, in view of (33), and in view of the strong continuity of $\phi$ on $T_{n}$, that $\beta\left(z_{1}, \ldots, z_{n} ; \lambda\right)$ tends to $\phi\left(z_{1}, \ldots, z_{n}\right)$ as $\lambda$ tends to infinity, uniformly on any closed polydisc contained in $T_{n}$, and hence $\phi$ is analytic on $T_{n}$.

The assertion (b) of the lemma is trivial, and the assertion (c) follows trivially from (a) and (b).

We finally note that the vector $\phi$ might be written as $\phi\left(z_{1}, \ldots, z_{n}\right)=\varphi\left(z_{1}\right) \varphi\left(z_{1}+z_{2}\right) \cdots \varphi\left(z_{1}+z_{2}+\cdots+z_{n}\right) \Omega$.

This formula has a proper interpretation within distribution theory, but it is here offered for heuristic purposes only.

## IV. COMPLEX LORENTZ TRANSFORMATIONS AND THE INVERSION TRANSFORMATION

We define a "right wedge" $W_{P}$, and a "left wedge" $W_{L}$, as the following open subsets of Minkowski space:

$$
\begin{equation*}
W_{R}=\left\{x\left|x^{3}>\left|x^{4}\right|\right\}, \quad W_{L}=\left\{x\left|x^{3}<-\left|x^{4}\right|\right\} .\right.\right. \tag{36}
\end{equation*}
$$

These two regions are bounded by two characteristic planes whose intersection is the 2-plane $\left\{x \mid x^{3}=x^{4}=0\right\}$.

For any subset $R$ of Minkowski space $M$ we define the causal complement $R^{c}$ of $R$ by

$$
\begin{equation*}
R^{c}=\{x \mid(x-y) \cdot(x-y)<0, \text { all } y \in R\} . \tag{37}
\end{equation*}
$$

We note that with this definition $W_{R}{ }^{c}=\bar{W}_{L}$ and $W_{L}{ }^{c}$ $=\bar{W}_{R}$, where the bar denotes the closure. We shall say that $W_{R}$ and $W_{L}$ form a complementary pair of wedges, despite the fact that $W_{R}$ is not precisely the causal complement of $W_{L}$ within our definition of this notion. ${ }^{21}$

To the pair of wedges $W_{R}$ and $W_{L}$ corresponds a four-dimensional subgroup $\bar{L}_{0}\left(W_{R}\right)=\bar{L}_{0}\left(W_{L}\right)$ of the group $\bar{L}_{0}$, namely, the group of all Poincaré transformations which map $W_{R}$ onto $W_{R}$, and $W_{L}$ onto $W_{L}$. It is easily seen that this subgroup contains, and is generated by, all translations in the 1 - and 2 -directions, all rotations about the 3 -axis, and all velocity transformations $V\left(\mathbf{e}_{3}, t\right)$ in the 3 -direction. We consider the one-parameter Abelian subgroup $\left\{V\left(\mathrm{e}_{3}, t\right) \mid t \in R^{1}\right\}$ of these velocity transformations, where $V\left(\mathrm{e}_{3}, t\right)$ is the four-by-four Lorentz matrix given in (1) in Sec. I. To $V\left(\mathrm{e}_{3}, t\right)$ corresponds the unitary operator $U\left(V\left(e_{3}, t\right), 0\right)$, which we shall also denote by the shorter symbol $V(t)$, since it will play an important role in our discussion. By Stone's theorem there exists a unique self-adjoint operator ( $K_{3,} D_{K}$ ) such that

$$
\begin{equation*}
V(t)=U\left(V\left(\mathbf{e}_{3}, t\right), 0\right)=\exp \left(-i t K_{3}\right), \text { all real } t . \tag{38}
\end{equation*}
$$

We shall consider the analytic continuation of the function $V(t)$ to the complex plane. It is well known that to any self-adjoint operator ( $K_{3}, D_{K}$ ) corresponds a representation $\tau \rightarrow \exp \left(-i \tau K_{3}\right)=V(\tau)$ of the additive group of all complex numbers $\tau$ by (in general unbound-
ed) operators. These operators have the common spectral resolution

$$
\begin{equation*}
V(\tau)=\exp \left(-i \tau K_{3}\right)=\int \exp (-i \tau s) \mu_{K}(d s) \tag{39}
\end{equation*}
$$

where $\mu_{K}$ is the spectral measure in the spectral resolution of the operator ( $K_{3}, D_{K}$ ). The domain of the closed operators $V(\tau)$ depends only on $\operatorname{Im}(\tau)$. Hence, for any $\tau=\rho+i \lambda$, with $\rho, \lambda$ real, let $D_{V}(\lambda)$ be the linear manifold such that the operator $\left(V(\tau), D_{V}(\lambda)\right)$ is closed and normal. The domain $D_{V}(\lambda)$ is given by

$$
\begin{equation*}
D_{V}(\lambda)=(1+V(i \lambda))^{-1} H \tag{40}
\end{equation*}
$$

for any real $\lambda$.
Let $\lambda \neq 0$ be real. Then $D_{V}(\lambda)$ is a core for all operators $\left(V(\tau), D_{V}(\operatorname{Im}(\tau))\right)$ such that $0 \leqslant \operatorname{Im}(\tau) / \lambda \leqslant 1$. If $\psi \in D_{V}(\lambda)$, then the vector-valued function $V(\tau) \psi$ of $\tau$ is well defined, strongly continuous and bounded on the closed strip $0 \leqslant \operatorname{Im}(\tau) / \lambda \leqslant 1$, and an analytic function of $\tau$ on the interior of this strip.

Common cores exist for the operators $V(\tau)$. For later reference we state as a lemma some well-known facts about a particular family of such cores.

Lemma 7: (a) Let $c(s) \in D\left(R^{1}\right)$, and let the bounded operator $c\left(K_{3}\right)$ be defined by

$$
\begin{equation*}
c\left(K_{3}\right)=\int c(s) \mu_{K}(d s) \tag{41}
\end{equation*}
$$

Then $c\left(K_{3}\right) H \subset D_{V}(\lambda)$ for all real $\lambda$. The function $\exp (-i \tau s) c(s)$ is also in $D\left(R^{\mathrm{i}}\right)$ for any complex $\tau$, and

$$
\begin{equation*}
V(\tau) c\left(K_{3}\right)=\int \exp (-i \tau s) c(s) \mu_{K}(d s) \tag{42}
\end{equation*}
$$

The operator-valued function $V(\tau) c\left(K_{3}\right)$ is a bounded operator for every complex $\tau$, and it is an entire analytic function of $\tau$ in the sense of the uniform topology.
(b) Let $D$ be any dense linear manifold, and let the linear manifold $D_{c}$ be defined by

$$
\begin{equation*}
D_{c}=\operatorname{span}\left\{c\left(K_{3}\right) D \mid c(s) \in D\left(R^{1}\right)\right\} . \tag{43a}
\end{equation*}
$$

Then $D_{c}$ is dense, and a core for every operator $\left(V(\tau), D_{V}(\operatorname{Im}(\tau))\right)$, i. e. , $D_{c} \subset D_{V}(\operatorname{Im}(\tau))$ and

$$
\begin{equation*}
\left(V(\tau), D_{c}\right)^{* *}=\left(V(\tau), D_{V}(\operatorname{Im}(\tau))\right) \tag{43b}
\end{equation*}
$$

(c) If $c(s) \in D\left(R^{1}\right)$, then $c\left(K_{3}\right)$ is also given by

$$
\begin{equation*}
c\left(K_{3}\right)=\int_{-\infty}^{\infty} d t \hat{c}(t) V(t) \tag{44a}
\end{equation*}
$$

where $\hat{c}(t)$ is the Fourier transform of $c(s)$ defined by

$$
\begin{equation*}
\hat{c}(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d s \exp (i t s) c(s) \tag{44b}
\end{equation*}
$$

We shall next consider the action of the complex velocity transformation $V(\tau)$ on the vectors $\phi\left(z_{1}, \ldots, z_{n}\right)$ introduced in Lemma 5. We first note that the matrixvalued function $V\left(e_{3}, t\right)$, defined in (1) in Sec. 1 , is an entire analytic function of $t$. Let $z=x+i y, x$ and $y$ real, be any complex 4 -vector, and let $\tau$ be any complex number. We shall write

$$
\begin{equation*}
z(\tau)=V\left(\mathrm{e}_{3}, \tau\right) z \tag{45a}
\end{equation*}
$$

and we then have, for $\tau=i \lambda$,

$$
z^{1}(i \lambda)=x^{1}+i y^{1}, \quad z^{2}(i \lambda)=x^{2}+i y^{2},
$$

$$
\begin{equation*}
z^{3}(i \lambda)=\left(x^{3} \cos (\lambda)-y^{4} \sin (\lambda)\right)+i\left(y^{3} \cos (\lambda)+x^{4} \sin (\lambda)\right), \tag{45b}
\end{equation*}
$$

$$
z^{4}(i \lambda)=\left(x^{4} \cos (\lambda)-y^{3} \sin (\lambda)\right)+i\left(y^{4} \cos (\lambda)+x^{3} \sin (\lambda)\right) .
$$

We have written the explicit transformation formulas in the above form because we are particularly interested in the case of a real $\lambda$, i. e., the case of a pure imaginary velocity transformation. We can now state the following:

Lemma 8: Let $\left(z_{1}, \ldots, z_{n}\right)$ be an $n$-tuplet of complex 4 -vectors $z_{k}=x_{k}+i y_{k}$, where $x_{k}, y_{k}$, real, $y_{k}{ }^{1}=y_{k}{ }^{2}=0$, $y_{k}{ }^{4}>\left|y_{k}{ }^{3}\right|$, for $k=1, \ldots, n$.
(a) If $x_{k} \in W_{R}$ (i. e. , $x_{k}{ }^{3}>\left|x_{k}{ }^{4}\right|$ ), for $k=1, \ldots, n$, then $\left(z_{1}(i \lambda), \ldots, z_{n}(i \lambda)\right) \in T_{n}$ for all $\lambda \in[0, \pi / 2]$. The vector $\phi\left(z_{1}, \ldots, z_{n}\right)$ is in the domain $D_{V}(\pi / 2)$, and

$$
\begin{equation*}
V(i \lambda) \phi\left(z_{1}, \ldots, z_{n}\right)=\phi\left(z_{1}(i \lambda), \ldots, z_{n}(i \lambda)\right) \tag{46}
\end{equation*}
$$

for all $\lambda \in[0, \pi / 2]$.
(b) If $x_{k} \in W_{L}$ (i. e., $x_{k}{ }^{3}<-\left|x_{k}{ }^{4}\right|$ ), for $k=1, \ldots, n$, then $\left(z_{1}(i \lambda), \ldots, z_{n}(i \lambda)\right) \in T_{n}$ for all $\lambda \in[-\pi / 2,0]$. The vector $\phi\left(z_{1}, \ldots, z_{n}\right)$ is in the domain $D_{V}(-\pi / 2)$, and the relation (46) holds for all $\lambda \in[-\pi / 2,0]$.

Proof: (1) We consider the assertions in part (a). By inspection of the explicit formulas (45b), it is easily seen that if $z=x+i y$ is a complex four-vector such that $y^{1}=y^{2}=0, y^{4}>\left|y^{3}\right|$, and $x^{3}>\left|x^{4}\right|$, then $\operatorname{Im}(z(i \lambda)) \in V_{+}$for all $\lambda \in[0, \pi / 2]$. Hence, in view of the stated conditions on $\left(z_{1}, \ldots, z_{n}\right)$, we have $\left(z_{1}(i \lambda), \ldots, z_{n}(i \lambda)\right) \in T_{n}$ for all $\lambda$ on the closed interval, with $T_{n}$ defined as in Lemma 3. Since $T_{n}$ is open there exists a connected open neighborhood $N$ (in the complex $\lambda$-plane) of the closed segment $[0, \pi / 2]$ such that $\left(z_{1}(i \lambda), \ldots, z_{n}(i \lambda)\right) \in T_{n}$ for $\lambda \in N$, and hence the vector $\phi\left(z_{1}(i \lambda), \ldots, z_{n}(i \lambda)\right)$ is well defined for $\lambda \in N$. By Lemma 6 this vector, regarded as a function of $\lambda$, is an analytic function on $N$.
(2) Let $D_{c}$ be defined as in (43a), with $D=H$. For any $\eta \in D_{c}$ the function $f_{1}(\lambda)=\left\langle V(i \lambda)^{*} \eta \mid \phi\left(z_{1}, \ldots, z_{n}\right)\right\rangle$ is an entire analytic function of $\lambda$, by Lemma 7. We define the function $f_{2}(\lambda)$ on $N$ by $f_{2}(\lambda)=\left\langle\eta \mid \phi\left(z_{1}(i \lambda), \ldots, z_{n}(i \lambda)\right)\right\rangle$. By Lemma 6 we have $f_{1}(\lambda)=f_{2}(\lambda)$ for $i \lambda$ in some real neighborhood of $\lambda=0$, and it follows that $f_{1}(\lambda)=f_{2}(\lambda)$ on $N$. Since this holds for any $\eta \in D_{c}$, and since $D_{c}$ is a core for every ( $V(\tau), D_{V}(\operatorname{Im}(\tau))$ ), it follows that $\phi\left(z_{1}, \ldots, z_{n}\right) \in D_{V}(\operatorname{Im}(i \lambda))$ for $\lambda \in N$, and that (46) holds for all $\lambda \in N$. This proves the assertions in part (a).
(3) The assertions in part (b) are proved in an entirely analogous fashion.

We next consider an involutory mapping $x \rightarrow g x$ of Minkowski space onto itself, defined by
$g x=-R\left(\mathrm{e}_{3}, \pi\right) x$ or $g\left(x^{1}, x^{2}, x^{3}, x^{4}\right)=\left(x^{1}, x^{2},-x^{3},-x^{4}\right)$
where $R\left(\mathbf{e}_{3}, \pi\right)$ denotes the rotation by angle $\pi$ about the 3 -axis. We see that $g$ maps $W_{R}$ onto $W_{L}$, and the mapping can be described as a reflection in the common "edge" $\left\{x \mid x^{3}=x^{4}=0\right\}$ of the pair of wedges $W_{R}$ and $W_{L}$.

By inspection of (45b) we see that

$$
\begin{equation*}
g=V\left(\mathbf{e}_{3}, i \pi\right) \tag{48}
\end{equation*}
$$

and this circumstance suggests the heuristic idea that something akin to $V(i \pi) \varphi(x) V(i \pi)^{-1}=\varphi(g x)$ might hold. This formula is, of course, pure nonsense as it stands, but in the following we shall establish some facts which in a sense reflect the above heuristic idea.

Lemma 9: Let $\left(x_{1}, \ldots, x_{n}\right)$ be such that $x_{k} \in W_{R}$ for $k=1, \ldots, n$. Let $v$ be the real forward timelike 4 -vector with components $v=(0,0,0,1)$, and let $l$ be a real variable. Then

$$
\begin{align*}
& \underset{t \rightarrow 0+}{s-\lim _{t \rightarrow 0} V(i \pi / 2) \phi\left(x_{1}+i t v, x_{2}+i t v, \ldots, x_{n}+i t v\right)} \\
& \quad=\underset{t \rightarrow 0+}{s-\lim _{t}} V(-i \pi / 2) \phi\left(g x_{1}+i t v, g x_{2}+i t v, \ldots, g x_{n}+i t v\right) \\
& \quad=\phi\left(z_{1}, \ldots, z_{n}\right) \tag{49}
\end{align*}
$$

where $z_{k}=\left(x_{k}{ }^{1}, x_{k}{ }^{2}, i x_{k}{ }^{4}, i x_{k}^{3}\right)$, for $k=1, \ldots, n$.
Proof: By Lemma 8, part (a), we have, for $t>0$,

$$
\begin{equation*}
V(i \pi / 2) \phi\left(x_{1}+i t v, \ldots, x_{n}+i t v\right)=\phi\left(z_{1}^{\prime}, \ldots, z_{n}^{\prime}\right) \tag{50a}
\end{equation*}
$$

where

$$
\begin{equation*}
z_{k}^{\prime}=z_{k}^{\prime}(t)=z_{k}-(0,0, t, 0), \text { for } k=1, \ldots, n . \tag{50~b}
\end{equation*}
$$

Since $g x_{k} \in W_{L}$ if $x_{k} \in W_{R}$, we similarly have, by part (b) of Lemma 8, for any $t>0$,

$$
\begin{equation*}
V(-i \pi / 2) \phi\left(g x_{1}+i t v, \ldots, g x_{n}+i t v\right)=\phi\left(z_{1}^{\prime \prime}, \ldots, z_{n}^{\prime \prime}\right) \tag{50c}
\end{equation*}
$$

with

$$
\begin{equation*}
z_{k}^{\prime \prime}=z_{k}^{\prime \prime}(t)=z_{k}+(0,0, t, 0), \quad \text { for } k=1, \ldots, n . \tag{50d}
\end{equation*}
$$

We note that $\left(z_{1}^{\prime}, \ldots, z_{n}^{\prime}\right) \in T_{n}$, and $\left(z_{1}^{\prime \prime}, \ldots, z_{n}^{\prime \prime}\right) \in T_{n}$, for all real $t$, and it follows from Lemma 5 that the vectors at right in (50a) and (50c) have well-defined strong limits as $t$ tends to zero. The equalities in (49) then follow from (50b) and (50d).

Lemma 10: Let $R_{1}$ be a bounded, open, nonempty subset of $W_{R}$, and let $x_{0} \in W_{R}$ be such that $\left(x-x_{0}\right) \in W_{L}$ for all $x \in \bar{R}_{1}$. For any integer $n>1$ we define the set $R_{n}$ by

$$
\begin{equation*}
R_{n}=\left\{x+(n-1) x_{0} \mid x \in R_{1}\right\} . \tag{51}
\end{equation*}
$$

(a) Then $R_{n} \subset W_{R}$ for all $n$, and if $n>k$, then ( $x^{\prime}-x^{\prime \prime}$ ) $\in W_{R}$ for all $x^{\prime} \in R_{n}, x^{\prime \prime} \in R_{k}$. In particular, $R_{n}$ is spacelike separated from $R_{k}$ (i. . .,$R_{n} \subset R_{k}{ }^{c}$ ) if $n \neq k$.
(b) Let $\left\{f_{k} \mid k=1, \ldots, n\right\}$ be an $n$-tuplet of test functions such that $f_{k} \in S\left(R^{4}\right)$ and $\operatorname{supp}\left(f_{k}\right) \subset R_{k}$, for $k=1, \ldots, n$. Let $f_{k}{ }^{j}$ denote the test function defined by $f_{k}{ }^{j}(x)=f_{k}(g x)$. Let $c(s) \in D\left(R^{1}\right)$. Then

$$
\begin{align*}
& V(i \pi) c\left(K_{3}\right) \varphi\left[f_{1}\right] \varphi\left[f_{2}\right] \cdots \varphi\left[f_{n}\right] \Omega \\
& \quad=c\left(K_{3}\right) \varphi\left[f_{1}{ }^{j}\right] \varphi\left[f_{2}^{j}\right] \cdots \varphi\left[f_{n}^{j}\right] \Omega . \tag{52}
\end{align*}
$$

Proof: (1) The assertions in part (a) are trivial, and need not be proved here.
(2) Let $v=(0,0,0,1)$. We consider the string of equalities:

$$
\begin{aligned}
& V(i \pi / 2) c\left(K_{3}\right) \varphi\left[f_{1}\right] \varphi\left[f_{2}\right] \cdots \varphi\left[f_{n}\right] \Omega \\
& =\underset{t \rightarrow 0+}{\operatorname{s-lim} V(i \pi / 2) c\left(K_{3}\right) T(i t v) \varphi\left[f_{1}\right] T(i t v) \varphi\left[f_{2}\right] \cdots T(i t v)} \\
& \quad \times \varphi\left[f_{n}\right] \Omega
\end{aligned}
$$

$$
\begin{align*}
& =\underset{t \rightarrow \lim _{+}}{s-\lim ^{2}} V(i \pi / 2) c\left(K_{3}\right) \int_{(\infty)} d^{4}\left(x_{1}\right) \cdots d^{4}\left(x_{n}\right) f_{1}\left(x_{1}\right) f_{2}\left(x_{2}\right) \cdots f_{n}\left(x_{n}\right) \\
& \times \phi\left(i t v+x_{1}, i t v+x_{2}-x_{1}, i t v+x_{3}-x_{2}, \ldots, i t v+x_{n}-x_{n-1}\right) \\
& =\int_{(\infty)} d^{4}\left(x_{1}\right) \cdots d^{4}\left(x_{n}\right) f_{1}\left(x_{1}\right) f_{2}\left(x_{2}\right) \cdots f_{n}\left(x_{n}\right) \\
& \times \underset{t \rightarrow 0+}{s-\lim _{1}} V(i \pi / 2) c\left(K_{3}\right) \\
& \times \phi\left(i t v+x_{1}, i t v+x_{2}-x_{1}, i t v+x_{3}-x_{2}, \ldots, i t v+x_{n}-x_{n-1}\right) \\
& =\int_{(\infty)} d^{4}\left(x_{1}\right) \cdots d^{4}\left(x_{n}\right) f_{1}{ }^{j}\left(x_{1}\right) f_{2}{ }^{j}\left(x_{2}\right) \cdots f_{n}{ }^{j}\left(x_{n}\right) \\
& \times s \lim _{t \rightarrow 0+} V(-i \pi / 2) c\left(K_{3}\right) \\
& \times \phi\left(i t v+x_{1}, i t v+x_{2}-x_{1}, i t v+x_{3}-x_{2}, \ldots, i t v+x_{n}-x_{n-1}\right) \\
& =\underset{t \rightarrow 0+}{s-\lim _{t \rightarrow 0}} V(-i \pi / 2) c\left(K_{3}\right) T(i t v) \\
& \times \varphi\left[f_{1}{ }^{i}\right] T(i t v) \varphi\left[f_{2}{ }^{j}\right] \cdots T(i t v) \varphi\left[f_{n}^{j}\right] \Omega \\
& =V(-i \pi / 2) c\left(K_{3}\right) \varphi\left[f_{1}{ }^{j}\right] \varphi\left[f_{2}{ }^{j}\right] \cdots \varphi\left[f_{n}{ }^{j}\right] \Omega . \tag{53}
\end{align*}
$$

That the first member in (53) is equal to the second member, and that the last member is equal to the next to the last member, follows from Lemma 3 (i.e., from the strong continuity of the function there denoted $\beta$ ), and from the fact that the operators $V(i \pi / 2) c\left(K_{3}\right)$ and $V(-i \pi / 2) c\left(K_{3}\right)$ are bounded. That the second member is equal to the third member follows from the formula (33) in Lemma 5. In view of the properties of the integrand in the third member which follow from the facts stated in Lemma 9, and from the nature of the functions $f_{k}$, it is permissible to let the bounded operator $V(i \pi / 2) c\left(K_{3}\right)$ act on the integrand, and to take the strong limit before integration. We note that the relationships between the supports of the function $f_{k}$, as expressed in the assertions (a) of the present lemma, are essential at this step. Because of these relationships the arguments of the function $\phi$ appearing in the integrand satisfy the premises of Lemma 9, which is thus applicable. The third and the fourth members are thus equal. In a similar fashion we conclude that the fifth and the sixth members are equal. The equality of the fourth and the fifth members follows from Lemma 9. (Note the trivial change in integration variables).
(3) We finally note that the vector in (53) is in the domain of ( $V(i \pi / 2), D_{V}(\pi / 2)$ ), and if we multiply the first and the last members in the string by this operator we obtain (52).

It should be noted that the condition that the field be local has played no role in our discussion so far, and in particular the formula (52) does not depend on the assumption of locality. We shall now consider some additional conclusions which can be drawn if we take into account the locality condition (16).

From the work of Jost ${ }^{22}$ it is well known that in a local field theory based on our general assumptions there exists an antiunitary involution $\Theta_{0}$, which can be interpreted physically as an inversion transformation, or TCP-transformation (with respect to the origin in Minkowski space). This operator satisfies the conditions

$$
\begin{equation*}
\Theta_{0}^{2}=I, \quad \Theta_{0} \Omega=\Omega, \quad \Theta_{0} U(M, x) \Theta_{0}=U(M,-x), \tag{54a}
\end{equation*}
$$

and

$$
\begin{equation*}
\Theta_{0} \varphi(x) \Theta_{0}=\varphi(-x), \tag{54b}
\end{equation*}
$$

where the last relation refers specifically to the case of a Hermitian scalar field.

We shall introduce another antiunitary involution $J$, defined by

$$
\begin{equation*}
J=U\left(R\left(\mathbf{e}_{3}, \pi\right), 0\right) \Theta_{0}=\Theta_{0} U\left(R\left(\mathbf{e}_{3}, \pi\right), 0\right) \tag{55}
\end{equation*}
$$

where, as before, $R\left(\mathbf{e}_{3}, \pi\right)$ denotes the rotation by angle $\pi$ about the 3 -axis. It is easily seen that

$$
\begin{equation*}
J^{2}=\mathrm{I}, \quad J \Omega=\Omega, \quad J U(M, x) J=U(g M g, g x) \tag{56a}
\end{equation*}
$$

where $g$ is defined in (47). Furthermore, $J D_{1}=D_{1}$, and

$$
\begin{equation*}
J \varphi[f] J=\varphi\left[f^{j}\right]^{*} \text { on } D_{1} \tag{56b}
\end{equation*}
$$

for any $f \in S\left(R^{4}\right)$, and where $f^{j}(x)=f(g x)$.
We consider the third relation in (56a) for the case of a (real) velocity transformation in the 3-direction. We have

$$
\begin{equation*}
J V(t) J=V(t), \text { all real } t \tag{57a}
\end{equation*}
$$

From this relation, and from the fact that $J$ is an antiunitary involution, we readily conclude that

$$
\begin{align*}
& J D_{K}=D_{K}, \quad J\left(K_{3}, D_{K}\right) J=-\left(K_{3}, D_{K}\right),  \tag{57b}\\
& J D_{V}(\lambda)=D_{V}(-\lambda), \quad J\left(V(\tau), D_{V}(\lambda)\right) J=\left(V\left(\tau^{*}\right), D_{V}(-\lambda)\right) \tag{57c}
\end{align*}
$$

for any complex $\tau=\rho+i \lambda, \rho$ and $\lambda$ real.
As the formula (52) suggests, the complex velocity transformations $V(i \pi)$ and $V(-i \pi)$ will be of particular interest. We shall employ the special notation

$$
\begin{equation*}
D_{+}=D_{V}(\pi), \quad D_{-}=D_{V}(-\pi) \tag{58}
\end{equation*}
$$

for the domains of these operators, and ( $V(i \pi), D_{+}$) and ( $V(-i \pi), D_{-}$) are thus self-adjoint. We then have

$$
\begin{equation*}
D_{+}=J D_{-}=V(-i \pi) D_{-}, \quad D_{-}=J D_{+}=V(i \pi) D_{+}, \tag{59a}
\end{equation*}
$$

and

$$
\begin{align*}
& J\left(V(i \pi), D_{+}\right) J=\left(V(-i \pi), D_{-}\right), \\
& J\left(V(-i \pi), D_{-}\right) J=\left(V(i \pi), D_{+}\right), \tag{59b}
\end{align*}
$$

The antiunitary involution $J$ can be regarded as associated with the pair of wedges $W_{R}$ and $W_{L}$, or, if we like, with their common "edge," whereas the involution $\Theta_{0}$ is associated with a point, the origin of Minkowski space. $J$ is the Hilbert space object corresponding to the involution $g$ on Minkowski space, as revealed by (56b). We note that if $\operatorname{supp}(f) \subset W_{R}$, then $\operatorname{supp}\left(f^{j}\right) \subset W_{L}$, and vice versa. Conjugation with $J$ thus maps operators locally associated with the right wedge $W_{R}$ into operators locally associated with the left wedge $W_{L}$. We also note that

$$
\begin{equation*}
J U(\Lambda) J=U(\Lambda), \quad \text { all } \Lambda \in \bar{L}_{0}\left(W_{R}\right), \tag{60}
\end{equation*}
$$

where $\bar{L}_{0}\left(W_{R}\right)$ is the group of all Poincare transformations which map $W_{R}$ onto $W_{R}$.

We shall next consider an extension of Lemma 10 which incorporates the condition that the field be local.

Lemma 11: Let $\left\{R_{n} \mid n=1, \ldots, \infty\right\}$ be a fixed set of bounded, open, nonempty subsets of $W_{R}$, constructed as
in Lemma 10. Let $Q$ be the linear span of the identity operator I and all operators ( $Q, D_{1}$ ) of the form

$$
\begin{equation*}
Q=\varphi\left[f_{1}\right] \varphi\left[f_{2}\right] \cdots \varphi\left[f_{n}\right] \tag{61}
\end{equation*}
$$

where $\left\{f_{k} \mid k=1, \ldots, n\right\}$ is any $n$-tuplet of test functions such that $f_{k} \in S\left(R^{4}\right)$ and $\operatorname{supp}\left(f_{k}\right) \subset R_{k}$, for $k=1, \ldots, n$.

Then:
(a) The linear manifold $D_{q}=Q \Omega$ is dense in the Hilbert space $H$, and $D_{q c}=\operatorname{span}\left\{c\left(K_{3}\right) D_{q} \mid c(s) \in D\left(R^{1}\right)\right\}$ is a core for every operator $\left(V(\tau), D_{V}(\operatorname{Im}(\tau))\right)$.
(b) $\left(Q^{*}, D_{1}\right) \in Q$ if $\left(Q, D_{1}\right) \in Q$.
(c) If $\left(Q, D_{1}\right) \in Q$ and $c(s) \in D\left(R^{1}\right)$, then

$$
\begin{equation*}
V(i \pi) c\left(K_{3}\right) Q \Omega=c\left(K_{3}\right) J Q^{*} \Omega . \tag{62}
\end{equation*}
$$

Proof: (1) The assertions (a) follow directly from Lemmas 4 and 7.
(2) The assertion (b) is trivial if $Q$ is a multiple of $I$. If $Q$ is of the special form (61) we have

$$
\begin{align*}
Q^{\dagger} & =\varphi\left[f_{n}^{\dagger}\right] \cdots \varphi\left[f_{2}^{\dagger}\right] \varphi\left[f_{1}^{\dagger}\right] \\
& =\varphi\left[f_{1}^{\dagger}\right] \varphi\left[f_{2}^{\dagger}\right] \cdots \varphi\left[f_{n}^{\dagger}\right], \tag{63}
\end{align*}
$$

where the second member is equal to the third in view of the locality condition (16), and in view of the relationships between the supports of the functions $f_{k}$, as stated in part (a) of Lemma 10 . Since $\left(Q^{*}, D_{1}\right)=\left(Q^{\dagger}, D_{1}\right)$, we see that $\left(Q^{*}, D_{1}\right) \in Q$.
(3) The relation (62) is trivial if $Q$ is a multiple of $I$. For $Q$ of the special form (61) we have, in view of (63),

$$
\begin{equation*}
J Q^{\dagger} J=\varphi\left[f_{1}{ }^{j}\right] \varphi\left[f_{2}{ }^{i}\right] \cdots \varphi\left[f_{n}^{j}\right] . \tag{64}
\end{equation*}
$$

Since $Q^{*} \Omega=Q^{\boldsymbol{\dagger}} \Omega$ the relation (62) then follows from (64) and from (52) in Lemma 10. This, in effect, proves the assertion (c).
To an $n$-tuplet ( $x_{1}, \ldots, x_{n}$ ) such that $x_{k} \in R_{k}$ for $k$ $=1, \ldots, n$, corresponds the $n$-tuplet $\left(x_{1}, x_{2}-x_{1}\right.$, $x_{3}-x_{2}, \ldots, x_{n}-x_{n-1}$ ), which is a so-called Jost point. ${ }^{23}$ We note here that there is a very close connection between our considerations and Jost's beautiful proof of the TCP-theorem. ${ }^{22}$ In a sense the key point is the fact that the complex Lorentz transformations $V\left(\mathrm{e}_{3}, i \lambda\right)$, for $\lambda \in(0, \pi)$, map the wedge region $W_{R}$ into the forward imaginary tube $V_{+i}$. This fact, and the associated connection between complex Lorentz transformations and the inversion transformation, were discovered by Jost, and form the basis of his proof.

We are now in a position to state and prove the key theorem. For the definition of the algebras $P\left(W_{R}\right)$ and $p\left(W_{L}\right)$ we refer to our general definition [in Sec. II, immediately following Eq. (15)] of the algebra $p(R)$, for any open $R \subset M$. The algebra $P\left(W_{R}\right)$, respectively the algebra $P\left(W_{L}\right)$, can be regarded as consisting of field operators locally associated with the wedge region $W_{R}$, respectively the region $W_{L}$.

Theorem 1: (a) The algebras $p\left(W_{R}\right)$ and $P\left(W_{L}\right)$ are *algebras with the antilinear involution $\left(X, D_{1}\right) \rightarrow\left(X^{*}, D_{1}\right)$. They commute on $D_{1}$, i. e.,

$$
\begin{equation*}
[X, Y] \psi=0 \tag{65}
\end{equation*}
$$

for all $\psi \in D_{1}$ and for all $X \in P\left(W_{R}\right), \quad Y \in P\left(W_{L}\right)$.
(b) The vacuum vector $\Omega$ is cyclic and separating for both $P\left(W_{R}\right)$ and $P\left(W_{L}\right)$.
(c) With $V(t)=U\left(V\left(\mathrm{e}_{3}, t\right), 0\right)$ (a velocity transformation in the 3-direction),

$$
\begin{equation*}
V(t) \rho\left(W_{R}\right) V(t)^{-1}=\rho\left(W_{R}\right), \quad V(t) P\left(W_{L}\right) V(t)^{-1}=\rho\left(W_{L}\right) \tag{66}
\end{equation*}
$$

for all real $t$, and with $J$ defined by (55),

$$
\begin{equation*}
J P\left(W_{R}\right) J=P\left(W_{L}\right) \tag{67}
\end{equation*}
$$

(d) With $D_{+}$and $D_{-}$defined as in (58),

$$
\begin{equation*}
P\left(W_{R}\right) \Omega \subset D_{+}, \quad P\left(W_{L}\right) \Omega \subset D_{-} . \tag{68a}
\end{equation*}
$$

For any $X \in P\left(W_{R}\right)$

$$
\begin{equation*}
V(i \pi) X \Omega=J X^{*} \Omega \tag{68b}
\end{equation*}
$$

and for any $Y \in P\left(W_{L}\right)$

$$
\begin{equation*}
V(-i \pi) Y \Omega=J Y^{*} \Omega \tag{68c}
\end{equation*}
$$

(e) The condition

$$
\begin{equation*}
C_{R} X \Omega=X^{*} \Omega, \quad \text { all } X \in p\left(W_{R}\right), \tag{69a}
\end{equation*}
$$

defines an antilinear operator ( $C_{R}, P\left(W_{R}\right) \Omega$ ), and the condition

$$
\begin{equation*}
C_{L} Y \Omega=Y^{*} \Omega, \text { all } Y \in P\left(W_{L}\right), \tag{69b}
\end{equation*}
$$

defines an antilinear operator $\left(C_{L}, P\left(W_{L}\right) \Omega\right)$.
These two operators satisfy the relations

$$
\begin{align*}
& \left(C_{R}, P\left(W_{R}^{\prime}\right) \Omega\right)^{* *}=\left(C_{L}, P\left(W_{L}\right) \Omega\right)^{*}=\left(J V(i \pi), D_{+}\right)  \tag{69c}\\
& \left(C_{L}, P\left(W_{L}\right) \Omega\right)^{* *}=\left(C_{R}, P\left(W_{R}\right) \Omega\right)^{*}=\left(J V(-i \pi), D_{-}\right) \tag{69d}
\end{align*}
$$

Proof: (1) The assertions (a) and (c) are trivial. That $\Omega$ is a cyclic vector for the algebras follows from the Reeh-Schlieder theorem. That $\Omega$ is separating for $P\left(W_{R}\right)$ follows readily from the commutation relation (65), and from the fact that $\Omega$ is cyclic for $P\left(W_{L}\right)$. In a similar manner we conclude that $\Omega$ is separating for $p\left(W_{L}\right) .{ }^{24}$
(2) We now consider the assertions (d) and (e). We note that our formulation is tautological in the sense that the assertions (d) are trivially implied by the assertions (e). We presented the matter in this manner because we wanted the relations (68b) and (68c) to stand out as clearly as possible.

For didactic reasons we shall first prove the assertions (d), independently of the considerations in (e). Let a set $Q$ of operators, and a domain $D_{g c}$, be constructed exactly as in Lemma 11. We note that $Q \subset P\left(W_{R}\right)$.

Let $Q \in Q, X \in P\left(W_{R}\right)$, and $c(s) \in D\left(R^{1}\right)$. We introduce the integral representation (44) of the operator $c\left(K_{3}\right)$, and we note that

$$
\begin{equation*}
c^{*}\left(-K_{3}\right)=\int_{-\infty}^{\infty} d t \hat{c}^{*}(t) V(t) \tag{70a}
\end{equation*}
$$

where $\hat{c}(t)$ is given by (44b).
We consider the following string of equalities:
$\left\langle X \Omega \mid V(i \pi) c\left(K_{3}\right) Q \Omega\right\rangle$
$=\left\langle X \Omega \mid c\left(K_{3}\right) J Q^{*} \Omega\right\rangle=\left\langle X \Omega \mid J c^{*}\left(-K_{3}\right) Q^{*} \Omega\right\rangle$
$=\left\langle c^{*}\left(-K_{3}\right) Q^{*} \Omega \mid J X \Omega\right\rangle$

$$
\begin{align*}
& =\int_{-\infty}^{\infty} d t \hat{c}(t)\left\langle V(t) Q^{*} V(t)^{-1} \Omega \mid(J X J) \Omega\right\rangle \\
& =\int_{-\infty}^{\infty} d t \hat{c}(t)\left\langle(J X J)^{*} \Omega \mid V(t) Q V(t)^{-1} \Omega\right\rangle \\
& =\left\langle J X^{*} \Omega \mid c\left(K_{3}\right) Q \Omega\right\rangle . \tag{70b}
\end{align*}
$$

The first two members are equal in view of (62) in Lemma 11. The equality of the second and the third members follows from (57b), and since $J$ is an antiunitary involution these expressions are equal to the fourth member. The equality of the fourth and fifth members follows from (70a). The integrands in the fifth and sixth members are equal because the operator $V(t) Q^{\dagger} V(t)^{-1} \in P\left(W_{R}\right)$ commutes with the operator $J X J \in P\left(W_{L}\right)$ on $D_{1}$. The equality of the last two members follows from (44a).

In view of the construction of the domain $D_{q c}$ we conclude from (70b) that if $\eta$ is any vector in $D_{q c}$, then

$$
\begin{equation*}
\langle X \Omega \mid V(i \pi) \eta\rangle=\left\langle J X^{*} \Omega \mid \eta\right\rangle . \tag{70c}
\end{equation*}
$$

Since $D_{q c}$ is a core for ( $V(i \pi), D_{+}$) (by Lemma 11), it follows from ( 70 c ) that $X \Omega \in D_{+}$, and that (68b) holds.

The relation (68c) and the second relation in (68a) then follows trivially from (67) and (59b).
(3) The assertions (e) involve antilinear operators, and since the theory of such operators might appear less familiar than the theory of linear operators we shall make a few remarks about the subject. Let ( $A, D_{a}$ ) be an antilinear operator, defined on a dense domain $D_{a}$. The adjoint $\left(A, D_{a}\right)^{*}=\left(A^{*}, D_{a}{ }^{*}\right)$ of $\left(A, D_{a}\right)$ is defined as follows. A vector $\eta$ is in the domain $D_{a}^{*}$ of the adjoint if and only if there exists a vector $\zeta(\eta)$ such that $\langle\eta \mid A \xi\rangle$ $=\langle\xi \mid \zeta(\eta)\rangle$ for every $\xi \in D_{a}$. The operator $A^{*}$ on $D_{a}{ }^{*}$ is then defined by $A^{*} \eta=\zeta(\eta)$, and it is also antilinear. The operator $\left(A, D_{a}\right)$ is closable if and only if its adjoint is densely defined, and if it is closable its closure $\left(A, D_{a}\right)^{* *}$ is the adjoint of the adjoint $\left(A^{*}, D_{a}^{*}\right)$. The properties of an antilinear operator ( $A, D_{a}$ ) can be conveniently studied in terms of the linear operator $\left(L, D_{a}\right)=\left(J_{0} A, D_{a}\right)=J_{0}\left(A, D_{a}\right)$, where $J_{0}$ is an arbitrary antiunitary operator. We then have $\left(A, D_{a}\right)^{*}=\left(L^{*} J_{0}\right.$, $J_{0}^{-1} D\left(L^{*}\right)$ ). The operator ( $A, D_{a}$ ) is closable if and only if $\left(L, D_{a}\right)$ is closable, and if it is closable, then $\left(A, D_{a}\right)^{* *}$ $=J_{0}^{-1}\left(L, D_{a}\right)^{* *}$. The well-known polar decomposition theorem for linear operators has a counterpart for antilinear operators, as we easily see in view of the above. We note that the formulas (69c) and (69d) explicitly describe the polar decompositions of the adjoints and closures of the "adjointing operators" $C_{R}$ and $C_{L}$ defined by (69a) and (69b).
(4) After this digression we consider the assertions (e). It follows at once from the definition (69a), and from (68b) that

$$
\begin{equation*}
\left(J V(i \pi), D_{+}\right) \supset\left(C_{R}, P\left(W_{R}\right) \Omega\right), \tag{71a}
\end{equation*}
$$

and if we take the closures of both members in (71a) we obtain

$$
\begin{equation*}
\left(J V(i \pi), D_{+}\right) \supset\left(C_{R}, P\left(W_{R}\right) \Omega\right)^{* *} \tag{71b}
\end{equation*}
$$

since $\left(V(i \pi), D_{+}\right)$is self-adjoint and $\left(J V(i \pi), D_{+}\right)$therefore is closed.

We shall now show that

$$
\begin{equation*}
\left(C_{R}, P\left(W_{R}\right) \Omega\right)^{* *} \supset\left(J V(i \pi), D_{q c}\right) \tag{71c}
\end{equation*}
$$

Let $\eta$ be any vector in the domain of $\left(C_{R}, p\left(W_{R}\right) \Omega\right)^{*}$. Let $Q \in Q$, and $c(s) \in D\left(R^{1}\right)$. We again introduce the integral representation (44) for the operator $c\left(K_{3}\right)$, and we consider the string of equalities:

$$
\begin{align*}
\left\langle C_{R}\right. & * \eta\left|c\left(K_{3}\right) Q \Omega\right\rangle \\
& =\int_{-\infty}^{\infty} d t \hat{c}(t)\left\langle C_{R}{ }^{*} \eta \mid V(t) Q V(t)^{-1} \Omega\right\rangle \\
& =\int_{-\infty}^{\infty} d t \hat{c}(t)\left\langle V(t) Q^{*} V(t)^{-1} \Omega \mid \eta\right\rangle \\
& =\left\langle c^{*}\left(-K_{3}\right) Q^{*} \Omega \mid \eta\right\rangle=\left\langle J V(i \pi) c\left(K_{3}\right) Q \Omega \mid \eta\right\rangle . \tag{71d}
\end{align*}
$$

The equality of the second and third members follows from the fact that $V(t) Q V(t)^{-1} \Omega$ is in the domain of the antilinear operator ( $C_{R}, P\left(W_{R}\right) \Omega$ ). The reasoning behind the other steps is similar to the reasoning in (2) above. In view of the construction of the domain $D_{q c}$ the equalities (71d) imply (71c).

Since $D_{a c}$ is a core for ( $V(i \pi), D_{+}$), we have

$$
\begin{equation*}
\left(J V(i \pi), D_{+}\right)=\left(J V(i \pi), D_{a c}\right)^{* *} \tag{71e}
\end{equation*}
$$

and it follows from (71b) and (71e) that

$$
\begin{equation*}
\left(C_{R}, P\left(W_{R}\right) \Omega\right)^{* *}=\left(J V(i \pi), D_{+}\right) \tag{71f}
\end{equation*}
$$

The analogous relation

$$
\begin{equation*}
\left(C_{L}, p\left(W_{L}\right) \Omega\right)^{* *}=\left(J V(-i \pi), D_{-}\right) \tag{71g}
\end{equation*}
$$

is most easily proved by considering the conjugation of both members in (71f) by $J$ 。 The remaining relations in (69c) and (69d) follow trivially from (71f) and (71g), and from the relation

$$
\begin{equation*}
\left(J V(i \pi), D_{+}\right)^{*}=\left(J V(-i \pi), D_{-}\right) . \tag{71h}
\end{equation*}
$$

This completes the proof of the theorem. We conclude this section with some remarks which we hope will further clarify the situation.

Concerning the relations (69c) and (69d) we note the following. If we are given two algebras, denoted $\tilde{P}\left(W_{R}\right)$ and $\tilde{p}\left(W_{L}\right)$, which satisfy the conditions (a) and (b), and the relation (67), of Theorem 1 (for some antiunitary ${\underset{\sim}{i n v o l u t i o n ~}} J$ ), and if we define the "adjointing operators" $\tilde{C}_{R}$ and $\tilde{C}_{L}$ by ( 69 a ) and ( 69 b ), then it can be shown that these antilinear operators are closable, and that

$$
\begin{equation*}
\left(\widetilde{C}_{L}, \tilde{p}\left(W_{L}\right) \Omega\right)^{*} \supset\left(\widetilde{C}_{R}, \tilde{p}\left(W_{R}\right) \Omega\right)^{* *} \tag{72}
\end{equation*}
$$

However, it cannot be concluded that the inclusion in (72) can be replaced by equality. We can see this as follows (within the framework of quantum field theory). Suppose that the two algebras had been defined "wrongly" in such a way that they were actually equal to two algebras which in our notation are written as $P\left(W_{R}^{\prime}\right)$, respectively $P\left(W_{L}^{\prime}\right)$, where $W_{L}^{\prime}=g W_{R}^{\prime}$, and where $W_{R}^{\prime}$ is a wedge properly included in $W_{R}$, and obtained from $W_{R}$ through a translation. The conditions (a) and (b), and the relation (67), of Theorem 1 would then be satisfied, and the relation (72) would hold. The two members in (72) are, however, not equal, because the "wrong" algebras are "too small." It is significant that the "wrong" algebras, constructed as above, also do not
satisfy the relations (66), which say that the algebras are invariant under all velocity transformations $V(t)$.

As the above considerations indicate, it is easy to construct a large set of distinct closed extensions of $\left(C_{R}, P\left(W_{R}\right) \Omega\right)$. Let $W_{R}^{\prime \prime}$ be any wedge obtained by a translation of $W_{R}$, and such that $W_{R}^{\prime \prime} \supset W_{R}$. We define the operator ( $C_{R}^{\prime \prime}, P\left(W_{R}^{\prime \prime}\right) \Omega$ ) in analogy with (69a), and we then have $\left(C_{R}^{\prime \prime}, P\left(W_{R}^{\prime \prime}\right) \Omega\right) \supset\left(C_{R}, P\left(W_{R}\right) \Omega\right)$, with a corresponding inclusion relation for the closures. It is easily seen that the closures are distinct if $W_{R}^{\prime \prime} \neq W_{R}$.

Lemma 11 states facts about the field operators which are of crucial importance in the proof of Theorem 1. However, if we consider the role played by this lemma in the proof, it might seem miraculous that one can draw general conclusions about all the operators in $P\left(W_{R}\right)$ from the properties of operators in a particular set $Q$ which are locally associated with a family of regions $\left\{R_{n} \mid n=1, \ldots, \infty\right\}$ which does not cover $W_{R}$. Now it should be noted that the construction of the domain $D_{q c}$ involves operators in $V(t) Q V(t)^{-1}$, for any real $t$, but it is still the case that the set of regions $\left\{V\left(\mathrm{e}_{3}, t\right) R_{n}\right\}$ $\left.n=1, \ldots, \infty, t \in R^{1}\right\}$ does not cover $W_{R}$ either. A closer examination of this issue reveals that the "potency" of the set $Q$ ultimately depends on the geometrical fact that if $x$ is any point of $W_{R}$, then $\left\{V\left(\mathbf{e}_{3}, t\right) x \mid t \in R^{1}\right\}^{c c}=W_{R}$, where the superscript ec denotes the causal complement of the causal complement.

Finally, we note that since $Q \subset P\left(W_{R}\right)$ it follows, in view of (68b) in Theorem 1, that the factor $c\left(K_{3}\right)$ in both members of (62) in Lemma 11 is in fact "unnecessary": The relation also makes sense if $c\left(K_{3}\right)$ is replaced by 1 . We introduced this factor in order to have simple proofs of Lemmas 10 and 11.

## V. ON SOME ALGEBRAIC OUESTIONS CONNECTED WITH THEOREM 1.

This section is a mathematical preliminary to our discussion of physical duality conditions in the next section. The questions which we shall discuss are related to the issues of Theorem 1, although one might say that we are here more concerned with the properties of the triplet ( $\Omega, J, K_{3}$ ) than with the quantum fields.

We shall first be concerned with the characterization of operators in general (bounded or unbounded) which satisfy relations such as (68b) and (68c) in Theorem 1.

Lemma 12: Let $U\left(W_{R}\right)$ be the set of all closable operators $(X, D(X))$ such that $\Omega \in D(X) \cap D\left(X^{*}\right)$, and such that $X \Omega \in D_{+}$and

$$
\begin{equation*}
V(i \pi) X \Omega=J X^{*} \Omega \tag{73a}
\end{equation*}
$$

Let $U\left(W_{L}\right)$ be the set of all closable operators ( $Y, D(Y)$ ), such that $\Omega \in D(Y) \cap D\left(Y^{*}\right)$, and such that $Y \Omega \in D_{\text {- }}$ and

$$
\begin{equation*}
V(-i \pi) Y \Omega=J Y^{*} \Omega \tag{73b}
\end{equation*}
$$

Then:
(a) $(X, D(X))^{*}=\left(X^{*}, D\left(X^{*}\right)\right) \in U\left(W_{R}\right)$ if $(X, D(X)) \in U\left(W_{R}\right)$ and $(Y, D(Y))^{*}=\left(Y^{*}, D\left(Y^{*}\right)\right) \in U\left(W_{L}\right)$ if $(Y, D(Y)) \in U\left(W_{L}\right)$.
(b)

$$
\begin{equation*}
J U\left(W_{R}\right) J=U\left(W_{L}\right), \quad J U\left(W_{L}\right) J=U\left(W_{R}\right), \tag{74}
\end{equation*}
$$

i. e. , $(X, D(X)) \in U\left(W_{R}\right)$ if and only if $(J X J, J D(X))$ $\in U\left(W_{L}\right)$.
(c)

$$
\begin{equation*}
V(t) U\left(W_{R}\right) V(t)^{-1}=U\left(W_{R}\right), \quad V(t) U\left(W_{L}\right) V(t)^{-1}=U\left(W_{L}\right) \tag{75}
\end{equation*}
$$

for all real $t$.
(d) Let $U_{b}\left(W_{R}\right)$ denote the set of all bounded operators in $U\left(W_{R}\right)$, and let $U_{b}\left(W_{L}\right)$ denote the set of all bounded operators in $U\left(W_{L}\right)$. Then

$$
\begin{equation*}
U_{b}\left(W_{R}\right) \Omega=U\left(W_{R}\right) \Omega=D_{+}, \quad U_{b}\left(W_{L}\right) \Omega=U\left(W_{L}\right) \Omega=D_{-} . \tag{76}
\end{equation*}
$$

(e) The relation

$$
\begin{equation*}
\left\langle X^{*} \Omega \mid Y \Omega\right\rangle=\left\langle Y^{*} \Omega \mid X \Omega\right\rangle \tag{77}
\end{equation*}
$$

holds for all operators $(X, D(X)) \in U\left(W_{R}\right),(Y, D(Y))$ $\in U\left(W_{L}\right)$.

If a closable operator $(X, D(X)$ ) is such that $\Omega \in D(X)$ $\cap D\left(X^{*}\right)$, then $(X, D(X)) \in U\left(W_{R}\right)$ if and only if (77) holds for all $(Y, D(Y)) \in U\left(W_{L}\right)$.

If a closable operator $(Y, D(Y))$ is such that $\Omega \in D(Y)$ $\cap D\left(Y^{*}\right)$, then ( $\left.Y, D(Y)\right) \in U\left(W_{L}\right)$ if and only if (77) holds for all $(X, D(X)) \in U\left(W_{R}\right)$.
(f)

$$
\begin{equation*}
p\left(W_{R}\right) \subset U\left(W_{R}\right), \quad P\left(W_{L}\right) \subset U\left(W_{L}\right) \tag{78}
\end{equation*}
$$

Proof: (1) The assertions (a) and (b) are trivial if we take into account the relations (59a) and (59b). The assertion (c) is completely trivial.
(2) We prove the assertions (d) by exhibiting explicit mappings of $D_{+}$into $U_{b}\left(W_{R}\right)$ and of $D_{-}$into $U_{b}\left(W_{L}\right)$. For any $\xi \in D_{+}$, let the bounded operator $Z_{+}(\xi)$ be defined by

$$
\begin{equation*}
Z_{*}(\xi)=|\xi\rangle\langle\Omega|+|\Omega\rangle\langle J V(i \pi) \xi|-\langle\Omega \mid \xi\rangle|\Omega\rangle\langle\Omega| . \tag{79a}
\end{equation*}
$$

If we note that $\langle\Omega \mid \xi\rangle=\langle J V(i \pi) \xi \mid \Omega\rangle$, we easily see that the mapping $\xi \rightarrow Z_{+}(\xi)$ is a linear mapping of $D_{+}$into $U_{b}\left(W_{R}\right)$ such that

$$
\begin{equation*}
Z_{+}(\xi) \Omega=\xi, \quad Z_{+}(\xi)^{*} \Omega=J V(i \pi) \xi . \tag{79b}
\end{equation*}
$$

This proves the equalities at left in (76). The equalities at right in (76) are proved in a similar manner, through a consideration of the mapping $\eta \rightarrow Z_{-}(\eta)$, where $\eta \in D_{\text {. }}$ and

$$
\begin{equation*}
Z_{-}(\eta)=|\eta\rangle\langle\Omega|+|\Omega\rangle\langle J V(-i \pi) \eta|-\langle\Omega \mid \eta\rangle|\Omega\rangle\langle\Omega| . \tag{79c}
\end{equation*}
$$

(3) We next consider the assertions (e) in the lemma. Let $(X, D(X)) \in U\left(W_{R}\right)$ and $(Y, D(Y)) \in U\left(W_{L}\right)$. It follows from the relations (73) that

$$
\begin{align*}
\left\langle X^{*} \Omega \mid Y \Omega\right\rangle & =\langle J V(i \pi) X \Omega \mid Y \Omega\rangle=\langle V(-i \pi) J X \Omega \mid Y \Omega\rangle \\
& =\langle J X \Omega \mid V(-i \pi) Y \Omega\rangle=\left\langle J X \Omega \mid J Y^{*} \Omega\right\rangle \\
& =\left\langle Y^{*} \Omega \mid X \Omega\right\rangle \tag{80}
\end{align*}
$$

which proves the formula (77).
(4) Now let ( $X, D(X)$ ) be a closable operator such that $\Omega \in D(X) \cap D\left(X^{*}\right)$. The condition that (77) hold for all
$(Y, D(Y)) \in U\left(W_{L}\right)$ is, in view of part (d) of the lemma, equivalent to the condition that

$$
\begin{equation*}
\left\langle X^{*} \Omega \mid \eta\right\rangle=\langle J V(-i \pi) \eta \mid X \Omega\rangle \tag{81}
\end{equation*}
$$

for every $\eta \in D_{\text {. }}$. It is easily seen that Eq. (81) is equivalent to the equation

$$
\begin{equation*}
\left\langle J \eta \mid J X^{*} \Omega\right\rangle=\langle V(i \pi) J \eta \mid X \Omega\rangle . \tag{82}
\end{equation*}
$$

Since $J D_{-}=D_{+}$, and since ( $V(i \pi), D_{+}$) is self-adjoint, we conclude that if (81), and hence (82), holds for every $\eta \in D_{-}$, then $X \Omega \in D_{+}$, and (73a) holds, i. e., $(X, D(X))$ is in the set $U\left(W_{R}\right)$.

In the same manner we prove the last assertion in part (e).
(5) The assertion (f) in the lemma is a paraphrase of the assertions (d) in Theorem 1. This completes the proof.

It should be noted that the sets $U\left(W_{R}\right)$ and $U\left(W_{L}\right)$ are not algebras, and in fact not even linear manifolds. The sets $U_{b}\left(W_{R}\right)$ and $U_{b}\left(W_{L}\right)$ of bounded operators are not algebras either, but linear manifolds which are easily seen to be weakly closed. That an operator $X$ is included in one of the sets $U\left(W_{R}\right)$ or $U\left(W_{L}\right)$ is, in a sense, not a very restrictive condition: It is only a condition on the vectors $X \Omega$ and $X^{*} \Omega$. We found it convenient to introduce these sets since we will be dealing with operators which have properties such as those considered in the lemma.

We next consider some criteria for operators to be in these sets.

Lemma 13: (a) Let ( $X, D(X)$ ) be closable, and such that $\Omega \in D(X) \cap D\left(X^{*}\right)$. Then $(X, D(X)) \in U\left(W_{R}\right)$ if and only if there exists a set $C_{L} \subset U\left(W_{L}\right)$ such that $\operatorname{span}\left\{C_{L} \Omega\right\}$ is a core for $\left(V(-i \pi), D_{-}\right)$, and such that the relation

$$
\begin{equation*}
\left\langle X^{*} \Omega \mid Y \Omega\right\rangle=\left\langle Y^{*} \Omega \mid X \Omega\right\rangle \tag{83}
\end{equation*}
$$

holds for all $(Y, D(Y)) \in C_{L}$.
(b) Let ( $Y, D(Y)$ ) be closable, and such that $\Omega \in D(Y)$ $\cap D\left(Y^{*}\right)$ 。 Then $(Y, D(Y)) \in U\left(W_{L}\right)$ if and only if there exists a set $C_{R} \subset U\left(W_{R}\right)$ such that $\operatorname{span}\left\{C_{R} \Omega\right\}$ is a core for ( $V(i \pi), D_{+}$), and such that the relation (83) holds for all $(X, D(X)) \in C_{r}$.
(c) Let ( $X, D(X)$ ) be closable, and such that $\Omega \in D(X)$ $\cap D\left(X^{*}\right)$ 。 Then $(X, D(X)) \in U\left(W_{R}\right)$ if and only if there exists a set $Q_{L} \subset U\left(W_{L}\right)$ such that span $\left\{Q_{L} \Omega\right\}$ is dense in the Hilbert space $H$, and

$$
\begin{equation*}
V(t) Q_{L} V(t)^{-1}=Q_{L}, \text { all real } t, \tag{84a}
\end{equation*}
$$

and such that the relation (83) holds for all ( $Y, D(Y)$ ) $\in Q_{L}$.

In particular, $(X, D(X)) \in U\left(W_{R}\right)$ if and only if (83)
holds for every $\left(Y, D_{1}\right) \in p_{0}\left(W_{L}\right)$.
(d) Let ( $Y, D(Y)$ ) be closable, and such that $\Omega \in D(Y)$ $\cap D\left(Y^{*}\right)$. Then $(Y, D(Y)) \in U\left(W_{L}\right)$ if and only if there exists a set $Q_{R} \subset U\left(W_{R}\right)$ such that span $\left\{Q_{R} \Omega\right\}$ is dense in the Hilbert space $H$, and

$$
\begin{equation*}
V(t) Q_{R} V(t)^{-1}=Q_{R}, \text { all real } t, \tag{84b}
\end{equation*}
$$

and such that the relation (83) holds for all $(X, D(X))$ $\in Q_{R}$.

In particular, $(Y, D(Y)) \in U\left(W_{L}\right)$ if and only if (83) holds for every $\left(X, D_{1}\right) \in P_{0}\left(W_{R}\right)$.

Proof: (1) We consider the assertion (a). In view of the discussion in step (4) of the proof of the preceding lemma, we can restate the condition on $X$ as follows: The relation (82) holds for all $\eta$ in a core of ( $V(-i \pi), D_{-}$). Now, if $D^{\prime}$ is a core for ( $\left.V(-i \pi), D_{-}\right)$, then $J D^{\prime}$ is a core for ( $V(i \pi), D_{\downarrow}$ ), and we thus conclude, with reference to (82), that $X \Omega \in D_{+}$, and that (73a) holds. In an analogous manner we prove the assertion (b) in the lemma.
(2) The premises in part (c) of the lemma can be restated as follows: The relation

$$
\begin{equation*}
\left\langle J V(t) \eta \mid J X^{*} \Omega\right\rangle=\langle V(i \pi) d V(t) \eta \mid X \Omega\rangle \tag{85a}
\end{equation*}
$$

holds for all real $t$, and all $\eta$ in the dense set $D^{\prime \prime}$ $=\operatorname{span}\left\{Q_{L} \Omega\right\}$. Let $c(s) \in D\left(R^{1}\right)$. In view of (85a) and the relations (44a) and (44b) we then have

$$
\begin{align*}
& \left\langle J c\left(K_{3}\right) \eta \mid J X^{*} \Omega\right\rangle \\
& \quad=\int_{-\infty}^{\infty} d t \hat{c}(t)\left\langle J V(t) \eta \mid J X^{*} \Omega\right\rangle \\
& \quad=\int_{-\infty}^{\infty} d t \hat{c}(t)\langle V(i \pi) J V(t) \eta \mid X \Omega\rangle=\left\langle V(i \pi) J c\left(K_{3}\right) \eta \mid X \Omega\right\rangle \tag{85b}
\end{align*}
$$

for all $\eta \in D^{\prime \prime}$. In view of Lemma 7 the set $D_{c}^{\prime \prime}$
$=\operatorname{span}\left\{c\left(K_{3}\right) \eta \mid c(s) \in D\left(R^{1}\right), \eta \in D^{\prime \prime}\right\}$ is a core for $(V(-i \pi)$, $D_{-}$), and the equality of the first and fourth members in (85b) then implies, and in step (1) above, that $(X, D(X)) \in U\left(W_{R}\right)$.

In particular, these considerations hold for the case when $Q_{L}=p_{0}\left(W_{L}\right)$.

The assertions (d) are proved in an analogous manner.
We shall next consider the situation which arises when a subset of one of the sets $U\left(W_{R}\right)$ or $U\left(W_{L}\right)$ is an algebra. The following lemma is a preliminary for this study.

Lemma 14: Let $X_{1}, X_{2} \in U\left(W_{R}\right)$ be two bounded operators with the property that

$$
\begin{equation*}
X_{1} V(t) X_{2}{ }^{*} V(t)^{-1} \in U\left(W_{R}\right) \text {, all real } t . \tag{86}
\end{equation*}
$$

Then

$$
\begin{equation*}
X_{1}\left(J X_{2} J\right) \Omega=\left(J X_{2} J\right) X_{1} \Omega . \tag{87}
\end{equation*}
$$

Proof: (1) Let $Y \in U_{b}\left(W_{L}\right)$. The condition (86) then implies that

$$
\begin{equation*}
\left\langle Y \Omega \mid X_{1} V(t) X_{2}^{*} \Omega\right\rangle=\left\langle V(t) X_{2} V(t)^{-1} X_{1}^{*} \Omega \mid Y^{*} \Omega\right\rangle \tag{88a}
\end{equation*}
$$

for all real $t$. After a simple transformation of the right member, on the basis of the relations (73a) and (73b), we obtain from (88a) the relation

$$
\begin{equation*}
\left\langle Y \Omega \mid X_{1} V(t) X_{2}^{*} \Omega\right\rangle=\left\langle V(-t-i \pi) Y \Omega \mid J X_{2} J V(i \pi-t) X_{1} \Omega\right\rangle . \tag{88b}
\end{equation*}
$$

(2) In view of the properties of the exponential function $V(\tau)=\exp \left(-i \tau K_{3}\right)$ discussed in Sec. III (immediately preceding Lemma 7), we note that the three vectorvalued functions of $\tau$ given by

$$
\begin{equation*}
X_{1} V(\tau) X_{2}^{*} \Omega, \quad J X_{2} J V(i \pi-\tau) X_{1} \Omega \tag{89a}
\end{equation*}
$$

and

$$
\begin{equation*}
V\left(-\tau^{*}-i \pi\right) Y \Omega \tag{89b}
\end{equation*}
$$

are all well defined and strongly continuous on the closed strip $0 \leqslant \operatorname{Im}(\tau) \leqslant \pi$ in the complex $\tau$-plane. The functions in (89a) are strongly analytic functions of $\tau$ on the corresponding open strip, and the function in (89b) is a strongly analytic function of $\tau^{*}$ on the open strip $0>\operatorname{Im}\left(\tau^{*}\right)>-\pi$. It follows that the function $f(\tau)$ defined by

$$
\begin{align*}
f(\tau)= & \left\langle Y \Omega \mid X_{1} V(\tau) X_{2}^{*} \Omega\right\rangle \\
& -\left\langle V\left(-\tau^{*}-i \pi\right) Y \Omega \mid J X_{2} J V(i \pi-\tau) X_{1} \Omega\right\rangle \tag{89c}
\end{align*}
$$

is continuous on the closed strip $0 \leqslant \operatorname{Im}(\tau) \leqslant \pi$ and an analytic function of $\tau$ on the open $\operatorname{strip} 0<\operatorname{Im}(\tau)<\pi$. By (88b) we have $f(t)=0$ for all real $t$, and it follows that $f(\tau)=0$ throughout the closed strip. In particular, we have $f(i \pi)=0$, which, in view of (89c) and the relation (73a), implies that

$$
\begin{equation*}
\left\langle Y \Omega \mid X_{1} J X_{2} \Omega\right\rangle=\left\langle Y \Omega \mid J X_{2} J X_{1} \Omega\right\rangle \tag{89d}
\end{equation*}
$$

for all $Y \in U_{b}\left(W_{L}\right)$. Since $U_{b}\left(W_{L}\right) \Omega$ is dense in the Hilbert space $H$ by Lemma 12 the relation (87) follows.

We shall now consider von Neumann algebras of bounded operators. If $B$ is any set of bounded operators we denote the commutant of $B$ by $B^{\prime}$, and we write $B^{\prime \prime}$ for $\left(B^{\prime}\right)^{\prime}$.

Theorem 2: Let $A_{R} \subset U\left(W_{R}\right)$ be a von Neumann algebra such that $A_{R^{\prime}} \Omega$ is dense in the Hilbert space $H$, and such that

$$
\begin{equation*}
V(t) A_{R} V(t)^{-1}=A_{R}, \text { all real } t . \tag{90}
\end{equation*}
$$

Let the von Neumann algebra $A_{L}$ be defined by $A_{L}$ $=J A_{R} J$. Then:
(a)

$$
\begin{align*}
& A_{R}^{\prime}=J A_{K} J=A_{L} \subset U\left(W_{L}\right), \\
& A_{L}^{\prime}=J A_{L} J=A_{R} \subset U\left(W_{R}\right) . \tag{91}
\end{align*}
$$

(b) The vector $\Omega$ is cyclic and separating for $A_{R}$ and AL.
(c) For any real $t$,

$$
\begin{equation*}
V(t) A_{L} V(t)^{-1}=A_{L} \tag{92}
\end{equation*}
$$

(d) The linear manifold $A_{R} \Omega$ is a core for ( $\left.V(i \pi), D_{+}\right)$, and hence also for the antilinear operator ( $\left.J V(i \pi), D_{\downarrow}\right)$.

The linear manifold $A_{L} \Omega$ is a core for $\left(V(-i \pi), D_{-}\right)$, and hence also for the antilinear operator $\left(J V(-i \pi), D_{\star}\right)$.

The linear manifold $\left\{A_{R} \Omega\right\} \cap\left\{A_{L} \Omega\right\}$ is dense in the Hilbert space $H$, and a core for the operators ( $V(i \pi), D_{+}$) and ( $\left.V(-i \pi), D_{-}\right)$.
(e) The von Neumann algebra $A_{R}$ is "maximal" in the sense that if $\mathcal{A}$ is any von Neumann algebra with $\Omega$ as a separating vector, and such that $A_{R} \subset A$, and such that $V(t) A V(t)^{-1}=A$ for all real $t$, then $A=A_{R}$. The algebra $A_{R}$ is "minimal" in the sense that if $A$ is a von Neumann algebra with $\Omega$ as a cyclic vector, and such that $A \subset A_{R}$, and such that $V(t) A V(t)^{-1}=A$ for all real $t$, then $A=A_{R}$.

The algebra $A_{L}$ is "maximal" and "minimal" in the same sense.
(f) The von Neumann algebra $A_{R}$ is also "maximal within $U\left(W_{R}\right)$ " in the sense that if $A$ is any von Neumann algebra such that $A_{R} \subset A \subset U\left(W_{R}\right)$, then $A=A_{R}$.

The algebra $A_{L}$ is "maximal within $U\left(W_{L}\right)$ " in the analogous sense.

Proof: (1) We note that the premises of Lemma 14 are satisfied by any two operators in $A_{R}$. Let $X_{1}, X_{2}, X_{3} \in A_{R}$. In view of the lemma we have the following string of equalities:

$$
\begin{align*}
J X_{2} J X_{1} X_{3} \Omega & =X_{1} X_{3} J X_{2} \Omega \\
& =\left(X_{1} J\right) J X_{3} J X_{2} \Omega=X_{1} J X_{2} J X_{3} \Omega . \tag{93a}
\end{align*}
$$

Since, by the premises of the theorem, the set $\left\{X_{3} \Omega \mid X_{3} \in A_{R}\right\}$ is dense in $H$, we conclude that $\left[\left(J X_{2} J\right)\right.$, $\left.X_{1}\right]=0$, for any two $X_{1}, X_{2} \in A_{R}$, and hence we have $J \mathcal{A}_{R} J \subset \mathcal{A}_{R}^{\prime}$.
(2) The premises of part (d) of Lemma 13 are satisfied for any $Y \in A_{R}^{\prime}$ with $Q_{R}=A_{R}$, and it follows that $\mathcal{A}_{R}^{\prime}$ $\subset U\left(W_{L}\right)$. In view of the conclusion in step (1) above we thus have

$$
\begin{equation*}
A_{L}=J A_{R} J \subset A_{R}^{\prime} \subset U\left(W_{L}\right) \tag{93b}
\end{equation*}
$$

(3) Since $A_{R} \Omega$ is dense, the set $J A_{R}^{\prime} J \Omega$ is also dense, in view of (93b). The condition (90) implies that $V(t) A_{R}^{\prime} V(t)^{-1}=A_{R}^{\prime}$, and hence that $V(t)\left(J A_{K}^{\prime} J\right) V(t)^{-1}$ $=J A_{k}^{\prime} J$, for all real $t$. Since it follows from (93b) that $J A_{R^{\prime}}^{\prime} J \subset U\left(W_{R}\right)$, we conclude, by the same reasoning as in step (1) above, that

$$
\begin{equation*}
A_{R}^{\prime}=J\left(J A_{K^{\prime}}^{\prime} J\right) J \subset\left(J A_{K_{K}}^{\prime} J\right)^{\prime}=J A_{R^{\prime}}^{\prime \prime} J=J A_{K^{\prime}} J . \tag{93c}
\end{equation*}
$$

The relations (91) then follow trivially from (93b) and (93c). From what has been said we also conclude that (92) holds.
(4) We prove the assertions (d) on the basis of (92) and (90). Let $c(s) \in D\left(R^{1}\right)$, and let $X \in A_{R}$. We define the operator $X_{c}$ by

$$
\begin{equation*}
X_{c}=\int_{-\infty}^{\infty} d t \stackrel{\rightharpoonup}{c}(t) V(t) X V(t)^{-1} \tag{94a}
\end{equation*}
$$

where $\hat{c}(t)$ is given in (44b). We obviously have $X_{c} \in A_{R}$, and furthermore

$$
\begin{equation*}
X_{c} \Omega=c\left(K_{3}\right) X \Omega . \tag{94b}
\end{equation*}
$$

We then conclude, in view of Lemma 7, that the linear manifold $D_{A}=\left\{X_{c} \Omega \mid X \in A_{R}, c(s) \in D\left(R^{1}\right)\right\}$ is a core for every operator $\left(V(z), D_{y}(\operatorname{Im}(z))\right)$.

For every $Y \in A_{L}$, and any $c(s) \in D\left(R^{1}\right)$, we define $Y_{c}$ by the integral at right in (94a), with $X$ replaced by $Y$. We then have $Y_{c} \in \mathcal{A}_{L}$, and

$$
\begin{equation*}
Y_{c} \Omega=c\left(K_{3}\right) Y \Omega=\left(V(i \pi) c\left(K_{3}\right)\right)\left(J Y^{*} J\right) \Omega \tag{94c}
\end{equation*}
$$

where the second member is equal to the third in view of (73b). Since $J Y^{*} J \in A_{R}$, and since $\exp (s \pi) c(s) \in D\left(R^{1}\right)$, we conclude that $D_{A}=\left\{Y_{c} \Omega \mid Y \in \mathcal{A}_{L}, c(s) \in D\left(R^{1}\right)\right\}_{\text {。 }}$ Since $A_{R} \Omega \subset D_{+}$and $A_{L} \Omega \subset D_{-}$, the assertions (d) now follow trivially from the properties of the manifold $D_{A}$.
(5) The vector $\Omega$ is a cyclic vector for $A_{R}$ by the premises, and also, trivially, a cyclic vector for $A_{L}$. In view of (91) it follows that $\Omega$ is a separating vector for both $A_{R}$ and $A_{L}$.
(6) We next consider the assertion in part (e) of the theorem. If $\mathcal{A}$ is any von Neumann algebra with $\Omega$ as a separating vector, and such that $A_{R} \subset A$, and such that $V(t) A V(t)^{-1}=A$ for all real $t$, then $A^{\prime} \subset A_{R}^{\prime} \subset U\left(W_{L}\right)$, and $\Omega$ is a cyclic vector for $A^{\prime}$, and hence for $J A^{\prime} J \subset U\left(W_{R}\right)$. Furthermore, $V(t)\left(J A^{\prime} J\right) V(t)^{-1}=J A^{\prime} J$. The von Neumann algebra $J A^{\prime} J$ thus satisfies the premises of the present theorem, and it follows from the already established relations (91) that $J A J=A^{\prime}$, and from this relation it readily follows that $A=A_{R}$, as asserted.

Suppose now that $A$ is a von Neumann algebra with $\Omega$ as a cyclic vector, and such that $A \subset A_{R}$, and such that $V(t) A V(t)^{-1}=A$ for all real $t$. Then $A$ satisfies the premises of the present theorem. In particular, $A$ is "maximal," which implies that $A=A_{R}$.

In a similar fashion we show that $A_{L}$ is "maximal" and "minimal."
(7) To prove the assertion (f) we consider the string of equalities (93a). Suppose that $X_{1}, X_{3} \in A_{F}$, and suppose that $X_{2}$ is an element of a von Neumann algebra $A$ such that $A_{R} \subset A \subset U\left(W_{R}\right)$. It is easily seen that the premises of Lemma 14 are satisfied by the pair of operators ( $X_{1} X_{3}$ ) and $X_{2}$, and also by the pair of operators $X_{3}$ and $X_{2}$. It follows that the equalities in (93a) also hold in the present case, and we conclude, as in step (1) of the proof, that $J X_{2} J \in A_{R}^{\prime}$, i. e. , $J A J \subset A_{R}^{\prime}$. It follows that $A \subset A_{R}^{\prime} J=A_{R}$, and hence we have $A=A_{R}$, as asserted. This completes the proof of the theorem.

It should be noted that this theorem as such has little to do with the quantum field. It is of physical interest only if the algebra $A_{R}$ is in some sense "generated" by field operators in $P\left(W_{R}\right)$. We are not here asserting that such an algebra $A_{R}$ actually exists. This issue will be discussed in the next section.

At this point we wish to discuss the relationship between our considerations and the Tomita-Takesaki theory of modular Hilbert algebras. ${ }^{13,25}$ Within the framework of this theory one is able to draw some highly interesting conclusions about the structure of von Neumann algebras. The main theorem (from our point of view) is due to Tomita, and we shall state the facts in the following form.

Let $A$ be a von Neumann algebra (of operators on a separable Hilbert space) which has a cyclic and separating vector $\Omega$, and let $A^{\prime}$ denote its commutant. Then there exists a unique antiunitary involution $J$, and a unique self-adjoint operator ( $K, D_{K}$ ), which satisfy the following conditions:
(a) $J \Omega=\Omega, \quad \Omega \in D_{K}, \quad K \Omega=0$;
(b) $J A J=A^{\prime}$;
(c) $J D_{K}=D_{K}, J\left(K, D_{K}\right) J=\left(-K, D_{K}\right)$;
(d) $\exp (-i t K) A \exp (i t K)=A$,
$\exp (-i t K) A^{\prime} \exp (i t K)=A^{\prime}$,
for all real $t$, and the one-parameter group of unitary operators $\exp (-i t K)$ is thus, acting by conjugation, a group of automorphisms of $A$ and of $A^{\prime}$.
(e) If ( $C, A \Omega$ ) is the antilinear operator defined by

$$
\begin{equation*}
C X \Omega=X^{*} \Omega, \quad \text { all } X \in \mathcal{A}, \tag{95e}
\end{equation*}
$$

then

$$
\begin{equation*}
\left(J \exp (\pi K), D_{+}\right)=(C, A \Omega)^{* *} \tag{95f}
\end{equation*}
$$

where $D_{+}$is the linear manifold such that $\left(\exp (\pi K), D_{+}\right)$ is self-adjoint.
We note here that the operator $\exp (2 \pi K)$ is traditionally denoted by $\Delta$ in papers on the subject: Our notation in terms of the operator $K$ is specific for this paper, and motivated by our physical considerations.

The existing proofs of Tomita's theorem can hardly be regarded as trivial. Given the von Neumann algebra $A$ and the cyclic and separating vector $\Omega$, the operators $J$ and $\Delta$ [and also the operator $K$ by $2 \pi K=\ln (\Delta)$ ] are in fact determined through (95f), which describes the polar decomposition of the closure of the antilinear operator ( $C, A \Omega$ ). With this construction it is easily shown that the relations (95a) and (95c) hold, but the relations (95b) and (95d) are entirely nontrivial. In this paper we do not depend on Tomita's theorem, but we wanted to point out its relevance to our discussion. In particular our Theorem 2 is within the purview of the TomitaTakesaki theory. In a sense this theorem contains nothing new, but we wanted to state the facts in this form for later reference, and also to prove these facts in an elementary way directly from the particular set of premises which arises naturally from our physical considerations. In our case the existence of $J$ and $K$ is not the issue since we are given the triplet ( $\Omega, J, K_{3}$ ) to start with. If we now compare the situation described in Theorem 2 with the situation described in Tomita's theorem we see that our operators $J$ and $K=K_{3}$ are precisely the operators which in Tomita's theorem are determined by the algebra $A=A_{R}$.

Let us also note here that there are similarities between our discussion of Lemma 14 and Theorem 2, and the work of Haag, Hugenholtz, and Winnink, ${ }^{26}$ and the work of Kastler, Pool, and Thue Poulsen. ${ }^{27}$

If we consider Theorem 1 we note some further analogies with the Tomita-Takesaki theory, although it should be noted that Theorem 1 concerns unbounded operators, rather than bounded operators as in Tomita's theorem. The definition (69a) is thus analogous to the definition (95e) above, and the relation (69c) is analogous to (95f). The relation (67) has a tenuous connection with (95b), but it should be noted that it is not proper to regard the algebra $p\left(W_{L}\right)$ as the "commutant" of $P\left(W_{R}\right)$ : These algebras are rather analogous to some pair of algebras which generate the algebras $A$ and $A^{\prime}$.

The connection between the duality condition in quantum field theory and Tomita's theorem has been discussed previously by Eckmann and Osterwalder, in their discussion of the duality condition for a free field. ${ }^{7}$ We shall comment further on this in Sec. VII.

We conclude this section with an addendum to Theorem 2.

Lemma 15: Let $A_{R}$ be a von Neumann algebra which satisfies the premises of Theorem 2. Then $A_{R}$ and $A_{L}$ $=J A_{R_{R}} J=A_{R}^{\prime}$ are factors.

Proof: That the algebras $A_{R}$ and $A_{L}$ are factors means that their centers are equal to the set $\{c I\}$ of all complex multiples of the identity. In the case at hand this condition is equivalent to the statement $A_{R} \cap A_{L}=\{c I\}$.

Let $Z \in \mathcal{A}_{R} \cap \mathcal{A}_{L}$. Since $Z$ is then an element of the set $U\left(W_{R}\right) \cap U\left(W_{L}\right)$, it follows from (73a) and (73b) that

$$
\begin{equation*}
V(i \pi) Z \Omega=J Z^{*} \Omega=V(-i \pi) Z \Omega . \tag{96a}
\end{equation*}
$$

This implies that $V(i \pi) Z \Omega \in D_{\boldsymbol{*}}$, and that

$$
\begin{equation*}
V(2 \pi i) Z \Omega=\exp \left(2 \pi K_{3}\right) Z \Omega=Z \Omega, \tag{96b}
\end{equation*}
$$

which implies that $Z \Omega$ is an eigenvector of $K_{3}$, with eigenvalue 0 . It is easily seen (and well known) that under our general assumptions about the nature of the representation of $\bar{L}_{0}$ carried by the Hilbert space $H$, the only eigenvector of $K_{3}$ is the vacuum vector $\Omega$. It follows from the above that $Z \Omega=c \Omega$, for some complex number $c$, and hence that $Z=c I$. This proves the lemma.

## VI. THE DUALITY CONDITION FOR THE WEDGE REGIONS $W_{R}$ AND $W_{L}$

In this section we shall consider conditions under which the operators in $P\left(W_{R}\right)$ "generate" a von Neumann algebra $A_{R}$ which satisfies the premises of Theorem 2. The basic idea is very simple. We try to construct $A_{R}$ as the "commutant" of a suitable subset of operators in $P\left(W_{L}\right)$. The execution of this idea is, however, beset with "technical" difficulties which derive from the fact that the operator in $P\left(W_{L}\right)$ are in general unbounded. Furthermore, we are faced with the unfortunate situation that practically nothing is known about the nature of these operators as mathematical objects. It is, for instance, not known at present whether the field operators $\varphi[f]$, with $f$ real, have any local self-adjoint extensions in a sense which will be discussed later. In our discussion we wish to avoid making assumptions which might later turn out to be too restrictive. For this reason we do not try to define the algebra $A_{R}$ in terms of the commutant of all the operators in the set $P\left(W_{L}\right)$, but instead in terms of the commutant of the field operators $\varphi[f]$, with $\operatorname{supp}(f) \subset W_{L}$.

We begin with some general considerations about the commutant of a subset of $P(M)$.

Lemma 16: Let $子$ be a subset of $P(M)$, such that $\left(X^{*}, D_{1}\right) \in \exists$ for all $\left(X, D_{1}\right) \in \mathcal{F}$. Let $K_{f}$ be the set of all bounded operators $Q$ such that

$$
\begin{equation*}
Q D_{1} \subset D\left(X^{* *}\right), \quad\left[Q, X^{* *}\right] \psi=0 \tag{97a}
\end{equation*}
$$

for all $\psi \in D_{1}$, and all $\left(X, D_{1}\right) \in \mathcal{7}$. Then:
(a)

$$
\begin{equation*}
Q D\left(X^{* *}\right) \subset D\left(X^{* *}\right), \quad\left[Q, X^{* *}\right] \psi=0 \text { for all } \psi \in D\left(X^{* *}\right), \tag{97b}
\end{equation*}
$$

$Q^{*} D\left(X^{*}\right) \subset D\left(X^{*}\right), \quad\left[Q^{*}, X^{*}\right] \phi=0$ for all $\phi \in D\left(X^{*}\right)$,
for all $\left(X, D_{1}\right) \in \mathcal{Z}$.
(b) The set $K_{f}$ is a weakly closed algebra. The set $A_{f}=K_{f} \cap K_{f}^{*}=\left\{Q \mid Q, Q^{*} \in K_{f}\right\}$ is a von Neumann algebra. This algebra is precisely equal to the set of all bounded
operators $Q$ such that

$$
\begin{equation*}
\left(X, D_{1}\right)^{* *} Q \supset Q\left(X, D_{1}\right)^{* *}, \quad\left(X, D_{1}\right)^{*} Q \supset Q\left(X, D_{1}\right)^{*} \tag{98}
\end{equation*}
$$

for all $\left(X, D_{1}\right) \in \mathcal{F}$.
(c) If $G$ is any unitary operator such that $G D_{1}=D_{1}$ and $G 7 G^{-1} \subset \exists$, then $G^{-1} A_{f} G \subset A_{f}$.
(d) Let $p_{f}$ be the polynomial algebra (on $D_{1}$ ) generated by 7 . Then

$$
\begin{equation*}
\left\langle X^{*} \phi \mid Q \psi\right\rangle=\left\langle Q^{*} \phi \mid X \psi\right\rangle \tag{99}
\end{equation*}
$$

for any $X \in P_{f}$, any $Q \in A_{f}$, and any $\phi, \psi \in D_{1}$.
We omit the proofs since the above lemma is merely a summary of trivial and well-known facts. That $A_{f}$ is a von Neumann algebra if all operators $Q$ in this set satisfies (98) was shown by von Neumann, ${ }^{28}$ and the conditions (98) correspond to his conditions that the bounded operators $Q$ and $Q^{*}$ commute with the closable operator ( $X, D_{1}$ ). We note here that $K_{f}$ need not be a von Neumann algebra, i. e., $Q^{*}$ is not necessarily included in $K_{f}$ for every $Q \in K_{f}$. This circumstance derives from the fact that the adjoints of the operators in 7 are not necessarily included in the set of all closures of the operators in 7 . If it happens to be the case that $\left(X^{\dagger}, D_{1}\right)^{*}=\left(X, D_{1}\right)^{* *}$ for all $\left(X, D_{1}\right) \in \mathcal{F}$, then $K_{f}=K_{f}^{*}$ $=A_{f}$.

We shall define the commutants of sets of field operators in terms of the conditions (98), and we are now prepared to state a somewhat lengthy theorem concerning the commutants of field operators associated with either one of the wedge regions $W_{R}$ and $W_{L}$.

Theorem 3: Let $A_{c}\left(W_{R}\right)$ be the von Neumann algebra of all bounded operators $Q$ such that

$$
\begin{align*}
& Q\left(\varphi[f], D_{1}\right)^{* *} \subset\left(\varphi[f], D_{1}\right)^{* *} Q \\
& Q\left(\varphi[f], D_{1}\right)^{*} \subset\left(\varphi[f], D_{1}\right)^{*} Q \tag{100}
\end{align*}
$$

for all $f \in S\left(R^{4}\right)$ such that $\operatorname{supp}(f) \subset W_{L}$.
Similarly, let $A_{c}\left(W_{L}\right)$ be the von Neumann algebra of all bounded operators $Q$ such that (100) holds for all $f \in S\left(R^{4}\right)$ such that $\operatorname{supp}(f) \subset W_{R}$.

Then:
(a)

$$
\begin{equation*}
A_{c}\left(W_{R}\right) \subset A_{c}\left(W_{L}\right)^{\prime}, \quad A_{c}\left(W_{L}\right) \subset A_{c}\left(W_{R}\right)^{\prime} \tag{101}
\end{equation*}
$$

(b)

$$
\begin{equation*}
A_{c}\left(W_{R}\right)=U\left(R\left(\mathbf{e}_{1}, \pi\right), 0\right) A_{c}\left(W_{L}\right) U\left(R\left(\mathbf{e}_{1}, \pi\right), 0\right)^{-1} \tag{102a}
\end{equation*}
$$

where $R\left(\mathrm{e}_{1}, \pi\right)$ denotes the rotation by angle $\pi$ about the 1-axis.

Let $\sigma\left(W_{R}\right)$ be the semigroup of all elements in the Poincaré group $\bar{L}_{0}$ which map $W_{R}$ into $W_{R}$. Similarly, let $\sigma\left(W_{L}\right)=\left\{\Lambda^{-1} \mid \Lambda \in \sigma\left(W_{R}\right)\right\}$ be the semigroup of all elements in the group $\bar{L}_{0}$ which map $W_{L}$ into $W_{L}$. Then

$$
\begin{equation*}
U(\Lambda) A_{c}\left(W_{R}\right) U(\Lambda)^{-1} \subset A_{c}\left(W_{R}\right), \text { all } \Lambda \in \sigma\left(W_{R}\right) \tag{102b}
\end{equation*}
$$

and

$$
\begin{equation*}
U(\Lambda) \mathcal{A}_{c}\left(W_{L}\right) U(\Lambda)^{-1} \subset \mathcal{A}_{c}\left(W_{L}\right), \quad \text { all } \Lambda \in \sigma\left(W_{L}\right) \tag{102c}
\end{equation*}
$$

The set $\bar{L}_{0}\left(W_{R}\right)=\sigma\left(W_{R}\right) \cap \sigma\left(W_{L}\right)$ is the group of all ele-
ments of $\bar{L}_{0}$ which map $W_{R}$ onto $W_{R}$ and $W_{L}$ onto $W_{L}$, and we have

$$
U(\Lambda) A_{c}\left(W_{R}\right) U(\Lambda)^{-1}=A_{c}\left(W_{R}\right), \quad U(\Lambda) A_{c}\left(W_{L}\right) U(\Lambda)^{-1}=A_{c}\left(W_{L}\right)
$$

(102d)
for all $\Lambda \in \bar{L}_{0}\left(W_{R}\right)$. In particular,

$$
\begin{equation*}
V(t) A_{c}\left(W_{R}\right) V(t)^{-1}=A_{c}\left(W_{R}\right), \quad V(t) A_{c}\left(W_{L}\right) V(t)^{-1}=A_{c}\left(W_{L}\right) \tag{102e}
\end{equation*}
$$

for all real $t$.
(c)

$$
\begin{equation*}
A_{c}\left(W_{R}\right)=J A_{c}\left(W_{L}\right) J_{0} \tag{102f}
\end{equation*}
$$

(d) The relations

$$
\begin{equation*}
\left\langle X^{*} \phi \mid Y \psi\right\rangle=\left\langle Y^{*} \phi \mid X \psi\right\rangle, \text { all } \phi, \psi \in D_{1}, \tag{103}
\end{equation*}
$$

hold for all $X \in A_{c}\left(W_{R}\right)$ and all $Y \in P\left(W_{L}\right)$.
The relations (103) also hold for all $X \in P\left(W_{R}\right)$ and all $Y \in A_{c}\left(W_{L}\right)$.
(e) With the notation in Lemma 12 we have $A_{c}\left(W_{R}\right)$ $\subset U_{b}\left(W_{R}\right)$ and $A_{c}\left(W_{L}\right) \subset U_{b}\left(W_{L}\right)$, and hence $A_{c}\left(W_{R}\right) \Omega \subset D_{+}$, $A_{c}\left(W_{L}\right) \Omega \subset D_{-}$, and

$$
\begin{align*}
& V(i \pi) X \Omega=J X^{*} \Omega, \quad \text { all } X \in A_{c}\left(W_{R}\right)  \tag{104a}\\
& V(-i \pi) Y \Omega=J Y^{*} \Omega, \quad \text { all } Y \in A_{c}\left(W_{L}\right) \tag{104b}
\end{align*}
$$

(f) If it is the case, in addition, that $A_{c}\left(W_{R}\right) \Omega$ is dense in the Hilbert space $H$, then the algebra $\mathcal{A}_{R}=A_{c}\left(W_{R}\right)$ satisfies all the premises of Theorem 2 and Lemma 15, and, with reference to the notation in Theorem 2, $A_{L}$ $=A_{c}\left(W_{L}\right)$. In particular, the algebras $A_{c}\left(W_{R}\right)$ and $A_{c}\left(W_{L}\right)$ are factors, and they satisfy the duality condition

$$
\begin{equation*}
A_{c}\left(W_{R}\right)=A_{c}\left(W_{L}\right)^{\prime} \tag{105}
\end{equation*}
$$

Proof: (1) That $A_{c}\left(W_{R}\right)$ and $A_{c}\left(W_{L}\right)$ are indeed von Neumann algebras follows from Lemma 16. We temporarily postpone the proof of the relations (101) (of which either one implies the other). The assertions (b) and (c) of the theorem are all trivial. We consider the assertions in part (d). From Lemma 16 it follows that (103) holds for all $X \in A_{c}\left(W_{R}\right)$ and all $Y \in P_{0}\left(W_{L}\right)$. In view of Lemma 1 these relations also hold for all $Y \in P\left(W_{L}\right)$ and all $X \in \mathcal{A}_{c}\left(W_{R}\right)$, as asserted. Analogous considerations apply to the second assertion (d).
(2) The assertions (e) now follow trivially from Lemma 13 and part (d) of the theorem [setting $\phi=\psi=\Omega$ in (103)].
(3) Having established part (e) we conclude from (102e) and (102f), on the basis of Lemma 14, that

$$
\begin{equation*}
[X, Y] \Omega=0 \tag{106a}
\end{equation*}
$$

for all $X \in \mathcal{A}_{c}\left(W_{R}\right)$ and all $Y \in \mathcal{A}_{c}\left(W_{L}\right)$.
Let $x \in W_{R}$, and let $X(x)=T(x) X T(x)^{-1}$. We then have $\Lambda(\mathrm{I}, x) \in \sigma\left(W_{R}\right)$, i. e., $\Lambda(\mathrm{I}, x) W_{R} \subset W_{R}$, and hence $X(x)$ $\in A_{c}\left(W_{R}\right)$ whenever $X \in A_{c}\left(W_{R}\right)$. For any such $X(x)$ the relation (106a) thus holds for any $Y \in A_{c}\left(W_{L}\right)$, with $X(x)$ substituted for $X$.

Let $R=W_{R} \cap \Lambda(\mathrm{I}, x) W_{L}$. This region is open and nonempty for any $x \in W_{R}$. It is easily seen that if $Q=[X(x)$, $Y$, with $X(x)$ and $Y$ as above, then the conditions (100)
hold for any $f \in S\left(R^{4}\right)$ such that $\operatorname{supp}(f) \subset R$. By Lemma 16 we then conclude that

$$
\begin{equation*}
\left\langle Z_{1} \Omega \mid[X(x), Y] Z_{2} \Omega\right\rangle=\left\langle Z_{2}^{*} Z_{1} \Omega \mid[X(x), Y] \Omega\right\rangle=0 \tag{106b}
\end{equation*}
$$

for any $Z_{1}, Z_{2} \in p_{0}(R)$. Since $p_{0}(R) \Omega$ is dense it follows that $[X(x), Y]=0$, for all $x \in W_{R}$. Since the point $x=0$ is on the boundary of $W_{R}$, and since $X(x)$ is a strongly continuous function of $x$ [in view of the strong continuity of the function $T(x)]$ we conclude that $[X, Y]=0$. This proves the assertions (a) of the Theorem.
(4) The assertions (f) follow trivially from Theorem 2 and Lemma 15. This completes the proof of the theorem.

We note that the assertions (b) in the theorem correspond to geometrical conditions which obviously have to be satisfied if we wish to regard $A_{c}\left(W_{R}\right)$ as locally associated with $W_{R}$ and $A_{c}\left(W_{L}\right)$ as locally associated with $W_{L}$. In a theory in which a physical TCP-operator exists, as is the case here, the condition (102f) must also hold. The commutation relations implied by (101) correspond to a minimal condition of "physical independence" of the operators in $A_{c}\left(W_{R}\right)$ from the operators in $A_{c}\left(W_{L}\right)$. We note that the result (101) is analogous to a well-known theorem of Borchers concerning the local nature of a field which is local relative to a local irreducible field. ${ }^{14}$ The relations (103) in part (d) are "commutation relations" between the bounded operators in the von Neumann algebras and the unbounded operators in $P(M)$ in a sense which is weaker than the sense in which $Q$ commutes with $\varphi[f]$ in (100). The assertions (d) can be restated as follows ${ }^{29}$ :

$$
\begin{equation*}
X\left(Y^{*}, D_{1}\right) \subset\left(Y, D_{1}\right)^{*} X \tag{107a}
\end{equation*}
$$

for all $X \in A_{c}\left(W_{R}\right)$ and all $Y \in \rho\left(W_{L}\right)$, and

$$
\begin{equation*}
Y\left(X^{*}, D_{1}\right) \subset\left(X, D_{1}\right)^{*} Y \tag{107b}
\end{equation*}
$$

for all $Y \in A_{c}\left(W_{L}\right)$ and all $X \in P\left(W_{R}\right)$.
In the following we shall call a pair of von Neumann algebras $\mathcal{A}\left(W_{R}\right)$ and $\mathcal{A}\left(W_{L}\right)$ a pair of local wedge-algebras if and only if they satisfy all the relations (101)-(103) which the algebras $A_{c}\left(W_{R}\right)$ and $A_{c}\left(W_{L}\right)$ satisfy. It follows that a pair of local wedge-algebras also satisfies the relations (104), by the same reasoning as in the proof of Theorem 3. Note that neither the duality condition (105), nor the commutation relations (100), are implied in the notion of a pair of local wedge-algebras.

With respect to the duality condition (105) the situation is as follows. The algebras $A_{c}\left(W_{R}\right)$ and $A_{c}\left(W_{L}\right)$ are uniquely determined by the field $\varphi(x)$, and it is then a matter of "checking" whether these algebras are sufficiently large in the sense that $A_{c}\left(W_{R}\right) \Omega$ is dense in the Hilbert space $H$. We do not know at this time whether $\mathcal{A}_{1}\left(W_{R}\right) \Omega$ is dense in general, i. e., with no additional assumptions about the field. It seems to us that in a physical theory described in terms of local observables and a local quantum field $\varphi(x)$ it must be the case that there exists a von Neumann algebra $A\left(W_{R}\right)$, generated by the observables associated with the region $W_{R}$, and similarly an algebra $\mathcal{A}\left(W_{L}\right)$, and such that these algebras satisfy the conditions (a)-(d) in Theorem 3. In addition, we might require that the family of observables
associated with $W_{R}$ is sufficiently large so that $A\left(W_{R}\right) \Omega$ is dense in $H$. As an example of the kind of considerations which are relevant here we refer to the work of Licht on "strict localization. ${ }^{36 " \text { " If the algebra } \mathcal{A}\left(W_{R}\right)}$ satisfies the above conditions, then $\mathcal{A}\left(W_{R}\right) \subset U\left(W_{R}\right)$ and the relation (104a) holds because $A\left(W_{R}\right)$ is a local wedgealgebra, and since $A\left(W_{R}\right) \Omega$ is dense, it follows that the duality condition $A\left(W_{R}\right)^{\prime}=A\left(W_{L}\right)$ holds.

If it is the case that $A_{c}\left(W_{R}\right) \Omega$ is dense we would define the "algebra of observables" $A\left(W_{R}\right)$ by $A\left(W_{R}\right)=A_{c}\left(W_{R}\right)$, with reference to the construction in Theorem 3. If $A_{c}\left(W_{R}\right) \Omega$ is not dense, the algebra $\mathcal{A}\left(W_{R}\right)$, if it exists, would have to be defined differently. One possibility is the following. It might be the case that $\mathcal{A}\left(W_{R}\right)$ could be defined in a satisfactory manner as the commutant of some other subset of $P\left(W_{L}\right)$ which is "better behaved" than the set of operators $\varphi[f]$ in $p\left(W_{L}\right)$. Since we feel that we have no basis for a rational choice we shall not discuss this possibility. Another possibility is that there might exist, within the framework of the particular theory, natural extensions of the field operators $\varphi[f]$. We could then try to define $A\left(W_{R}\right)$ as the commutant of the extensions of the operators $\varphi[f]$ in $P\left(W_{L}\right)$, if it so happens that $\mathcal{A}\left(W_{R}\right) \Omega$ is dense for this choice. We shall consider a particular case of this situation below. The general problem of how to define algebras of bounded operators in terms of the unbounded field operators has been discussed by many authors, and what we say below is not particularly novel., ${ }^{1,16,29-31}$

We shall now consider four particular conditions on the quantum field which seem to us to be interesting to contemplate. Each one of these conditions guarantees the existence of local von Neumann algebras which satisfy the duality condition (105) (for the wedge regions $W_{R}$ and $W_{L}$ ).

Condition I: The linear manifold $A_{c}\left(W_{R}\right) \Omega$ is dense in the Hilbert space $H$, where $\mathcal{A}_{c}\left(W_{R}\right)$ is the von Neumann algebra constructed from the field as in Theorem 3.

Condition II: For any open nonempty subset $R$ of Minkowski space the linear manifold $C(R) \Omega$ is dense in the Hilbert space $H$, where $C(R)$ is the von Neumann algebra of all bounded operators $Q$ such that

$$
\begin{align*}
& Q\left(\varphi[f], D_{1}\right)^{* *} \subset\left(\varphi[f], D_{1}\right)^{* *} Q . \\
& Q\left(\varphi[f], D_{1}\right)^{*} \subset\left(\varphi[f], D_{1}\right)^{*} Q \tag{108}
\end{align*}
$$

for all $f \in S\left(R^{4}\right)$ such that $\operatorname{supp}(f) \subset(\bar{R})^{c}$, where $(\bar{R})^{c}$ denotes the causal complement of the closure of $R$.

Condition III: The quantum field $\varphi(x)$ has a local selfadjoint extention in the following sense. To each $f$ $\in S\left(R^{4}\right)$ corresponds a closed operator ( $\bar{\varphi}[f], D(f)$ ) such that:
(a)

$$
\begin{align*}
& (\bar{\varphi}[f], D(f))^{*}=\left(\bar{\varphi}\left[f^{*}\right], D\left(f^{*}\right)\right)  \tag{109a}\\
& (\bar{\varphi}[f], D(f)) \supset\left(\varphi[f], D_{1}\right) \tag{109b}
\end{align*}
$$

for all $f \in S\left(R^{4}\right)$. The operator ( $\bar{\varphi}[f], D(f)$ ) is thus selfadjoint if $f$ is real.
(b) If $r(x) \in S\left(R^{4}\right)$ is real, and if $f(x) \in S\left(R^{4}\right)$ such that
$\operatorname{supp}(r) \subset(\operatorname{supp}(f))^{c}$, then

$$
\begin{equation*}
F(\bar{\varphi}[f], D(f)) \subset(\bar{\varphi}[f], D(f)) F \tag{110}
\end{equation*}
$$

for any spectral projection $F$ of the self-adjoint operator ( $\bar{\varphi}[r], D(r)$ ).
(c) For any $f \in S\left(R^{4}\right), \Lambda \in \bar{L}_{0}$,

$$
\begin{equation*}
U(\Lambda)(\bar{\varphi}[f], D(f)) U(\Lambda)^{-1}=(\bar{\varphi}[\Lambda f], D(\Lambda f)) \tag{111}
\end{equation*}
$$

Condition IV: Condition III holds, with

$$
\begin{equation*}
(\bar{\varphi}[f], D(f))=\left(\varphi[f], D_{1}\right)^{* *} \tag{112}
\end{equation*}
$$

for all $f \in S\left(R^{4}\right)$ 。
The Condition II trivially implies the Condition I, and we have $C\left(W_{R}\right)=A_{c}\left(W_{R}\right), C\left(W_{L}\right)=A_{c}\left(W_{L}\right)$. Both conditions thus imply the duality condition (105) for the wedge regions. We shall consider further implications of Condition II in the next section.

Condition III is (as far as we know) much stronger than the condition that every operator ( $\varphi[f], D_{1}$ ), with $f \in S\left(R^{4}\right)$ and $f$ real, has a self-adjoint extension. The conditions (110) and (111) can be interpreted as the conditions that the extension of the field is also a local scalar field. Condition IV is the most restrictive of the conditions. It, in effect, states that the quantum field $\varphi(x)$ has a unique local, covariant, self-adjoint extension, given by (112).

Theorem 4: Condition III is assumed. Let $\mathcal{A}\left(W_{R}\right)$ be the set of all bounded operators $Q$ such that

$$
\begin{equation*}
Q(\bar{\varphi}[f], D(f)) \subset(\bar{\varphi}[f], D(f)) Q \tag{113}
\end{equation*}
$$

for all $f \in S\left(R^{4}\right)$ such that $\operatorname{supp}(f) \subset W_{L}$. Let $\mathcal{A}\left(W_{L}\right)$ be the set of all bounded operators $Q$ such that (113) holds for all $f \in S\left(R^{4}\right)$ such that $\operatorname{supp}(f) \subset W_{R}$. Then:
(a) $\mathcal{A}\left(W_{R}\right)$ and $\mathcal{A}\left(W_{L}\right)$ are von Neumann algebras with the vacuum vector $\Omega$ as a cyclic and separating vector. Both algebras are factors, and they satisfy the duality condition

$$
\begin{equation*}
A\left(W_{R}\right)^{\prime}=A\left(W_{L}\right) \tag{114}
\end{equation*}
$$

(b) If $A_{c}\left(W_{R}\right)$ and $A_{c}\left(W_{L}\right)$ are defined as in Theorem 3, then

$$
\begin{equation*}
A_{c}\left(W_{R}\right) \subset A\left(W_{R}\right), A_{c}\left(W_{L}\right) \subset \mathcal{A}\left(W_{L}\right) \tag{115}
\end{equation*}
$$

and equality obtains if and only if $A_{c}\left(W_{R}\right) \Omega$ is dense in $H_{0}$
(c) The algebras $A\left(W_{R}\right)$ and $A\left(W_{L}\right)$ form a pair of local wedge-algebras, i.e., they satisfy all the conditions (a)-(e) in Theorem 3 which the algebras $A_{c}\left(W_{R}\right)$ and $A_{0}\left(W_{L}\right)$ satisfy.
(d) Let $G\left(W_{R}\right)$ be the set of all spectral projections of all operators $(\bar{\varphi}[f], D(f))$, with $f$ real, $f \in S\left(R^{4}\right)$, and $\operatorname{supp}(f) \subset W_{R}$. Similarly, let $G\left(W_{L}\right)$ be the set of all spectral projections of all operators ( $\bar{\varphi}[f], D(f)$ ), with $f$ real, $f \in S\left(R^{4}\right)$, and $\operatorname{supp}(f) \subset W_{L}$. Then

$$
\begin{equation*}
A\left(W_{R}\right)=G\left(W_{R}\right)^{\prime \prime}, A\left(W_{L}\right)=\zeta\left(W_{L}\right)^{\prime \prime} \tag{116}
\end{equation*}
$$

Proof: (1) We first note that in view of (109a) the set $A\left(W_{R}\right)$, as defined in terms of (113), is the commutant of a set of operators which is closed under the formation of the adjoint. Hence $\mathcal{A}\left(W_{R}\right)$, and similarly $\mathcal{A}\left(W_{L}\right)$, are von Neumann algebras.

From the relation (111), which describes the action of the Poincaré group (by conjugation) on the extended field, it trivially follows that the algebras $A\left(W_{R}\right)$ and $A\left(W_{L}\right)$ satisfy all the relations (102a)-(102e) in Theorem 3, and, in particular,
$V(t) A\left(W_{R}\right) V(t)^{-1}=A\left(W_{R}\right), \quad V(t) A\left(W_{L}\right) V(t)^{-1}=A\left(W_{L}\right)$
for all real $t$. Note, however, that the relation (102f) in part (c) of Theorem 3 does not follow trivially from (111).
(2) Let $\psi, \phi \in D_{1}$, and let $f \in S\left(R^{4}\right), \operatorname{supp}(f) \subset W_{L}$. For any $X \in \mathcal{A}\left(W_{R}\right)$ we have

$$
\begin{align*}
\langle\psi \mid X \varphi[f] \phi\rangle & =\langle\psi \mid \bar{\varphi}[f] X \phi\rangle=\left\langle\psi \mid \bar{\varphi}\left[f^{*}\right]^{*} X \phi\right\rangle \\
& =\left\langle\bar{\varphi}\left[f^{*}\right] \psi \mid X \phi\right\rangle=\left\langle\varphi\left[f^{*}\right] \psi \mid X \phi\right\rangle . \tag{118a}
\end{align*}
$$

From the equality of the first and last members of (118a) it readily follows that the relations

$$
\begin{equation*}
\left\langle X^{*} \psi \mid Y \phi\right\rangle=\left\langle Y^{*} \psi \mid X \phi\right\rangle, \text { all } \phi, \psi \in D_{1}, \tag{118b}
\end{equation*}
$$

hold for all $X \in \mathcal{A}\left(W_{R}\right)$ and all $Y \in P\left(W_{L}\right)$. In a similar manner, we conclude that (118b) also hold for all $X \in P\left(W_{R}\right)$ and all $Y \in A\left(W_{L}\right)$. As in the proof of Theorem 3 we conclude that

$$
\begin{equation*}
A\left(W_{R}\right) \subset U_{b}\left(W_{R}\right), A\left(W_{L}\right) \subset U_{b}\left(W_{L}\right) . \tag{118c}
\end{equation*}
$$

(3) Trivially we have $\mathcal{G}\left(W_{R}\right)^{\prime \prime} \subset A\left(W_{R}\right)$ and $G\left(W_{L}\right)^{\prime \prime}$ $\subset A\left(W_{L}\right)$. We shall show that $\Omega$ is a cyclic vector of the von Neumann algebra $G\left(W_{R}\right)^{\prime \prime}$.

Let $\left\{R_{n} \mid n=1, \ldots, \infty\right\}$ be a set of subsets of $W_{R}$, constructed as in Lemma 10. Let $\left\{f_{k} \mid k=1, \ldots, n\right\}$ be an $n$ tuplet of real test functions such that $f_{k} \in S\left(R^{4}\right)$ and $\operatorname{supp}\left(f_{k}\right) \subset R_{k}$, for $k=1, \ldots, n$. In view of the nature of the regions $R_{k}$ it follows that the self-adjoint operators ( $\left.\bar{\varphi}\left[f_{k}\right], D\left(f_{k}\right)\right), k=1, \ldots, n$, all commute with each other, in the sense that their spectral projections commute. Let $F_{k}(\lambda)$ be the spectral projection of ( $\bar{\varphi}\left[f_{k}\right], D\left(f_{k}\right)$ ) corresponding to the interval $(-\lambda, \lambda)$, where $\lambda>0$, and let the bounded operator $Q_{k}(\lambda)$ be given by $Q_{k}(\lambda)=\bar{\varphi}\left[f_{k}\right] F_{k}(\lambda)$, for each $k=1, \ldots, n$. We then have

$$
\begin{align*}
& F_{1}(\lambda) F_{2}(\lambda) \cdots F_{n}(\lambda) \varphi\left[f_{1}\right] \varphi\left[f_{2}\right] \cdots \varphi\left[f_{n}\right] \Omega \\
& \quad=Q_{1}(\lambda) Q_{2}(\lambda) \cdots Q_{n}(\lambda) \Omega \tag{119a}
\end{align*}
$$

and hence
$\underset{\lambda \rightarrow \infty}{\operatorname{s-lim}} Q_{1}(\lambda) Q_{2}(\lambda) \cdots Q_{n}(\lambda) \Omega=\varphi\left[f_{1}\right] \varphi\left[f_{2}\right] \cdots \varphi\left[f_{n}\right] \Omega$.
The operators $Q_{k}(\lambda)$ are all included in $G\left(W_{R}\right)^{\prime \prime}$, and since (119b) holds for any $n>0$, and any choice of real test functions, we conclude that $\overline{\mathcal{G}\left(W_{R}\right)^{\prime \prime} \Omega=Q \Omega \text {, where } Q}$ is defined as in Lemma 11. By Lemma 11 it then follows that $\mathcal{G}\left(W_{R}\right)^{\prime \prime} \Omega$ is dense in $H$, and hence $A\left(W_{R}\right) \Omega$ is also dense.
(4) It is trivially the case that $V(t) \mathcal{G}\left(W_{R}\right)^{\prime \prime} V(t)^{-1}$ $=G\left(W_{R}\right)^{\prime \prime}$ for all real $t$. We now note that both $A\left(W_{R}\right)$ and $G\left(W_{R}\right)^{\prime \prime}$ satisfy the premises of Theorem 2, with $A_{R}=A\left(W_{R}\right)$, or with $A_{R}=\mathcal{G}\left(W_{R}\right)^{\prime \prime}$. It follows from this theorem, in view of $G\left(W_{R}\right)^{\prime \prime} \subset A\left(W_{R}\right)$, that

$$
\begin{equation*}
G\left(W_{R}\right)^{\prime \prime}=A\left(W_{R}\right)=J A\left(W_{R}\right)^{\prime} J=J G\left(W_{R}\right)^{\prime} J \tag{120a}
\end{equation*}
$$

similar considerations apply to $\mathcal{A}\left(W_{L}\right)$ and $\mathcal{G}\left(W_{L}\right)$, and we thus establish the relations (116).

We trivially have $\mathcal{G}\left(W_{R}\right) \subset G\left(W_{L}\right)^{\prime}$, and hence $\mathcal{G}\left(W_{R}\right)^{\prime \prime}$ $\subset G\left(W_{L}\right)^{\prime}$. Similarly, $\mathcal{G}\left(W_{L}\right)^{\prime \prime} \subset G\left(W_{R}\right)^{\prime}$, and it follows, in view of (120a), that $G\left(W_{R}\right)^{\prime \prime}=J G\left(W_{R}\right)^{\prime} J=G\left(W_{L}\right)^{\prime}$, i. e.,

$$
\begin{equation*}
A\left(W_{R}\right)=J A\left(W_{L}\right) J, \tag{120b}
\end{equation*}
$$

which shows that $J$ acts as asserted (and as expected) on the algebras $A\left(W_{R}\right)$ and $\mathcal{A}\left(W_{L}\right)$, which have now been shown to form a pair of local wedge-algebras. The duality condition (114) follows trivially from (120a) and (120b).
(5) It remains to prove the relations (115). Let $X$ $\in \mathcal{A}\left(W_{R}\right), X_{c} \in A_{c}\left(W_{R}\right)$, and let $f \in S\left(R^{4}\right), \operatorname{supp}(f) \subset W_{L}$ 。 For any vectors $\phi, \psi \in D_{1}$ we have

$$
\begin{aligned}
\left\langle\psi \mid X X_{c} \varphi[f] \phi\right\rangle & =\left\langle\psi \mid X \varphi[f]^{* *} X_{c} \phi\right\rangle=\left\langle\psi \mid X \bar{\varphi}[f] X_{c} \phi\right\rangle \\
& =\left\langle\psi \mid \bar{\varphi}[f] X X_{c} \phi\right\rangle=\left\langle\psi \mid \bar{\varphi}\left[f^{*}\right] * X X_{c} \phi\right\rangle \\
& =\left\langle\bar{\varphi}\left[f^{*}\right] \psi \mid X X_{c} \phi\right\rangle=\left\langle\varphi\left[f^{*}\right] \psi \mid X X_{c} \phi\right\rangle_{\circ}(121 \mathrm{a})
\end{aligned}
$$

From the equality of the first and the last members of (121a) it readily follows that

$$
\begin{equation*}
\left\langle Y^{*} \Omega \mid X X_{c} \Omega\right\rangle=\left\langle\Omega \mid X X_{c} Y \Omega\right\rangle \tag{121b}
\end{equation*}
$$

for any $Y \in p_{0}\left(W_{L}\right)$. By Lemma 13 we conclude that $X X_{c} \in U\left(W_{R}\right)$.
Since $X$ and $X_{c}$ are arbitrary elements of $\mathcal{A}\left(W_{R}\right)$ and $A_{c}\left(W_{R}\right)$, and since $V(t) A_{d}\left(W_{R}\right) V(t)^{-1}=A_{c}\left(W_{R}\right)$, we conclude that $X V(t) X_{c}^{*} V(t)^{-1} \in U\left(W_{R}\right)$. The operators $X$ and $X_{c}$ then satisfy the premises of Lemma 14, and it follows that

$$
\begin{equation*}
X\left(J X_{c} J\right) \Omega=\left(J X_{c} J\right) X \Omega_{\circ} \tag{121c}
\end{equation*}
$$

for any $X \in \mathcal{A}\left(W_{R}\right)$ and any $X_{c} \in \mathcal{A}_{c}\left(W_{R}\right)$. Since $\mathcal{A}\left(W_{R}\right) \Omega$ is dense in the Hilbert space it follows, by the same kind of reasoning as in step (1) of the proof of Theorem 2 , that $\left[\left(J X_{c} J\right), X\right]=0$, which means that $J A_{c}\left(W_{R}\right) J$ $\subset \mathcal{A}\left(W_{R}\right)^{\prime}$. In view of (120a) this implies the first relation (115). The second relation is obtained by conjugating the first by $J$.

This completes the proof of the theorem. We add a corollary which describes the situation under Condition IV. It is almost completely trivial in content.

Corollary to Theorem 4: Condition IV is assumed, and hence Condition III obtains. The quantum field has one and only one local self-adjoint extension $\bar{\varphi}(x)$, namely, $(\bar{\varphi}[f], D(f))=\left(\varphi[f], D_{1}\right)^{* *}$ for all $f \in S\left(R^{4}\right)$. The domains $D_{0}$ and $D_{1}$ are cores for all operators $\left(\varphi[f], D_{1}\right)^{*}$, and

$$
\begin{equation*}
\left(\varphi[f], D_{1}\right)^{*}=\left(\varphi\left[f^{*}\right], D_{1}\right)^{* *}=\left(\bar{\varphi}\left[f^{*}\right), D\left(f^{*}\right)\right) . \tag{122}
\end{equation*}
$$

With the notation in Theorems 3 and 4,

$$
\begin{equation*}
A_{c}\left(W_{R}\right)=A\left(W_{R}\right), \quad A_{c}\left(W_{L}\right)=A\left(W_{L}\right), \tag{123}
\end{equation*}
$$

and all the conclusions in these theorems hold for the above algebras.

If we are allowed to speculate about the results in this section, we wish to say that we are inclined to believe that in a satisfactory local theory there ought to exist at least one field which satisfies Condition III, although this does not seem to be necessary for the duality condition to hold. It is well known that the general conditions on the field which we stated in Sec. II have to be amended with some conditions which guarantee that the
theory really describes physical particles. In particular, some kind of "dynamical principle" is sorely needed. It might, of course, be the case that Condition III is already implied by the minimal assumptions in Sec. II, but if this is not so we would like to believe that the condition at least holds in a properly amended theory. We can imagine a situation in which the local self-adjoint extension of the field is unique, without $D_{1}$ being a core for the extensions of the individual field operators $\varphi[f]$ 。Condition IV might thus be unduly restrictive. An even more restrictive condition, according to which $\Omega$ is an analytic vector for all Hermitian field operators $\varphi[f]$, has been discussed by Borchers and Zimmermann. ${ }^{31}$ Such a condition cannot hold generally since it is violated by Wick polynomials of free fields, but it is conceivable that it could hold for one particular field in a particular theory. (It is well known that it does hold for a free field.)

Let us finally remark that most of our considerations up to this point also apply to a field theory in twodimensional spacetime, in view of the special geometric properties of the wedge regions $W_{R}$ and $W_{L}$.

## VII. THE DUALITY CONDITION FOR A FAMILY OF BOUNDED REGIONS; LOCAL INTERNAL SYMMETRIES

The discussion in this section will be based on the assumption that there exists a pair of local wedgealgebras $A\left(W_{R}\right)$ and $A\left(W_{L}\right)$, which satisfy the duality condition $A\left(W_{R}\right)^{\prime}=A\left(W_{L}\right)$.

These algebras thus in particular satisfy all the conditions (a)-(e) in Theorem 3, which the algebras $A_{c}\left(W_{R}\right)$ and $A_{c}\left(W_{L}\right)$ satisfy.

The operators in the von Neumann algebra $A\left(W_{R}\right)$ can be regarded as "locally associated" with the region $W_{R}$. The existence of the wedge-algebras does not, however, guarantee (as far as we can see) that there exist nontrivial von Neumann algebras which can reasonably be regarded as associated with bounded regions in spacetime. In a satisfactory theory of local observables we would certainly require that there exists a sufficiently large set of bounded (self-adjoint) operators which correspond to measurements within some bounded regions in spacetime. Condition I on the field, discussed in the preceding section, would thus by itself appear too weak for a satisfactory theory, although it does guarantee the existence of the local wedge-algebras. As we shall see, either one of our Conditions I-IV does imply the existence of a set of truly "local" operators with reasonable properties. We note here that our particular conditions, although not physically unreasonable, are nevertheless quite arbitrary. We are not here asserting that anyone of these conditions has to hold, nor are we asserting that they guarantee that the theory has a physical interpretation which is satisfactory in every respect.

Let us now consider the definition of von Neumann algebras for other regions than the wedges $W_{R}$ and $W_{L}$.

For any subset $R$ of Minkowski space $M$ we denote by $\Lambda R$ the image of $R$ under any element $\Lambda$ of the Poincaré group $\bar{L}_{0}$. We define $W$ as the set of all (open) wedge regions bounded by two int ersecting characteristic
planes, i.e.,

$$
\begin{equation*}
W=\left\{\Lambda W_{R} \mid \Lambda \in \bar{L}_{0}\right\} \tag{124a}
\end{equation*}
$$

For every $W \in W$ we define the von Neumann algebra $A(W)$ by

$$
\begin{equation*}
A\left(\Lambda W_{R}\right)=U(\Lambda) A\left(W_{R}\right) U(\Lambda)^{-1}, \quad \text { all } \Lambda \in \bar{L}_{0} \tag{124b}
\end{equation*}
$$

We note that this definition is consistent since we assumed that $A\left(W_{R}\right)$ and $A\left(W_{L}\right)$ satisfy the relations (102a)-(102e) in Theorem 3.

It is natural to define von Neumann algebras for a suitable family of bounded regions in terms of intersections of the von Neumann algebras $A(W)$. Since we hope to discuss these issues elsewhere in greater detail, and within a more general framework, we shall here restrict our considerations to a set of particularly simple bounded regions, namely, the so-called double cones. For any two points $x_{1}$ and $x_{2}$ in Minkowski space such that $x_{2} \in V_{+}\left(x_{1}\right)$ [where $V_{+}\left(x_{1}\right)$ is the forward light cone with $x_{1}$ as apex], we define the double cone $C$ $=C\left(x_{1}, x_{2}\right)$ by

$$
\begin{equation*}
C\left(x_{1}, x_{2}\right)=V_{+}\left(x_{1}\right) \cap V_{-}\left(x_{2}\right), \tag{125a}
\end{equation*}
$$

where $V_{-}\left(x_{2}\right)$ is the backward light cone with $x_{2}$ as apex. The double cones so defined are thus open and nonempty. We denote by $D_{c}$ the set of all double cones.

For any double cone $C$ we define a von Neumann algebra $B(\bar{C})$ by

$$
\begin{equation*}
B(\bar{C})=\cap\{A(W) \mid W \in W, W \supset \bar{C}\} \tag{125b}
\end{equation*}
$$

Here $\bar{C}$ denotes the closure of $C$. We prefer to regard $B(\bar{C})$ as associated with the closed set $\bar{C}$, and hence the above notation.

We shall next extend the domain of the mapping $W$ $\rightarrow A(W)$ to include all open regions $\overline{\mathrm{C}}^{c}$ which are the causal complements of closed double cones $\bar{C}$, For any $C \in D_{c}$ we define the von Neumann algebra $A\left(\dot{\bar{C}}^{c}\right)$ by

$$
\begin{equation*}
A\left(\bar{C}^{c}\right)=\left\{A(W) \mid W \in W, W \subset \bar{C}^{c}\right\}^{\prime \prime} \tag{126}
\end{equation*}
$$

We shall now state two theorems about the properties of the algebras which we have introduced above. The conclusions in the first of these do not depend on the duality condition, but follow fairly trivially from the relative locality of the wedge-algebras, and from the "geometrical" conditions in parts (b) and (c) of Theorem 3.

Theorem 5: Let $\mathcal{A}\left(W_{R}\right)$ and $\mathcal{A}\left(W_{L}\right)$ be a pair of von Neumann algebras such that

$$
\begin{equation*}
A\left(W_{R}\right) \subset A\left(W_{L}\right)^{\prime} \tag{127}
\end{equation*}
$$

and

$$
\begin{align*}
& A\left(W_{R}\right)=J A\left(W_{L}\right) J  \tag{128a}\\
& A\left(W_{R}\right)=U\left(R\left(\mathrm{e}_{1}, \pi\right), 0\right) A\left(W_{L}\right) U\left(R\left(\mathrm{e}_{1}, \pi\right), 0\right)^{-1}  \tag{128b}\\
& U(\Lambda) A\left(W_{R}\right) U(\Lambda)^{-1} \subset A\left(W_{R}\right), \quad \text { all } \Lambda \in \sigma\left(W_{R}\right) \tag{128c}
\end{align*}
$$

where $\sigma\left(W_{R}\right)$ is the semigroup of all Poincaré transformations which map $W_{R}$ into $W_{R}$ 。

Let $\mathcal{A}(W)$ be defined by (124b), for any $W \in W$. Let $B(\bar{C})$ be defined by (125b), and let $\mathcal{A}\left(\bar{C}^{c}\right)$ be defined by
(126), for any double cone $C$. Then:
(a)

$$
\begin{equation*}
A(\Lambda W)=U(\Lambda) A(W) U(\Lambda)^{-1} \tag{129a}
\end{equation*}
$$

for all $W \in W$, all $\Lambda \in \bar{L}_{0}$;

$$
\begin{aligned}
& B(\Lambda \bar{C})=U(\Lambda) B(\bar{C}) U(\Lambda)^{-1} \\
& A\left(\Lambda \bar{C}^{c}\right)=U(\Lambda) A\left(\bar{C}^{c}\right) U(\Lambda)^{-1}
\end{aligned}
$$

for all $C \in D_{c}$, all $\Lambda \in \bar{L}_{0}$.
(b)

$$
\begin{align*}
& A(g W)=J A(W) J,  \tag{130a}\\
& B(g \bar{C})=J B(\bar{C}) \cdot, \quad A\left(g^{c}\right)=J A\left(\overline{C^{c}}\right) J \tag{130b}
\end{align*}
$$

for all $W \in W, C \in D_{c}$, and where $g$ is given by (47).
(c)

$$
\begin{align*}
& A(W) \supset A\left(W_{i}\right), \quad \text { if } W, W_{i} \in W, W \supset W_{i},  \tag{131a}\\
& B(\bar{C}) \supset B\left(\bar{C}_{i}\right), \quad A\left(\bar{C}^{c}\right) \subset A\left(\bar{C}_{i}^{c}\right) \tag{131b}
\end{align*}
$$

for all $C, C_{i} \in D_{c}$ such that $C \supset C_{i}$ (and hence $\bar{C}^{c} \subset \bar{C}_{i}^{c}$ ), and

$$
\begin{equation*}
B\left(\bar{C}_{1}\right) \subset A(W) \subset A\left(\bar{C}_{2}^{c}\right) \tag{131c}
\end{equation*}
$$

for all $W \in W, C_{1}, C_{2} \in D_{c}$, such that $C_{1} \subset W \subset \bar{C}_{2}^{c}$.
(d) The algebras $B(\bar{C})$ are local, in the sense that

$$
\begin{equation*}
B\left(\bar{C}_{1}\right) \subset B\left(\bar{C}_{2}\right)^{\prime} \tag{132a}
\end{equation*}
$$

for any $C_{1}, C_{2} \in D_{c}$, such that $C_{1} \subset \bar{C}_{2}^{c}$. Furthermore,

$$
\begin{equation*}
B(\bar{C})^{\prime} \supset A\left(\bar{C}^{c}\right) \tag{132b}
\end{equation*}
$$

for any $C \in D_{c}$.
(e) The mapping $W \rightarrow A\left(W^{\prime}\right)$ is continuous from the outside in the sense that

$$
\begin{equation*}
A(W)=\cap\left\{A\left(W_{0}\right) \mid W_{0} \in W, W_{0} \supset \bar{W}\right\} \tag{133a}
\end{equation*}
$$

and it is continuous from the inside in the sense that

$$
\begin{equation*}
A(W)=\left\{A\left(W_{i}\right) \mid W_{i} \in W, \bar{W}_{i} \leftharpoondown W\right\}^{\prime \prime} \tag{133b}
\end{equation*}
$$

The mapping $\bar{C} \rightarrow B(\bar{C})$ is continuous from the outside in the sense that

$$
\begin{equation*}
B(\bar{C})=\cap\left\{B\left(\bar{C}_{n}\right) \mid C_{0} \in D_{c}, \bar{C} \subset C_{0}\right\} \tag{133c}
\end{equation*}
$$

The mapping $\bar{C}^{c} \rightarrow A\left(\bar{C}^{c}\right)$ is continuous from the inside in the sense that

$$
\begin{equation*}
A\left(\bar{C}^{c}\right)=\left\{A\left(\bar{C}_{i}^{c}\right) \mid C_{i} \in D_{c}, C_{i} \supset \bar{C}\right\}^{\prime \prime} \tag{133d}
\end{equation*}
$$

Proof: (1) The assertions (a) and (b) are trivial. The relation (131a) follows trivially from (128c) and the definition (124b). The relations (131b) follow directly from the definitions (125b) and (126).
(2) We next consider the assertions in part (e) of the theorem. To prove (133a) it clearly suffices to prove this relation for the special case of $W=W_{R}$. For this case, let $\mathcal{A}$ denote the von Neumann algebra defined by the right member in (133a). We obviously have $\mathcal{A}\left(W_{R}\right)$ ©A. Let $x \in W_{R}$. We then have $T(x) A T(x)^{-1} \subset A\left(W_{R}\right)$. Since the function $T(x)$ is strongly continuous, and since the point $x=0$ is included in $\bar{W}_{R}$, we conclude that $A$ $=A\left(W_{R}\right)$. Hence (133a) holds.

The relation (133b) follows readily from (133a). The relation (133c) follows from the definition (125b), and the relation (133d) follows from (133b) and the definition (126).
(3) The relation (131c) in part (b) of the theorem now follows trivially, in view of (133a).
(4) It remains to prove the assertions (d). Let $C$ be a double cone, and let $W=\Lambda W_{R}$ be any wedge such that $W \subset \bar{C}^{c}$. Then $C \subset \Lambda W_{L}$, and it follows from (127) and (131c) that $B(\bar{C})^{\prime} \supset A\left(\Lambda W_{L}\right)^{\prime} \supset \mathcal{A}(W)$. In view of the definition (126) this implies the relation (132b). The relation (132a) then follows trivially from (132b) and (131c). This completes the proof of the theorem.

We note that the relations (131a) and (131b) are in fact implied by the relations (133b)-(133d), and our presentation is thus somewhat tautological. In view of the relation (133a), which says that the wedge-algebras are "continuous from the outside," we might well write $B(\bar{W})=A(W)$ for any wedge $W$, corresponding to the idea that a wedge $W$ is a limiting case of a double cone. We note here that the algebra $A\left(\bar{C}^{c}\right)$ need not be continuous from the outside, and that the algebra $B(\bar{C})$ need not be continuous from the inside, for any double cone c.

Theorem 6: Let $\mathcal{A}\left(W_{R}\right)$ and $\mathcal{A}\left(W_{L}\right)$ be a pair of von Neumann algebras which satisfy all the premises of Theorem 5. It is assumed that these algebras satisfy the duality condition

$$
\begin{equation*}
A\left(W_{L}\right)=A\left(W_{R}\right)^{\prime} \tag{134}
\end{equation*}
$$

Furthermore, it is assumed that $\Omega$ is a cyclic and separating vector for $\mathcal{A}\left(W_{R}\right)$, and that $\mathcal{A}\left(W_{R}\right) \subset U\left(W_{R}\right)$, where $U\left(W_{R}\right)$ is defined as in Lemma 12 , and hence

$$
\begin{equation*}
V(i \pi) X \Omega=J X^{*} \Omega, \quad \text { all } X \in \mathcal{A}\left(W_{R}\right) \tag{135}
\end{equation*}
$$

Let the von Neumann algebras $A(W), \mathcal{A}\left(\bar{C}^{c}\right)$, and $B(\bar{C})$ be constructed as in Theorem 5. Then:
(a) The algebras $B(\bar{C})$ and $A\left(\bar{C}^{c}\right)$ satisfy the duality condition

$$
\begin{equation*}
B(\bar{C})^{\prime}=A\left(\bar{C}^{c}\right) \tag{136}
\end{equation*}
$$

(b) If there exists a double cone $C_{0}$ such that $\beta\left(\bar{C}_{0}\right) \Omega$ is dense in the Hilbert space $H$, then

$$
\begin{equation*}
A\left(\bar{C}_{1}^{c}\right)=\left\{B(\bar{C}) \mid C \in D_{c}, \bar{C} \subset \bar{C}_{1}^{c}\right\}^{\prime \prime} \tag{137a}
\end{equation*}
$$

for every $C_{1} \in D_{c}$, and

$$
\begin{align*}
& A(W)=\left\{B\left(\Lambda \bar{C}_{0}\right) \mid \Lambda \in \bar{L}_{0}, \Lambda \bar{C}_{0} \subset W\right\}^{\prime \prime}  \tag{137b}\\
& A\left(\bar{C}_{1}^{c}\right)=\left\{\beta\left(\Lambda \bar{C}_{0}\right) \mid \Lambda \in \bar{L}_{0}, \Lambda \bar{C}_{0} \subset \bar{C}_{1}^{q}\right\}^{\prime \prime} \tag{137c}
\end{align*}
$$

for every $C_{1} \in D_{c}, W \in \mathbb{W}$. If, furthermore, $\bar{C}_{0} \subset W_{R}$, then

$$
\begin{equation*}
A\left(W_{R}\right)=\left\{V(t) B\left(\bar{C}_{0}\right) V(t)^{-1} \mid t \in R^{1}\right\}^{\prime \prime} \tag{137d}
\end{equation*}
$$

(c) If the quantum field satisfies Condition $I$, and if $A\left(W_{R}\right)=A_{c}\left(W_{R}\right)$, with $A_{c}\left(W_{R}\right)$ defined as in Theorem 3, then the pair of von Neumann algebras $\mathcal{A}\left(W_{R}\right)$ and $\mathcal{A}\left(W_{L}\right)$ $=A\left(W_{R}\right)^{\prime}$ satisfies the premises of the present theorem. The vector $\Omega$ is a cyclic and separating vector for every algebra $B(\bar{C})$, and for every algebra $\mathcal{A}\left(\vec{C}^{c}\right)$. The
relation (137a) holds, and the relations (137b) and (137c) hold for every $C_{0} \in D_{c}$.

If $C(R)$ is defined as in the statement of Condition II, then

$$
\begin{equation*}
B(\bar{C}) \supset C(C) \tag{138}
\end{equation*}
$$

for all $C \in D_{c}$.
(d) If the quantum field satisfies Condition III, or Condition IV, then the pair of algebras $\mathcal{A}\left(W_{R}\right)$ and $\mathcal{A}\left(W_{L}\right)$, defined as in Theorem 4, satisfies the premises of the present theorem, and $\Omega$ is a cyclic and separating vectors for every algebra $B(\bar{C})$, and for every algebra $A\left(\bar{C}^{c}\right)$. The relations (137a)-(137d) hold as in (b) above, for any $C_{0} \in D_{c}$.

Furthermore, if $G(C)$ is the set of all spectral projections of all operators ( $\bar{\varphi}[f], D(f)$ ), with $f$ real, $f \in S\left(R^{4}\right)$, and $\operatorname{supp}(f) \subset C$, then,

$$
\begin{equation*}
G(C)^{\prime \prime} \subset B(\vec{C}) \tag{139}
\end{equation*}
$$

and, for any $C_{1} \in D_{c}$,

$$
\begin{equation*}
A\left(\bar{C}_{1}^{c}\right)=\left\{G(C) \mid C \in D_{c}, \bar{C} \subset \bar{C}_{1}^{c}\right\}^{\prime \prime} \tag{140}
\end{equation*}
$$

Proof: (1) All the conclusions of Theorem 5 hold. The duality condition (136) follows easily from the duality condition $\mathcal{A}\left(W_{L}\right)=\mathcal{A}\left(W_{R}\right)^{\prime}$ for the wedge-algebras, if we note that

$$
\begin{align*}
A\left(\bar{C}^{c}\right) & =\left\{A\left(\Lambda W_{L}\right) \mid \Lambda \in \bar{L}_{0}, \Lambda W_{R} \supset \bar{C}\right\}^{\prime \prime} \\
& =\left(\cap\left\{A\left(\Lambda W_{L}\right)^{\prime} \mid \Lambda \in \bar{L}_{0}, \Lambda W_{R} \supset \bar{C}\right\}\right)^{\prime}=\beta(\bar{C})^{\prime}, \tag{141}
\end{align*}
$$

where the equality of the first and the second members follows from (133d) in Theorem 5.
(2) We next consider the assertions (b), assuming now that a $C_{0}$ in $D_{0}$ exists, such that $B\left(\bar{C}_{0}\right) \Omega$ is dense. Without Ioss of generality we can assume that $\bar{C}_{0} \subset W_{R}$. Let $A_{R}$ be equal to the right member in (137d). Then $\Omega$ is a cyclic vector for the von Neumann algebra $A_{R}$, and it follows from the definition of this algebra that $V(t) A_{R} V(t)^{-1}=A_{R}$ for all real $t$. Since, obviously, $A_{R}$ $\subset \mathcal{A}\left(W_{R}\right) \subset U\left(W_{R}\right)$, we conclude that $A_{R}$ satisfies the premises of Theorem 2, and it follows from that theorem that $A_{R}=A\left(W_{R}\right)$. This proves the relation (137d). The relations (137a)-(137c) then follow trivially from (137d).
(3) The assertions (c) are completely trivial. We now consider the assertions (d). The crux of the matter is that $\mathcal{G}(C)$ " $\Omega$ is dense for any double cone $C$. That this is so is established by the same kind of reasoning as in step (3) in the proof of Theorem 4, but with the modification that for any integer $n>0$ the regions $R_{k}, k$ $=1, \ldots, n$, are selected as any set of $n$ nonempty open sets in $C$ such that the closures of any two of these regions are spacelike separated. Having thus shown that $\mathcal{G}(C) " \Omega$ is dense, we consider the case when the double cone $C$ satisfies $\bar{C} \subset W_{R}$, and we define a von Neumann algebra $A_{R}$ by

$$
\begin{equation*}
A_{R}=\left\{V(t) G(C) V(t)^{-1} \mid t \in R^{1}\right\}^{\prime \prime} . \tag{142}
\end{equation*}
$$

The relation (139) is trivial, and we can now apply the reasoning in step (2) above to $\mathcal{A}_{R}$. We conclude that $A_{R}$ $=A\left(W_{R}\right)$, and from this the relation (140) follows readily.

This completes the proof of the theorem.
We feel that it is entirely proper to call the condition (136) a "duality condition," at least in the case when there exists a double cone $C_{0}$ such that $B\left(\bar{C}_{0}\right) \Omega$ is dense in the Hilbert space $H$. In this case we have the following situation. There exists a family of truly local operators, namely, the set of all the operators in all the algebras $B(\bar{C})$, which is sufficiently large such that the local operators generate the algebras $A(W)$ and $A\left(\bar{C}^{c}\right)$ in the sense of (137a) and (137b). The algebra $\mathcal{A}\left(\bar{C}^{c}\right)$ in (136), which is associated with the unbounded region $\bar{C}^{c}$, is thus itself generated by "Iocal observables," and this circumstance, in our opinion, adds luster to the duality condition. As we have seen this situation obtains if the field satisfies either one of Conditions II, III, or IV.

It should be noted, however, that even if the field satisfies Condition IV it is in general not the case that $B(\bar{C})=G(C)^{\prime \prime}$, i. e., the local algebra $B(\bar{C})$ need not be generated by the spectral projections of the self-adjoint operators $(\bar{\varphi}[f], D(f))$, with $f$ real, $f \in S\left(R^{4}\right)$, and $\operatorname{supp}(f) \subset C$. The duality condition in the case of a generalized free field has been studied by Landau, ${ }^{8} 32$ and with reference to our discussion we can express the results as follows: For certain kinds of generalized free fields we have $B(\bar{C}) \neq G(C)^{\prime \prime}$. For a detailed discussion of this circumstance we refer to the work of Landau. The algebra $G(C)^{\prime \prime}$ generated by the generalized field alone is thus "too small" to satisfy the duality condition. The situation is, however, entirely different if instead we consider the algebra generated (locally) by all the local generalized free fields which are local relative to the original field.

The duality condition for a free Hermitian scalar field was first proved by Araki, ${ }^{2}$ by an entirely different method. The von Neumann algebras generated by a free field have been studied extensively. ${ }^{6,7,29,33,34}$ It is well known that in this case the field operators ( $\varphi[f], D_{1}$ ), with $f$ real, $f \in S\left(R^{4}\right)$, are all essentially self-adjoint, and our Condition IV obtains. Furthermore, it is the case that $B(\bar{C})=\mathcal{G}(C)^{\prime \prime}$, for all double cones $C$. It should here be noted that Araki's proof of the duality condition, as well as the subsequent modified proofs by Osterwalder, ${ }^{6}$ Eckmann and Osterwalder, ${ }^{?}$ and by Landau, ${ }^{3}$ hold for more general regions than double cones and wedges. The discussion in the work of Eckmann and Osterwalder is based on Tomita's theorem, but also on the very special properties of a free field, and it is not clear to us how the discussion could be generalized to the case of an arbitrary field. We also do not know at this time whether there is any simple "physicalgeometrical" interpretation of the Tomita operators $J$ and $V(i \pi)$ for a double cone, or for a more general region. The remarkably simple interpretation of these operators for the case of the wedge regions probably reflects the very special geometric properties of the pair $W_{R}$ and $W_{L}$.

We shall conclude the present study with a discussion by local internal symmetries. Such symmetries were discussed by Landau and Wichmann, ${ }^{35}$ within the framework of quantum field theory, and within the framework of the theory of local systems of algebras, and it was
shown that a local internal symmetry, as defined in that paper, commutes with all translations in the Poincaré group. It was shown by Landau, ${ }^{36}$ and by Herbst, ${ }^{37}$ that such symmetries also commute with the homogeneous Lorentz transformations under the additional assumption that asymptotic Fock spaces exist, i. e., that the theory has a sensible physical interpretation in terms of particle states.

The definition of a local internal symmetry $G$ in the paper of Landau and Wichmann can be stated as follows, for the case of wedge regions: $G$ is a unitary operator such that

$$
\begin{equation*}
G \Omega=\Omega, \quad G A(W) G^{-1} \subset A\left(\bar{W}^{c}\right)^{\prime} \tag{143}
\end{equation*}
$$

for all $W \in W$. It should be noted that no duality condition was assumed in the quoted work, and it seems to us that the above definition can then be criticized: In particular, it could happen that the set of all symmetries so defined does not form a group. However, the above definition is satisfactory if the duality condition $A\left(\bar{W}^{c}\right)^{\prime}=A(W)$ holds, because it is then easy to show that $G A(W) G^{-1}=A(W)$ for all $W \in W$. In particular, it follows that the set of all local internal symmetries forms a group.

In view of the above we shall here define a local internal symmetry by replacing the second condition in (143) by the condition that $G A(W) G^{-1}=A(W)$, for all $W$ $\in W$.

Theorem 7: Let $\mathcal{A}\left(W_{R}\right)$ and $A\left(W_{L}\right)$ be a pair of local wedge algebras, which satisfy the general premises of Theorem 6, and let $A(W), B(\bar{C})$, and $A\left(\bar{C}^{c}\right)$ be defined as in Theorems 5 and 6.

Let $G$ be a unitary operator such that

$$
\begin{equation*}
G \Omega=\Omega, \quad G A(W) G^{-1}=A(W), \quad \text { all } W \in W . \tag{144}
\end{equation*}
$$

Then:
(a) The operator $G$ commutes with the TCP-transformation, and with all Poincaré transformations, i. e.,

$$
\begin{equation*}
\Theta_{0} G \Theta_{0}=G, \quad U(\Lambda) G U(\Lambda)^{-1}=G, \quad \text { all } \Lambda \in \bar{L}_{0} . \tag{145}
\end{equation*}
$$

(b) For all double cones $C$,

$$
\begin{equation*}
G B(\bar{C}) G^{-1}=B(\bar{C}), \quad G A\left(\bar{C}^{c}\right) G^{-1}=A\left(\bar{C}^{c}\right) \tag{146}
\end{equation*}
$$

(c) The set of all unitary operators $G$ which satisfy the conditions (144) forms a group; the group of all local internal symmetries.

Proof: (1) The second condition (144) holds in particular for $W=W_{R}$. The algebra $A_{R}=A\left(W_{R}\right)$ satisfies the premises of Theorem 2, and in particular $A\left(W_{R}\right) \Omega$ is a core for the self-adjoint operator ( $V(i \pi), D_{+}$). The conditions (144) trivially imply that $G^{-1} A\left(W_{R}\right) \Omega=A\left(W_{R}\right) \Omega$, and it follows that $A\left(W_{R}\right) \Omega$ is also a core for the selfadjoint operator ( $G^{-1} V(i \pi) G, G^{-1} D_{+}$). Let $X \in \mathcal{A}\left(W_{R}\right)$. We then have

$$
\begin{equation*}
V(i \pi) G X \Omega=J G X^{*} \Omega=(J G J) V(i \pi) X \Omega \tag{117a}
\end{equation*}
$$

where the first two members are equal because $G X G^{-1}$ $\in \mathcal{A}\left(W_{R}\right)$. We thus have

$$
\begin{equation*}
\left(G^{-1} V(i \pi) G, A\left(W_{R}\right) \Omega\right)=\left(G^{-1} J G J\right)\left(V(i \pi), A\left(W_{R}\right) \Omega\right) \tag{147b}
\end{equation*}
$$

Since ( $\left.G^{-1} V(i \pi) G, A\left(W_{R}\right) \Omega\right)$ and $\left(V(i \pi), A\left(W_{R}\right) \Omega\right)$ are
essentially self-adjoint, and since $G^{-1} J G J$ is unitary, it
follows, by the polar decomposition theorem, that $G^{-1} D_{+}=D_{+},\left(V(i \pi), D_{+}\right)=\left(G^{-1} V(i \pi) G, D_{+}\right)$, and ${ }^{38}$

$$
\begin{equation*}
J G=G J . \tag{148a}
\end{equation*}
$$

(2) The same considerations apply to the algebra $A(W)$ associated with any other wedge $W=\Lambda W_{R}$. The Tomita operator " $J$ " for the algebra $A\left(\Lambda W_{R}\right)$ is $U(\Lambda) J U(\Lambda)^{-1}$, and thus we have

$$
\begin{equation*}
U(\Lambda) J U(\Lambda)^{-1} G=G U(\Lambda) J U(\Lambda)^{-1} \tag{148b}
\end{equation*}
$$

for all $\Lambda \in \bar{L}_{0}$. In view of the third relation (56a) we then have, after multiplication of both members in (148b) by $J$ from the left,

$$
\begin{equation*}
U\left(g \Lambda g \Lambda^{-1}\right) G=G U\left(g \Lambda g \Lambda^{-1}\right) \tag{148c}
\end{equation*}
$$

for all $\Lambda \in \bar{L}_{0}$. It is easily seen that this implies that $G$ commutes with all $U(\Lambda)$, and it then follows from (148a) that $G$ also commutes with $\Theta_{0}$.
(3) The remaining statements in the theorem are completely trivial.

In conclusion let us state that the considerations in this section can be generalized to other families of bounded regions. We chose to discuss these issues for double cones only, in order to avoid geometrical complications which might obscure the basically very simple mainline of argument.

## ACKNOWLEDGMENTS

It is a pleasure for one of us (E. H. W.) to thank Dr. Lawrence J. Landau, and Dr. Konrad Osterwalder, for discussions about duality and related issues. We also wish to thank Drs. Landau and Osterwalder for sending us their manuscripts prior to publication.

[^10]independent variables is different (in a trivial way) from the choice in Jost's book.
${ }^{20}$ See Ref. 10, Chap. 2, p. 41. The extension to vector-valued tempered distributions is trivial.
${ }^{21}$ The question arises whether our definition (37) is really the "best possible." If the notion of causal complement is to correspond to a physical notion of causal independence one would like to require that the causal complement of any open region $R$ contains the interior of $R^{c}$ as defined in (37). There is hardly any physical basis for a more specific statement, and how the boundaries are handled is then only a question of mathematical convenience. For the discussion in this paper this issue is not important, but we have considered generalizations, and with these in mind it seemed to us that the definition (37) is appropriate.
${ }^{22}$ R. Jost, Helv. Phys. Acta 30,409 (1957).
${ }^{23}$ See Ref. 10 , Chap. 2, p. 70.
${ }^{24}$ This is, of course, well-known: See Ref. 10, p. 139.
${ }^{25}$ A. van Daele, J. Funct. Anal. 15, 378 (1974). This paper presents a simplified proof of Tomita's theorem.
${ }^{26}$ R. Haag, N. M. Hugenholtz, and M. Winnink, Commun.

Math. Phys. 5, 215 (1967).
$2^{7}$ D. Kastler, J.C.T. Pool, and E. Thue Poulsen, Commun. Math. Phys. 12, 175 (1969).
${ }^{28}$ J. von Neumann, Math. Ann. 102, 370 (1929).
${ }^{29}$ J. Langerholc and B. Schroer, Commun. Math. Phys. 1, 215 (1965).
${ }^{30}$ A. L. Licht, J. Math. Phys. 4, 1443 (1963).
${ }^{31}$ H. J. Borchers and W. Zimmermann, Nuovo Cimento 31, 1047 (1963).
${ }^{32}$ L. J. Landau, Ph. D. thesis, University of California, Berkeley, 1969 (unpublished).
${ }^{33}$ H. Araki, J. Math. Phys. 4, 1343 (1963).
${ }^{34}$ G. - F. Dell'Antonio, Commun. Math. Phys. 9, 81 (1968).
${ }^{35}$ L. J. Landau and E. H. Wichmann, J. Math. Phys. 11, 306 (1970).
${ }^{36}$ L. J. Landau, Commun. Math. Phys. 17, 156 (1970) , ${ }^{37}$ I. W. Herbst, J. Math. Phys. 12, 2480 (1971).
${ }^{38}$ The conclusion in this step corresponds to a known result about von Neumann algebras: Compare with M. Sirugue and M. Winnink, Commun. Math. Phys. 19, 161 (1970).

# Some restrictions on algebraically general vacuum metrics* 

Carl H. Brans ${ }^{\dagger}$<br>Joseph Henry Laboratories, Physics Department, Princeton University, Princeton, New Jersey 08540<br>(Received 18 November 1974)<br>Vacuum Einstein metrics of Petrov type I, general, are considered. It is shown that the only solution of this sort in which one of the Petrov scalars is zero is the trivial flat-space one. Further, it is shown that the point at which the four Petrov scalars vanish simultaneously (zero curvature tensor) cannot be included as a regular point of a neighborhood over which the scalars are functionally independent. In fact, for type I all derivatives of the Petrov scalars must vanish at a point at which the curvature tensor does so that this point cannot be a regular point of any nontrivial analytic solution.

This note discusses some properties of vacuum Einstein metrics which are algebraically and functionally general in the Petrov sense. The complex 2 -form technique described by Debever ${ }^{1}$ will be used since it is the most natural extension to differential geometry of the work of Petrov ${ }^{2}$ in the tangent space at a fixed point. Using the Cartan real 1 -form description we can write the metric in terms of a Lorentz-orthonormal form basis, $\omega^{\alpha}$, as

$$
\begin{equation*}
d s^{2}=\eta_{\alpha \beta} \omega^{\alpha} \omega^{\beta} \quad(\alpha, \beta, \cdots=0,1,2,3) \tag{1}
\end{equation*}
$$

where $\eta_{\alpha \beta}=\operatorname{diag}(-1,1,1,1)$. The choice of such basis for a given metric is of course arbitrary up to Lorentz transformations at each point and an important geometric problem is to determine the extent to which this arbitrariness can be reduced. The procedure of Petrov attacks this problem by investigating the canonical form of the Weyl part of the curvature. In this procedure the use of the $S O(3, C)$ representation of the Lorentz group plays a central role, so it is natural to develop a formalism making use of it from the beginning. Thus replace the real form $\omega^{\alpha}$ basis by complexified 2-form basis $\sigma^{a}$, defined by

$$
\begin{equation*}
\sigma^{a}=\omega^{0} \wedge \omega^{a}+i \omega^{b} \wedge \omega^{c}, \quad(a, b, c)=\operatorname{cyclic}(1,2,3) \tag{2}
\end{equation*}
$$

Thus, the Lorentz transformations of $\omega^{\alpha}$ give rise to complex orthogonal transformation of the $\sigma^{a}$. Conversely, given a set of three complex 2 -forms $\sigma^{a}$, it can be shown that they correspond to a real 1 -form basis $\omega^{\alpha}$ according to (2) if and only if they satisfy the conditions

$$
\begin{equation*}
\sigma^{a} \wedge \sigma^{b}=i \delta^{a b} I, \quad \sigma^{a} \wedge \bar{\sigma}^{b}=0 \tag{3}
\end{equation*}
$$

in which $I$ is a real nonzero 4 -form. The structure equations for real 1 -forms are

$$
\begin{align*}
& d \omega^{\alpha}=\omega^{\beta} \wedge \omega_{\beta}^{\alpha}, \quad \omega_{\alpha \beta}+\omega_{\beta \alpha}=0  \tag{4}\\
& d \omega_{\beta}^{\alpha}+\omega_{\gamma}^{\alpha} \wedge \omega_{\beta}^{\gamma}=\Omega_{\beta}^{\alpha} \tag{5}
\end{align*}
$$

where $\omega^{\alpha}{ }_{B}$ are the connection forms and $\Omega^{\alpha}{ }_{\beta}$ the curvature forms,

$$
\begin{equation*}
\Omega_{B}^{\alpha}=(1 / 2) R_{B \gamma \mu}^{\alpha} \omega^{\gamma} \wedge \omega^{3 L} \tag{6}
\end{equation*}
$$

These can then be translated into complexified form

$$
\begin{align*}
& d \sigma^{a}=X^{b} \wedge \sigma^{c}-X^{c} \wedge \sigma^{b}  \tag{7}\\
& d X^{a}-X^{b} \wedge X^{c}=F_{b}^{a} \sigma^{b}+Q_{b}^{a} \bar{\sigma}^{b} \tag{8}
\end{align*}
$$

where

$$
\begin{equation*}
X^{a}=\omega_{c}^{b}-i \omega_{0}^{a} . \tag{9}
\end{equation*}
$$

The condition of being an Einstein empty space is then that $Q^{a}{ }_{b}=0$ and that $P_{b}^{a}$ be traceless. The Petrov classification consists of finding canonical forms for the symmetric matrix $P_{b}^{a}$ under complex orthogonal transformations of the basis $\sigma^{a}$.

In this paper we will be concerned with the type I, general, case in which $P_{b}^{a}$ can be diagonalized with distinct eigenvalues, thus uniquely determining the basis $\sigma^{a}$ (up to inversions, of course). Hence assume that $P^{a}{ }_{b}$ takes the form

$$
P_{b}^{a}=\left(\begin{array}{ccc}
\alpha & 0 & 0  \tag{10}\\
0 & \beta & 0 \\
0 & 0 & \gamma
\end{array}\right), \quad \alpha+\beta+\gamma=0
$$

so that the Eqs. (8) become

$$
\begin{align*}
& d X^{1}-X^{2} \wedge X^{3}=\alpha \sigma^{1} \\
& d X^{2}-X^{3} \wedge X^{1}=\beta \sigma^{2}  \tag{11}\\
& d X^{3}-X^{1} \wedge X^{2}=\gamma \sigma^{3}
\end{align*}
$$

In some cases it is convenient to use a null basis, replacing the forms $\sigma^{a}$ with $\rho^{a}$,

$$
\begin{align*}
& \rho^{1}=\left(\sigma^{1}+i \sigma^{2}\right) / \sqrt{2}, \\
& \rho^{2}=\left(-\sigma^{1}+i \sigma^{2}\right) / \sqrt{2}  \tag{12}\\
& \rho^{3}=i \sigma^{3}
\end{align*}
$$

The algebraic conditions (3) become

$$
\begin{equation*}
\rho^{2} \wedge \rho^{1}=\rho^{1} \wedge \rho^{2}=\rho^{3} \Lambda \rho^{3}=-i I \neq 0 \tag{13}
\end{equation*}
$$

and other products zero. Equation (13) can then be shown to be a necessary and sufficient condition that the $\rho^{a}$ can be written

$$
\begin{align*}
& \sqrt{2} \rho^{1}=\mu \wedge \kappa \\
& \sqrt{2} \rho^{2}=\bar{\mu} \wedge \lambda  \tag{14}\\
& 2 \rho^{3}=-i(\mu \wedge \bar{\mu}+\kappa \wedge \lambda)
\end{align*}
$$

where $\kappa$, $\lambda$ are real null 1 -forms, and $\mu$ is complex. In terms of the $\omega^{\alpha}$ basis,

$$
\begin{align*}
& \kappa=\omega^{3}-\omega^{0} \\
& \lambda=\omega^{3}+\omega^{0}  \tag{15}\\
& \mu=\omega^{1}+i \omega^{2}
\end{align*}
$$

and the metric can be written

$$
\begin{equation*}
d s^{2}=\kappa \lambda+\mu \bar{\mu} \tag{16}
\end{equation*}
$$

The tangent vector basis dual to these 1 -forms is, of course, directly related to the basis used in the Newman-Penrose (NP) formalism. ${ }^{3}$ Thus, the exterior form equations used here are equivalent to the NP equations.

The structure equations can now be written

$$
\begin{align*}
& d \rho^{1}=Y^{3} \bigwedge \rho^{1}-Y^{1} \bigwedge \rho^{3} \\
& d \rho^{2}=-Y^{3} \bigwedge \rho^{2}+Y^{2} \bigwedge \rho^{3}  \tag{17}\\
& d \rho^{3}=Y^{1} \bigwedge \rho^{2}-Y^{2} \bigwedge \rho^{1},
\end{align*}
$$

where

$$
\begin{align*}
& Y^{1}=\left(X^{1}+i X^{2}\right) / \sqrt{2} \\
& Y^{2}=\left(-X^{1}+i X^{2}\right) / \sqrt{2}  \tag{18}\\
& Y^{3}=i X^{3}
\end{align*}
$$

the Equation (11) becomes

$$
\begin{align*}
& d Y^{1}-Y^{3} \wedge Y^{1}=\frac{(\beta-\alpha)}{2} \rho^{2}+\frac{(\beta+\alpha)}{2} \rho^{1} \\
& d Y^{2}+Y^{3} \wedge Y^{2}=\frac{(\beta-\alpha)}{2} \rho^{1}+\frac{(\beta+\alpha)}{2} \rho^{2}  \tag{19}\\
& d Y^{3}-Y^{1} \wedge Y^{2}=\gamma \rho^{3}
\end{align*}
$$

The complete determination of the basis for the general type I case might be expected to correspond to some fairly strong restrictions on the solutions since there are no directional symmetries available. We will now consider some of these limitations.

In the first place, consider the case in which one of the eigenvalues is the negative of the other, say $\alpha=-\beta$, so that the third is zero, $\gamma=0$. This might seem to be a natural alternative to the type D case in which two of the eigenvalues are equal to each other. This latter case includes the well known Schwarzschild and Kerr metrics and has been studied exhaustively by Kinnersley. ${ }^{4}$ We find, however, that the $\alpha=-\beta$ condition cannot be met unless $\alpha=\beta=\gamma=0$ as shown by the following theorem.

Theorem 1: The only solution to the vacuum Einstein equations for which one of the Petrov eigenvalues vanishes over a region is the trivial one (flat space-time over the region).

Proof: Assume that $\alpha=-\beta$ and $\gamma=0$ so that the nullform equations become

$$
\begin{align*}
& d Y^{1}-Y^{3} \wedge Y^{1}=\beta \rho^{2} \\
& d Y^{2}+Y^{3} \wedge Y^{2}=\beta \rho^{1}  \tag{20}\\
& d Y^{3}-Y^{1} \wedge Y^{2}=0
\end{align*}
$$

Taking exterior derivatives, and using (17) we get the Bianchi identities, one of which can be written

$$
\begin{equation*}
d \beta \wedge \rho^{2}-2 \beta Y^{3} \wedge \rho^{2}+\beta Y^{2} \wedge \rho^{3}=0 . \tag{21}
\end{equation*}
$$

Now consider the 1 -form decomposition (14) and take the $\Lambda$ product of (21) by $\bar{\mu}$ and $\lambda$ separately to get

$$
\begin{equation*}
\beta Y^{2} \wedge_{\kappa} \wedge_{\lambda} \wedge_{\bar{\mu}}=\beta Y^{2} \wedge_{\mu} \wedge_{\bar{\mu}} \wedge_{\lambda=0} \tag{22}
\end{equation*}
$$

which in turn gives

$$
\begin{equation*}
\beta Y^{2} \wedge \rho^{2}=0 \tag{23}
\end{equation*}
$$

or, if the geometry is nowhere flat in the region, $\beta \neq 0$,

$$
\begin{equation*}
Y^{2} \bigwedge_{\rho^{2}}=0 \tag{24}
\end{equation*}
$$

Taking the exterior derivative of this equation, and using (20) and (17), we get

$$
\begin{equation*}
\beta \rho^{2} \wedge \rho^{2}=0 \tag{25}
\end{equation*}
$$

which contradicts (13) unless $\beta=0$, thus completing the proof.

Next we consider what might be thought of as the " most general" Petrov type, namely, the situation in which two complex Petrov scalars are not only algebraically independent but also functionally independent. Specifically, we want to look at the case in which the real and imaginary parts of $\alpha$ and $\beta$ constitute a set of four functionally independent scalar fields. It is clear that in this case these four fields can be used to determine a unique coordinate system. Thus, such a metric uniquely determines not only a preferred frame at each point, but also a preferred space-time coordinate system. In a certain sense it is the most unsymmetric possibility for Einstein metrics. We will now show that, if such a solution exists, it cannot contain the origin of the preferred coordinate system as a regular point.

Theorem 2: Let $\alpha$ and $\beta$ be the Petrov scalars of a vacuum Einstein metric as described in (11), and $\alpha$ $=u+i v, \beta=p+i q$, with $u, v, p, q$ four real functions. These four functions cannot be functionally independent in any neighborhood of the point for which $u=v=p=q$ $=0$.

Proof: Take the exterior derivatives of the Eqs. (11) to produce the Bianchi identities

$$
\begin{align*}
& d \alpha \wedge \sigma^{1}=(\gamma-\alpha) X^{2} \wedge \sigma^{3}-(\beta-\alpha) X^{3} \wedge \sigma^{2} \\
& d \beta \wedge \sigma^{2}=(\alpha-\beta) X^{3} \wedge \sigma^{2}-(\gamma-\beta) X^{1} \wedge \sigma^{3}  \tag{26}\\
& d \gamma \wedge \sigma^{3}=(\beta-\gamma) X^{1} \wedge \sigma^{2}-(\alpha-\gamma) X^{2} \wedge \sigma^{1}
\end{align*}
$$

When these are evaluated at a point for which $\alpha=\beta=\gamma$ $=0$, they are easily seen to require

$$
\begin{equation*}
d \alpha=d \beta=d \gamma=0 \tag{27}
\end{equation*}
$$

thus contradicting the functional independence of $\alpha$ and $\beta$ at this point.

A slight extension of the above argument results in
Theorem 3: The only type I solution for which $\alpha$ and $\beta$ are analytic functions and which extends over a region containing a zero of the curvature tensor is the trivial flat space one.

For the Schwarzschild and Kerr metrics $\alpha$ and $\beta$ do not vanish anywhere, depending on the usual radial coordinate like $1 / r$.
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# Erratum: Complex potential formulation of the axially symmetric gravitational field problem [J. Math. Phys. 15, 1409 (1974)] 

Frederick J. Ernst
Department of Physics, Illinois Institute of Technology, Chicago, Illinois 60616
(Received 20 December 1974)

The second term in the numerator of Eq. (5) should be $+y^{4} \sin ^{2} \lambda$. The next to last term in Eq. (13b) should be $+\frac{1}{2} S_{t t *} B_{0}^{*}$. The exponent 2 should be deleted from the
numerator of Eq. (42). "Covariance" is not spelled correctly in Ref. 9.

## Erratum: The $T$ operator and an inverse problem for nonlocal potentials [J. Math. Phys. 15, 1227 (1974)]

Te Hai Yao

Mathematics Department, Bedford College, Regent's Park, London NW1, England
(Received 2 December 1974)
(1) On p. 1231, line 16 on left side: $\psi(\xi=\xi \hat{\xi} ; \mathbf{x})$ should be changed to $\xi \psi(\xi=\xi \hat{\xi} ; \mathbf{x})$.
(2) On pp. 1228 and 1230: $\psi(\xi=\xi \hat{\xi}$; $\mathbf{x})$ should be changed to $\psi(\boldsymbol{\xi}=\xi \xi ; \mathbf{x})$ 。
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